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Abstract
Exploiting Magnetic Relaxation in x-Space Magnetic Particle Imaging

by

Daniel Westbrook Hensley

Joint Doctor of Philosophy
with University of California, San Francisco in Bioengineering

University of California, Berkeley

Professor Steven Conolly, Chair

Magnetic particle imaging (MPI) is a new and rapidly developing imag-
ing modality. Here we explore new ways to use MPI for molecular imag-
ing and theranostic applications. A major focus is exploring methods to
leverage the magnetic relaxation dynamics associated with the tracers used
in MPI. In the context of canonical MPI implementations, these dynam-
ics can reduce resolution and signal; however, they are also a source of
molecular imaging contrast. In the first part of this thesis, we experimen-
tally characterize relaxation in the canonical sinusoidal MPI implementa-
tion and explore novel ways to exploit this relaxation for colorized imaging
and theranostic applications. In the second part, we describe a new ap-
proach to signal encoding in MPI that we call pulsed MPI (pMPI). We show
that pMPI can allow one to fully prevent relaxation-induced resolution loss
and can even provide ways to improve resolution over traditional contin-
uous wave encoding techniques. Furthermore, pMPI can be leveraged to
directly quantify magnetic relaxation that does occur and report this infor-
mation in an imaging format as relaxation images (in contrast to the standard
tracer mass/concentration images). Such approaches may pave the way for
greatly improved color MPI and related molecular imaging methods. We
believe a major takeaway from this work is that there remains significant
untapped potential in MPI by way of unexploited physics. We believe de-
velopment of these possibilities will be an exciting part of our field’s future.
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“We consider it a good principle to explain the phenomena by the simplest hypoth-
esis possible.”
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Preface
Magnetic particle imaging is at a pivotal stage of development. After a lit-
tle over a decade of international development, we now have multiple sta-
ble implementations. Much of this first decade of development concerned
building, refining, and characterizing the first generation of MPI hardware
and implementations. More recently, we have been able to focus on all
important applications work. We that work in this field are certainly fas-
cinated and delighted by the engineering challenges and elegance we see
in MPI. But in the end, MPI must demonstrate clear and compelling ad-
vantages in specific applications. Fortunately, we believe we have already
started building a very strong case. Accordingly, initial commercialization
of the technology is playing out at this very moment. As a researcher and
engineer, there is no more exciting and dynamic a time to be involved.

In this work, we set out to vigorously explore an area of MPI that holds
enormous potential: exploitation of our tracers’ magnetic dynamics, or re-
laxation behavior. We believe we are able to make a very compelling case for
two important themes: 1) magnetic relaxation can enable powerful molecu-
lar imaging capabilities and 2) magnetic relaxation can be leveraged to fun-
damentally improve the encoding of our signal, with the potential to greatly
improve fundamental imaging parameters of merit such as resolution.

In Chapter 1, we will provide a broad and high level introduction to MPI
including its motivation and position in medical imaging, the features of its
basic implementation, some of the important applications work and direc-
tions, and an intuitive discussion of current challenges. We then organize
our exploration of new methods of exploiting relaxation in two parts:

In Part I we will explore magnetic relaxation in the current continuous wave
implementation of MPI. In Chapter 2 we provide a basic introduction to the
physical mechanisms of magnetic relaxation encountered in MPI and spend
time cataloging and analyzing experimental data demonstrating relaxation-
induced behavior in MPI over a broad parameter set.

Chapters 3 and 4 focus on using magnetic relaxation in MPI. One of the
most intriguing aspects of magnetic relaxation is the encoding of physio-
logic information, and in Chapter 3 we exploit this by describing an ap-
proach to x-space ‘color’ MPI including the first in vivo demonstration of
such an approach. We switch gears in Chapter 4 to explore theranostic MPI
where we describe building the first system that combines MPI and mag-
netic fluid hyperthermia (MFH) in a single device. We show the ability for
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on demand spatial selection of heating and the first simultaneous heating
and imaging.

We hope that one takeaway from Part I is a sense of opportunity by so-
lidifying the notion that MPI physics allow for significant encoding of en-
vironmental state and physiology of interest – a key requirement for any
aspiring molecular imaging modality. Future developments in this young
field will go well beyond that which is contemplated here.

In Part II, we expand the possibilities of using relaxation in MPI, and MPI
more generally, by rethinking how we excite our tracer. We explore moving
beyond the narrow scope of sinusoidal continuous wave excitation and call
these new approaches pulsed magnetic particle imaging (pMPI). In Chap-
ter 5, we discuss our initial pMPI methods using square and trapezoidal
wave excitation, providing a detailed and general theoretical analysis along
with supporting experimental data for the one dimensional (1D) case. We
show that this square wave approach allows us to remove deleterious ef-
fects of relaxation and achieve steady-state Langevin conditions. With this
basic harness equipped, we then discuss several ways of actively using and
exploiting relaxation with pulsed MPI techniques in Chapter 6. We focus
on three approaches, first providing detailed theoretical analysis in 1D and
then demonstrating these methods in proof-of-concept experiments. We
show that these approaches can provide direct, quantitative measures of
magnetic relaxation impulse responses, robust and quantitative measure-
ment of local microenvironmental state, and greatly improve resolution be-
yond what was previously thought fundamental via steady-state Langevin
theory. We also show that many of these abilities can be provided simulta-
neously (using only a single acquisition) in pMPI. Finally, in a short Chapter
7, we describe implementation of pMPI in the multidimensional context,
including numerous simulations and one comparison of the simulator with
basic proof-of-concept data. We also discuss the flexibility of pMPI in terms
of generalized pulse sequencing and highlight some intriguing, but unim-
plemented, approaches that could be good targets for future work.

We believe this work lays an important groundwork and framework for
a compelling new family of MPI approaches. But it is only a start; we hope
future developments will greatly expand on these initial methods.

Daniel Hensley
Berkeley, CA

August 8, 2017
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Langevin theory teaches that increasing magnetic core size
will improve MPI resolution (as well as peak signal). Experi-
mentally, we observe this relationship in the range of approx-
imately 18 – 25 nm. Larger tracers have significant magnetic
relaxation dynamics that induce a secondary blur. The data
shows the effect of modifying the excitation slew rate. Even
a very low slew rate (compared to canonical systems) of 30
T s�1 (3 kHz, 10 mT) shows loss in resolution with larger core
sizes, although the effect is somewhat mitigated and delayed. 34

2.4 MPI experimental FWHM as a function of excitation frequency
and amplitude for selected tracers. (a) Canonical MPI trac-
ers (Resovist, nanomag MIP, and tracers from the University
of Washington) show mostly monotonically worsening res-
olution with respect to both frequency and amplitude. (b)
Three different core sizes of monodisperse tracers from Ima-
gion Biosystems show a unique inflection point in FWHM vs.
frequency at around 10 kHz, after which FWHM improves or
plateaus with increasing frequency. FWHM resolution does
degrade monotonically with amplitude. (c) Non-standard
MPI tracers including polydisperse iron oxides macro-aggregated
with albumin, a tracer with partial elemental iron core, and
monodisperse tracer from Imagion Biosystems without a large
hydrophilic shell and suspended in toluene. . . . . . . . . . . . 36
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2.5 Relative peak signal as a function of excitation frequency and
amplitude for selected tracers. All tracers exhibited mono-
tonic loss of peak signal with increasing frequency but neg-
ligible, minor, or mixed relationships with amplitude. (a)
Canonical MPI tracers (Resovist, nanomag MIP, and tracers
from the University of Washington). (b) Monodisperse trac-
ers from Imagion Biosystems generally show more loss in
peak signal as a function of frequency. Larger core tracer
shows significantly more loss and at lower frequencies than
the smaller core tracers. (c) Non-standard MPI tracers (iron
oxide macro-aggregated with albumin, partial elemental iron
core, monodisperse core with thin oleic acid shell in toluene). 37

2.6 MPI image domain shifts as a function of excitation frequency
and amplitude for selected tracers. Similar to FWHM varia-
tion, most tracers show monotonically larger shifts with in-
creasing frequency and amplitude. (a) The canonical tracers
(Resovist, nanomag MIP, and tracers from the University of
Washington) show similar results with less than 3 mT shifts.
(b) Monodisperse tracers from Imagion Biosystems generally
show larger shifts and inflection points at low frequencies,
after which the shift decreases with increasing frequency. (c)
Two of the non-standard tracers (iron oxide macro-aggregated
with albumin and tracer with partially elemental iron core)
show typical behavior while the monodisperse tracer with
only a thin oleic acid shell in toluene shows a very large sen-
sitivity to amplitude. . . . . . . . . . . . . . . . . . . . . . . . . 38

2.7 Quantifying time domain magnetic relaxation effects in MPI.
(Top) Results for monodisperse 18 nm tracer. (a) Phase re-
laxation maps – phase delay as a function of applied field for
excitation at 3 kHz and 10, 20, and 30 mT. (b) Phase relaxation
maps for excitation at 3, 5, and 10 kHz and 10 mT. (c) Peak
phase lag as a function of frequency and amplitude. (Bot-
tom) The same results for monodisperse 32 nm tracer. Per
the pFOV-specific nature of the algorithm, increasing ampli-
tude acts like a rectangular blur applied to the phase map. In
both cases, increasing frequency leads to increased phase lag,
with the rate of increase and total phase lag much larger for
the larger 32 nm tracer. Excitation amplitude has relatively
little effect on peak phase lag. . . . . . . . . . . . . . . . . . . . 41
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3.1 MPI relaxation effects in the image domain. (a) Relaxation
can be phenomenologically modeled as a convolution of the
ideal image with an exponential kernel in the direction of ex-
citation. (b) For Brownian relaxation-dominant cobalt-ferrite
SPIOs, increasing viscosity leads to increased relaxation ef-
fects. (c) Magnetic relaxation is a strong function of magnetic
core size. (d) Image domain parameters that characterize re-
laxation include peak offset or translation, changes in peak
intensity, and broadening of the PSF. (e) Separately recon-
structed positive- and negative-slewing images make clear
the scan direction dependence of relaxation effects. . . . . . . 52

3.2 x-Space color MPI algorithm. Raw data from scans using dif-
ferent excitation amplitudes are reconstructed individually
using standard x-space methods. The resulting series of im-
ages may undergo color pre-processing steps including ap-
plication of an MPI equalization filter and shift correction.
The pixel-wise color algorithm is then applied. . . . . . . . . . 54

3.3 Signal encoding and reconstruction in x-space color MPI. (a)
Standard x-space acquisitions with different excitation am-
plitudes are taken sequentially. (b) A small 22 nm core tracer
shows no detectable relaxation-induced changes with ampli-
tude while (c) a larger 27 nm core tracer shows considerable
changes. (d) Depiction of the process of converting a stack of
M x-space color MPI acquisitions to a colorized image with
N colors. (e) The colorizing algorithm solves a convex non-
linear least squares optimization problem per image domain
pixel/voxel. (c) The forward model matrix A describes how
various tracers map to different Tx amplitude images. The n-
th column of A describe the (relaxation) behavior of the n-th
tracer over the excitation amplitude space. . . . . . . . . . . . 56
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3.4 Color MPI results with test vial apparatus. (a) Multi-amplitude
acquisition for color MPI encoding was performed at 10, 20,
and 30 mT on a series of Eppendorf tube samples. 50 µL
samples (25 mgmL�1) of chemicell only, nanomag only, and
a 50/50 mixture by volume were placed in Eppendorf tubes
and aligned in the imaging bore. A single standard MPI (20
mT acquisition) image and the constructed color MPI image
are shown. (b) A view of the chemicell and nanomag dis-
tinct tracer images and quantification of the results. The color
algorithm is generally successful in disambiguating the two
tracers, even when co-localized, except for visually apparent
error in classifying all low intensity background MPI haze
and peripheral signal as chemicell (even in the nanomag-only
ROI). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.5 First In vivo color MPI results. (a) A standard MPI scan fol-
lowing IV injection of the Chemicell MPI tracer and MAA-
SPIOs (constructed with the nanomag tracer). Our color al-
gorithm quantitatively unmixes the MAA-SPIOs (trapped in
the lungs) from the Chemicell tracer (cleared straight to the
liver). We can use the results to generate a colorized image
that clearly distinguishes the two tracer populations and or-
gans, which is not the case in the standard MPI scan. (b) The
entire 3D tomographic data set was colorized. (b-e) Here we
show select colorized slices in the xz and yz planes where
the smaller MAA-SPIO tagged lung is further distinguished
from the Chemicell-tagged liver. . . . . . . . . . . . . . . . . . 61

4.1 Localizing magnetic fluid hyperthermia. (a) Homogeneous
AC coil designs apply therapy to all locations where the SPIOs
have accumulated, including healthy sites. (b) Surface AC
coils can be used to target sites of accumulation near the sur-
face of the subject but not sites deep in the body. (c) MPI-
MFH as proposed herein can target any site desired using the
FFR, including those deep in the body, with high resolution.
Healthy sites of accumulation can be avoided. . . . . . . . . . 69
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4.2 MPI-MFH system diagrams. (a) Diagram of the major struc-
tural components: permanent magnet array for creation of a
field-free line (FFL), imaging bore with concentric transmit
excitation (Tx) and MPI receive (Rx) coils, and sample move-
ment system with linear stages and motors. (b) Circuit di-
agram for the 353 kHz resonant Tx chain with major compo-
nents: impedance matching and low pass filter, final resonant
Tx stage, and Tx coil. . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3 Hardware systems and vial phantoms used in this work. (a)
Combined MPI-MFH system. (b) FFP scanning system used
for multi-dimensional imaging. This system produces a 3.5
x 3.5 x 7 [Tm�1] gradient field with excitation at 20 kHz. (c)
Arbitrary waveform relaxometer (AWR) table top MPI char-
acterization system with no gradients. The AWR is capable of
characterizing the 1D MPI PSF for a sample over a wide range
of frequencies and field amplitudes. (d) Vial samples used in
phantoms. 100 µL of nanomag MIP magnetic nanoparticles
were placed in small PCR tubes. . . . . . . . . . . . . . . . . . 74

4.4 Spatial localization of heating with MPI-MFH in 1D. (a) Sim-
ulations of specific absorption rate (SAR) for the SPIOs used
in this work at various gradient fields. (b) Experimental SAR
data using the MPI-MFH system and applied to both a single
vial with SPIOs and a PBS control. (c) Normalized plots of
experimental SAR and experimental MPI signal (magnitude
of the 3rd harmonic) from the MPI-MFH system. (d) Exper-
imental 1D MPI PSF from the AWR. All experimental data
and simulations use 353 kHz excitation. . . . . . . . . . . . . . 78

4.5 Selective heating with MPI-MFH. (a) MPI-MFH device, SPIO
phantom, and MPI image taken with a FFP scanner. The
phantom vials were 3 mm apart (7 mm center-to-center). (b)
MPI-MFH temperature data for trials when each of the three
phantom components was targeted for individual heating.
(c) SAR and temperature data quantified for all 5 trials as-
sociated with targeting each of the 3 phantom vials. . . . . . . 79
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4.6 Implementation of an MPI-MFH scanning sequence to actu-
ate multiple distinct locations in a single therapeutic scan.
While AC excitation is applied, the localizing FFL is sequen-
tially aligned with each of the three vials in the phantom to
realize temporo-spatially selective heating. The MPI-MFH
method provides high resolution, flexible, and dynamically
configurable therapeutic targeting. . . . . . . . . . . . . . . . . 80

5.1 Langevin theory and limitations in experimental continuous
wave MPI. (a) SPIO tracers used in MPI are characterized by
saturation. (b) In MPI this provides spatial localization of
our signal via sensitive ‘field-free’ regions (FFRs) constructed
using gradient fields. (c) The Langevin theory is a steady-
state theory that predicts monotonically improving resolu-
tion with magnetic core size. Experimentally, this is observed
up to an inflection point around 25 nm, past which resolu-
tion degrades due to effects of magnetic dynamics or relax-
ation. Data was taken with our arbitrary waveform relax-
ometer (AWR) using f

0

= 20 kHz excitation frequency and 20
mT amplitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2 Magnetic relaxation effects on the MPI signal. The MPI tracer
cannot respond instantaneously to the continuously varying
AC excitation in canonical MPI. When the time constant(s)
associated with the magnetic relaxation impulse response is
nontrivial compared to the excitation period, non-negligible
relaxation delays and phase lags manifest. We can model this
as a convolution of the ideal steady-state tracer response with
a relaxation kernel. Because of the direct mapping of time do-
main signal to space in MPI reconstruction, this time-domain
low pass filter maps directly to a low pass filter in the image
domain. As a result, image domain translations and reduced
resolution manifest. . . . . . . . . . . . . . . . . . . . . . . . . . 90
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5.3 Square wave excitation in pulsed MPI. (a) Arbitrary wave-
form relaxometer (AWR) used in this work. The AWR con-
tains an untuned excitation coil and DC bias coil that can re-
alize arbitrary waveforms for 1D pMPI pulse sequence test-
ing and analysis. (b) Pre-emphasized voltage waveforms sent
to linear amplifiers in voltage-control mode are used to cre-
ate square and trapezoidal waveforms. (c) The period of the
square wave is chosen such that the tracer achieves steady-
state magnetization by the end of each half-period. In this
manner, we sample points on the Langevin curve of the tracer,
encoding this steady-state information in our raw signal. Ex-
perimental raw signal from AWR square wave excitation ap-
plied to 32 nm core tracer is shown. . . . . . . . . . . . . . . . . 92

5.4 Pulsed encoding in MPI acquisition. The fast excitation strat-
egy is responsible for how the fundamental tracer signal is
captured. pMPI replaces the canonical continuous wave si-
nusoidal fast excitation waveform with pulsed waveforms.
Subsequent aspects of the acquisition scheme such as large
FOV sampling strategy and reconstruction method may be
chosen as desired as long as the pMPI constraints described
herein are respected. For example, slew rates involved in
FOV sampling cannot compromise steady-state induction. As
an encoding back-end, pMPI may be incorporated into any of
the MPI imaging paradigms, such as the popular x-space or
system matrix methods. . . . . . . . . . . . . . . . . . . . . . . 93

5.5 Theoretical pMPI square wave PSF analysis assuming a 32
nm magnetic core tracer. (a) Peak-normalized PSFs for the
cases of square excitation with an amplitude of 5 times the
Langevin full-width-at-half-maximum (FWHM), equal to the
Langevin FWHM, and one-fifth of the Langevin FWHM. The
rectangular function’s blurring effect is apparent in the large
excitation. Larger excitations also lead to increased signal. (b)
Relative peak signal as a function of the excitation amplitude.
(c) PSF FWHM resolution for square wave pMPI as formu-
lated herein plotted along with the Langevin resolution and
the rectangular function width. . . . . . . . . . . . . . . . . . . 99
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5.6 Square Wave data acquisition and image reconstruction us-
ing the AWR. (a) In acquisition, a slowly-varying bias field
allows us to sample a large magnetic FOV over time with the
faster square wave excitation (Tx). This pulse sequence leads
to a dense sampling of points in the applied magnetic field
domain. (b) In a simple x-space reconstruction, we can in-
tegrate the signal for each square wave half-period and grid
this value to the mean field location. In a final step we can
interpolate the gridded data onto a desired 1D output pixel
grid. (c) The result is a 1D square wave PSF of the AWR sam-
ple in aggregate. If we divide the applied field by an assumed
linear gradient strength, we arrive at a 1D spatial PSF. . . . . . 107

5.7 pMPI removes relaxation-induced asymmetries in the image.
In canonical sinusoidal MPI, the presence of significant relax-
ation reduces resolution due to a blur that originates from
time domain relaxation and that is asymmetric and direc-
tional with excitation direction. In a typical x-space recon-
struction, this will necessitate separate reconstruction for the
positive and negative slewing components of the excitation
waveform to avoid worst-case naı̈ve averaging of the two.
With this approach we get asymmetric skew and image do-
main translations in the excitation direction along with re-
duced overall resolution. In pMPI, on the other hand, relax-
ation effects are removed, yielding native resolution, a sym-
metric PSF, and no need to distinguish excitation directions
in reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.8 Experimental square wave MPI and comparison with con-
ventional methods. (Top) Square wave MPI experimental re-
sults as a function of excitation amplitude and comparison
with theory for 27 nm particles. (a) 1D PSFs using different
exciation amplitudes and normalized by tracer mass. Experi-
mental data points overlaid on theoretical predictions for (b)
FWHM resolution and (c) peak signal as functions of excita-
tion amplitude. (Bottom) Experimental resolution compari-
son between conventional sinusoidal MPI (25 kHz and 20 mT)
and square wave pulsed MPI (1 mT and 5 kHz fundamental
square wave frequency). (d) Sinusoidal data, (e) square wave
data, (f) comparison of experimental sinusoidal MPI FWHM
resolution, square wave pMPI FWHM resolution, and theo-
retical Langevin prediction as a function of tracer core size. . . 110
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5.9 Effects of hold time and rise time in experimental square wave
MPI. (Top) Square wave MPI experimental results as a func-
tion of hold time – the length of time at a constant applied
field to establish steady-state – and comparison with theory
for 27 nm particles. (a) 1D PSFs normalized by tracer mass.
Experimental data points overlaid on theoretical predictions
for (b) FWHM resolution and (c) peak signal as a function
of excitation amplitude. The theoretical curves were con-
structed using a simple Debye model of MPI relaxation. (Bot-
tom) Experimental analysis of the effect of rise time using
trapezoidal excitation waveforms with different rise times.
(d) Experimental excitation waveforms, (e) pMPI PSFs, (f)
Peak SNR as a function of the excitation rise time. . . . . . . . 111

6.1 Field and position dependent MPI relaxation in pulsed MPI.
(a) Consider tracer located at three different positions rela-
tive to the MPI FFR isocenter during a pMPI step excitation.
(b) Both the total signal energy (from steady-state Langevin
M-H curve) and the relaxation dynamics depend on location
and thus applied field via the gradient fields of MPI. (c) In an
imaging context, the inductive Rx in MPI superposes these
contributions. Early stage signal will be weighted relatively
more by tracer farther from the FFR while later stage signal
will be composed almost solely of signal from tracer nearer
the FFR. This is a second spatio-temporal encoding, indepen-
dent of the Langevin spatio-temporal encoding, that we can
exploit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2 Magnetic relaxation field dependencies predicted by theoret-
ical models. (a) Depiction of Néel relaxation with internal re-
alignment of the moment cf. Brownian relaxation with physi-
cal rotation of the entire particle. (b) Model predictions using
the following parameters: 20 nm magnetic core, 10 nm poly-
mer shell, ambient temperature of 300 K, magnetic damping
coefficient ↵ = 0.1, electronic gyromagnetic ratio, �1.75e11
[rad s�1 T�1], magnetic anisotropy constant K = 11000 [Jm�3],
magnetic saturation M

sat

= 474000 [Jm�3 T�1], and viscosity
⌘ = 1.0049 [mPa s]. (c) Néel relaxation map dependence on
core size. (d) Brownian relaxation map dependence on core
size with fixed shell thickness. (e) Brownian relaxation map
dependence on shell thickness with fixed core size. . . . . . . . 126
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6.3 Raw time domain encoding of relaxation information in pMPI
examples. (a) In square wave pMPI, the time domain sig-
nal associated with a square wave half-period is exactly the
(spatially weighted) magnetic impulse response for the tracer
stimulated by the step excitation. (b) Alternatively, we can
consider a more complex pMPI excitation waveform in which
short pulses are applied with longer and longer inter-pulse
quiescent hold periods. We can then measure the inter-pulse
time required to achieve steady-state. . . . . . . . . . . . . . . 129

6.4 Relaxation imaging in 1D with square wave pMPI – relax-
ation maps. (a) We use a simple pulse sequence consisting of
a periodic square wave excitation waveform and a linearly
ramping bias field to cover the full 1D magnetic FOV. (b)
The raw time domain data associated with each half-period
reveals the magnetic relaxation impulse response associated
with a fixed applied field value. We can fit this to a model
of our choosing, e.g., an exponential time constant, and grid
the results against the mean location of the applied field pro-
ducing a relaxation map or 1D relaxation image as shown in
(c). This represents a new type of image, distinct from the
standard tracer mass/concentration image and which may
contain rich physiologic contrast. . . . . . . . . . . . . . . . . . 130

6.5 Relaxation analysis with pMPI steady-state recovery pulse
sequence. (a) A simplified depiction of the tracer response to
a train of excitation pulses separated by increasingly longer
inter-pulse periods. This allows us to query how long it takes
for the tracer distribution to fully establish steady-state con-
ditions. For a Brownian-dominant tracer, any changes to mi-
croenvironmental state, such as viscosity, binding, or similar
parameters, will change the time required for steady-state in-
duction. (b) Experimental data showing a tracer’s MPI re-
sponse to a steady-state recovery sequence as a function of
viscosity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
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6.6 Temporal relaxation weighting in 1D square wave pMPI. (a)
We consider a 1D square wave excitation identical to that
described in Chapter 5. (b) During reconstruction, instead
of integrating the full area under each half-period, we inte-
grate only a window comprising the final portion of the sig-
nal. Here we are exploiting the relaxation spatio-temporal
encoding. Signal farther from the FFR relaxes quickly due to
the high applied field. We are selectively emphasizing tracer
nearest to the FFR with this approach. (c) The resulting grid-
ded image will have greatly improved resolution and atten-
uated tails. By throwing out a large portion of the signal,
however, we will pay an SNR penalty. . . . . . . . . . . . . . . 133

6.7 Temporal relaxation weighting theory and predictions. By
simply windowing the received time domain signal associ-
ated with each square wave half-period in pMPI, we can ex-
ploit relaxation spatio-temporal encoding for improved res-
olution. The theory predicts a PSF that is the multiplica-
tion of a weighting function and the steady-state PSF. (a) The
weighting function for a window covering the latter part of
the Rx signal, specified by the window threshold t

w

. (b) The
weighting function for a window covering the initial part of
the Rx signal. (c) Simulated PSFs for a 27 nm tracer with a
35 nm polymer shell (Brownian dominant). When using only
the latter part of the signal, we get a sharper PSF, while us-
ing the initial part of the signal yields a more poorly resolved
PSF than when using no window at all. The sum of the sep-
arately reconstructed PSFs is precisely equal to the image re-
constructed with no windowing. . . . . . . . . . . . . . . . . . 135
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6.8 Hardware used to demonstrate pMPI relaxation methods. (a)
Arbitrary waveform relaxometer used for all nanoscopic ex-
periments. (b) Macroscopic relaxation system consisting of
a solenoidal Tx coil surrounding a Falcon tube containing
a 1 mm Neodymium magnet suspended by a string. An
outer high inductance Rx coil surrounds both. The Tx coil
was driven by a simple function generator using a square
wave excitation while the received signal was obtained from
an oscilloscope connected directly to the Rx coil. (c) To ex-
plore viscosity-impulse response time, we filled the Falcon
tube with ethylene glycol and varied the temperature to vary
the viscosity. We can fit the envelope of the decaying under-
damped signal and compare to theory. . . . . . . . . . . . . . . 139

6.9 Square wave pMPI relaxation maps. (a) Comparison between
a continuous wave relaxation map (data from Chapter 2: f

0

=
3 kHz and 10 mT) and square wave pMPI direct impulse re-
sponse fitting (f

0

= 2.5 kHz, 2 mT) for the 32 nm Imagion
Biosystems tracer. (b) Comparison of fitted square wave re-
laxation maps as a function of tracer core size using the monodis-
perse Imagion Biosystems tracers (f

0

= 2.5 kHz, 5 mT). (c)
Comparison of fitted square wave relaxation maps as a func-
tion of excitation amplitude using the 27 nm tracer and a
square wave f

0

= 2.5 kHz. . . . . . . . . . . . . . . . . . . . . . 143
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6.10 Pulsed MPI steady-state (SS) recovery data. (a) A sparse re-
laxation map constructed with SS recovery times sampled at
5 discrete bias field offsets. (b) Zero field SS recovery times
change significantly across a physiologically-relevant range
of viscosities for a 33 nm tracer. Viscosity was controlled by
volume fraction of glycerol and water. In this overdamped
nanoscopic case, a linearly varying relaxation time with vis-
cosity is observed. (c) Step response time from viscometry
with a 1 mm magnet. In this underdamped macroscopic scale,
an inverse relationship between viscosity and the step re-
sponse time constant is observed as predicted by theory. (d)
SS recovery can detect binding events. Here, a larger monodis-
perse and streptavidin-coated tracer (25 nm, Imagion Biosys-
tems) and a smaller polydisperse and streptavidin-coated tracer
(nanomag MIP) were both exposed to a saturating amount
of biotinylated albumin. A control non-labeled version of
the monodisperse tracer was also tested. In terms of the la-
beled tracers, only the larger monodisperse tracer shows a
non-trivial change in SS recovery time. The untagged control
shows a significantly smaller but clear change as well. Even
the traditional Resovist tracer (here as VivoTrax) can bene-
fit from SS recovery pMPI, showing sensitivity to pH (e) and
viscosity (f). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
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6.11 Exploiting relaxation spatial encoding with relaxation weight-
ing in pMPI. (a) Time domain relaxation filtering using square
wave excitation data (f

0

= 2.5 kHz and 2 mT) and a window-
ing threshold of 40 µs (20% of a half-period). We confirm the
theoretical predictions: the PSF constructed from the initial
window is broader than the standard square wave PSF while
the PSF from the latter window is narrower with greatly re-
duced tails. Additionally, when we sum the separately recon-
structed windows, they precisely recapitulate the standard
(no windowing) square wave PSF. (b) We accomplish very
similar results when reconstructing PSFs using only informa-
tion from the first harmonic (narrower PSF, reduced tails) and
all higher harmonics (broader PSF). The sum of these two
PSFs is also equal to the standard square wave PSF. (c) Us-
ing a temporal window of 20 µs and reconstruction with only
first harmonic data are almost exactly equivalent. We can also
perform both temporal windowing and harmonic filtering for
improved results. . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.12 Signal and resolution tradeoffs using pMPI relaxation weight-
ing methods with our 27 nm tracer (f

0

= 2.5 kHz, 2 mT). In
(a–c) we show relationships for time domain filtering. (a) In-
creased window-based filtering leads to narrower PSFs but
at a cost of SNR. (b) Peak signal as a function of the frac-
tion of the half-period data retained, based on specification of
the window threshold. (c) FWHM resolution as a function of
the half-period data retained. In (d–f) we show relationships
for frequency domain filtering. (d) We can reconstruct a rela-
tively high SNR and modestly more resolved PSF by only us-
ing information associated with the fundamental frequency
of the square wave excitation. (e) Peak signal as a function of
the received bandwidth, in this case, by choosing the num-
ber of harmonics included in reconstruction. (f) Resolution
as a function of the received bandwidth. Note these results
(improved resolution with reduced bandwidth) are opposite
that predicted by steady-state Langevin theory in continuous
wave MPI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
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7.1 Depiction of multidimensional pMPI scanning. (a) Our pMPI
acquisition is very similar to canonical x-space in terms of
the shift field, although we do not necessarily require any
overlapping of sample points (a simplification). Instead of
a sinusoid, however, we can excite with a periodic pulsed
waveform. (b) By repeating our core pulsed waveform as we
raster across the imaging FOV, we can sample the image in
full with our new encoding. (c) This x-space raster scanning
procedure is followed by a simple gridded reconstruction as
before to produce images, which may be much higher reso-
lution or even consist of a measure of relaxation dynamics.
Here we show a steady-state square wave pMPI simulation
of a Berkeley phantom. . . . . . . . . . . . . . . . . . . . . . . . 162

7.2 Depiction of simple x-space reconstruction in multidimen-
sional pMPI. Many pMPI reconstruction approaches fall into
the conceptual category of calculating a single value (inte-
grated signal, windowed or not for relaxation weighting, or
a measure of the relaxation impulse response) for each period
of the periodic excitation waveform and gridding this value
to the mean location of the FFR. Aside from DSP steps, the
entirety of acquisition and reconstruction simply consists of
slowly rastering our FFR across the FOV while applying the
fast periodic excitation, gridding, and then interpolating onto
a final regular pixel grid. . . . . . . . . . . . . . . . . . . . . . . 163

7.3 Pulsed MPI 2D PSF simulations. Here we simulate a 27.4 nm
tracer as featured in Chapters 5 and 6 and a gradient strength
of 7 Tm�1. (a–c) Simulations of steady-state square wave
pMPI with a 1 mT excitation amplitude. (a) 1D plot of the
center line of the collinear PSF image. (b) The collinear im-
age (PSF). (c) The transverse image (PSF). (d–f) Simulations
with a 5 mT excitation amplitude. (d) 1D center line plot of
the collinear PSF. (e) The collinear image (PSF). (f) The trans-
verse image (PSF). As derived in the 1D case, we see the ex-
citation amplitude leads to a rectangular function blur in the
direction of excitation. . . . . . . . . . . . . . . . . . . . . . . . 165
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7.4 Cal logo phantom simulations. An approximately 7 x 4 cm
phantom was simulated using a pMPI square wave excita-
tion of 1 (b) and 10 (c) mT. The single collinear image in
(b) is a higher resolution than we have been able to achieve
in sinusoidal MPI thus far, while (c) is worse than the best
canonical MPI results due to the large pMPI-specific ampli-
tude blur caused by excitation with the larger 10 mT. Given
our current reconstruction method, large excitations induce
a secondar blur in the direction of the excitation as described
in detail in Chapter 5. . . . . . . . . . . . . . . . . . . . . . . . . 166

7.5 Comparison of proof of concept experimental 2D pMPI im-
age and simulation. Our AWR, in 2D imaging mode pro-
vided by the addition of a 3.5 Tm�1 permanent magnet sys-
tem, was used to provide a multidimensional pMPI image
(courtesy Zhi Wei Tay) (b) of a very small phantom (a). We
also simulated the phantom using our pMPI simulator (c,d).
Light relaxation weighting was used in reconstructing the ex-
perimental data (b) but was not modeled in the simulation
(d) (case of no relaxation weighting). This explains the minor
discrepancy between the two, in particular, the experimental
image is more resolved and has reduced peripheral haze, as
expected. Because the AWR imaging volume consists of the
very small region at the base of a typical PCR tube, we had
to use a particularly small phantom, and we note that the 3.5
Tm�1 is relatively weak as far as our systems are typically
constructed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

7.6 Generalized pulse sequencing in pMPI. (a) Square wave exci-
tation. (b) A generic pulse sequence, whose fundamental pe-
riod contains a distinct magnetization preparation/shaping
train of pulses followed by a distinct readout component. (c)
A steady-state recovery sequence as described in Chapter 6
contained within a repeated pMPI excitation period. Many
types of pulse sequences can be composed using pulsed MPI
primitives. We believe this flexibility may lead to a pulse se-
quence design space similar to that present in MRI. . . . . . . 168

xxvii



7.7 Simulations of relaxation weighting in generalized pulse se-
quencing. We can take advantage of relaxation weighting in
pMPI reconstruction but also in pulse sequence encoding. In
(a) we show a standard square wave PSF with no relaxation
weighting in reconstruction while in (b) we show a relaxation
weighted square wave PSF. Notice the removal of the long
tails/haze in all directions due to selective removal of fast-
relaxing signal. (c,d) Arbitrary examples of the type of gen-
eralized pulse sequences that are possible in pMPI using re-
laxation weighted encoding. (b) a ‘Pac-Man’-like PSF and (b)
a heart-shaped PSF (constructed by the author on Valentine’s
Day no less). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

xxviii



List of Tables

2.1 Summary of experimentally tested MPI tracers. The list in-
cludes canonical tracers such as Resovist, nanomag MIP, and
tracer from the University of Washington, monodisperse trac-
ers that sample a range of core sizes from Imagion Bioysys-
tems, and non-standard tracers such as cobalt-ferrite parti-
cles from the University of Florida, elemental iron core trac-
ers from UC Davis, and macro-aggregated albumin, polydis-
perse tracer from Universidade Federal de Goiás. . . . . . . . 30

xxix



List of Abbreviations

1D 1 Dimensional
2D 2 Dimensional
3D 3 Dimensional
AWR Arbitrary Waveform Relaxometer
BISL Berkeley Imaging Systems Lab
DI De-Ionized
DSP Digital Signal Processing
EMF Electromotive Force
EPR Ehanced Permeability (and) Retention
FFL Field-Free Line
FFP Field-Free Point
FFR Field-Free Region
FOV Field of View
FWHM Full Width (at) Half Maximum
LSI Linear (and) Shift Invariant
MAA Macroaggregated Albumin
MFH Magnetic Fluid Hyperthermia
MNP Magnetic Nanoparticle
MPI Magnetic Particle Imaging
MRI Magnetic Resonance Imaging
PEG Polyethylene Glycol
PET Positron Emission Tomography
pFOV partial Field of View
pMPI pulsed Magnetic Particle Imaging
PSF Point Spread Function
ROI Region of Interest
Rx Receive
SAR Specific Absorption Rate
SNR Signal (to) Noise Ratio
SPECT Single Photon Emission Computed Tomography
SPIO Superparamagnetic Iron Oxide
Tx Transmit or excitation

xxx



Physical Constants

Boltzmann constant k = 1.380 648 527 9⇥ 10�23 JK�1

Vacuum permeability µ
0

= 4⇡ ⇥ 10�7 Hm�1

xxxi



List of Symbols

B induction field magnitude T
B

1

coil sensitivity TA�1

f frequency Hz
f
0

fundamental excitation frequency Hz
G linear magnetic gradient magnitude Tm�1

H magnetic field magnitude Am�1

I moment of inertia kgm2

k magnetic Langevin constant mA�1

L Langevin function none
m magnetic moment Am2

M magnetization magnitude Am�1

x
s

location of MPI field-free region center m

⌘ viscosity Pa s
� gyromagnetic ratio rad s�1 T�1

⇢ particle density particlesm�3

! angular frequency rad
⌧ time constant s

xxxii



Dedicated to Mark Hensley

xxxiii



Chapter 1

Introduction and Background

Magnetic particle imaging (MPI) is an emerging tracer-based and molecu-
lar imaging modality. First publicly described in 2005 by Gleich and Weize-
necker (Gleich and Weizenecker, 2005), MPI endeavors to be the next big
clinical imaging modality, following in the footsteps of X-ray computed to-
mography (CT), magnetic resonance imaging (MRI), nuclear medicine tech-
niques, ultrasound, and other clinical modalities of the 20th century.

As a young modality, MPI is a fascinating and fertile area for research. I
have greatly enjoyed my chance to engage with this technology as a gradu-
ate student researcher. The work herein encompasses a variety of topics all
with the common goal of improving and maturing MPI.

In this introductory chapter, we will introduce the overarching context
of MPI – medical imaging – and discuss the basic physical principles that
govern MPI and constitute the x-space MPI process. We will conclude by
discussing some of the current and ongoing challenges in the field. This
work takes aim at a few of these challenges.

1.1 Medical Imaging
Medical imaging is concerned with whole-body imaging of human subjects
for medical analysis and diagnostic value. Although no clinical MPI device
currently exists, this is the clear long term goal of the field. Current re-
search and commercial efforts are focused on preclinical applications. Pre-
clinical imaging is typically concerned with whole-body imaging of ani-
mal subjects for the purpose of basic scientific research or for analysis of
eventual clinical applications. In this sense, preclinical imaging is distinct
from microscopy and other forms of small scale basic science imaging but
does straddle application areas of interest to both basic science and clinical
medicine. For example, preclinical functional brain imaging can benefit ba-
sic neuroscience research and provide valuable information as we continue
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Chapter 1. Introduction and Background

FIGURE 1.1: Categorizing imaging as anatomic vs. functional. Anatomic imaging (left)
can provide high resolution images of structure but with little to no contrast relevant to
physiology or pathophysiology of interest. Functional or molecular imaging techniques,
which often leverage contrast agents or tracers (center) specifically target the illumination
of contrast related to physiology of interest but perhaps without high resolution, or any,
structural information. (Right) We can often get the best of both worlds by combining
techniques such as in this overlay. These images are from a ‘color MPI’ dataset we will
explore in Chapter 3.

to understand the mechanisms of the brain (Park and Friston, 2013), while
other practitioners of functional brain imaging may more exclusively target
clinical application. Research domains such as immune cell tracking and
stem cell tracking also explicitly straddle both basic science research and
possible clinical diagnostic/therapeutic methods (Weissleder, Nahrendorf,
and Pittet, 2014; Ahrens et al., 2005; Ahrens and Bulte, 2013; Zheng et al.,
2015; Zheng et al., 2016). Preclinical imaging methods may also be attrac-
tive in the drug development space providing, for example, analysis of drug
delivery and pharmacokinetics in vivo prior to full human trials.

As Fig. 1.1 illustrates, a conceptual distinction between ‘anatomic’ imag-
ing and ‘functional’ or related ‘molecular’ imaging can be useful for dis-
cussing various imaging modalities and their goals (James and Gambhir,
2012). In this context, MPI is being developed primarily as a new functional
and molecular imaging modality.
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1.1.1 Anatomical Imaging Techniques
Anatomical imaging modalities derive signal from all or most tissue in the
subject, possibly with some contrast that distinguishes between different
tissue types. Typical modalities include magnetic resonance imaging (MRI),
X-ray projection imaging, X-ray computed tomography (CT), and ultra-
sound. These modalities can provide exquisite high resolution information
(spatial and/or temporal) about the anatomic and structural makeup of a
subject. The development of early anatomic techniques such as X-ray pro-
jection imaging in the 20th century greatly altered and improved the practice
of medicine by noninvasively providing a visual window into the body.

While anatomic techniques are invaluable, native contrast between tis-
sues or contrast associated with a specific physiology or pathology of inter-
est may be poor. Furthermore, the strong background signal in the tissue
may dominate small amplitude signals carrying this contrast information.

1.1.2 Functional Imaging Techniques
In contrast to purely anatomic imaging, functional and molecular imaging
methods and modalities seek to illuminate specific physiologic, functional,
or pathological information in the image. Often these methods leverage
contrast agents or tracers. Modalities that are fundamentally anatomical in
nature can provide functional information with the use of contrast agents,
as in the case of gadolinium-based agents in MRI or microbubbles in ultra-
sound (James and Gambhir, 2012).

Contrast agents modify the native or background signal, adding desir-
able contrast. Positive contrast agents increase the local intensity of the
image (e.g., gadolinium T1 agent in MRI) while negative contrast agents
decrease the local intensity (e.g., T2* iron oxide tracers in MRI). Typically,
positive contrast agents are preferred due to the ambiguity associated with
negative contrast. In MRI, for example, myriad conditions such as the pres-
ence of air pockets may induce a low signal region, complicating identifica-
tion of the agent.

Tracer modalities such as MPI and nuclear medicine modalities positron
emission tomography (PET), scintigraphy, and single photon emission com-
puted tomography (SPECT) are different. In tracer modalities, there is no
background signal to modulate. Instead, the only signal detected comes
from the tracer itself. This is powerful for molecular imaging purposes be-
cause one can theoretically obtain ideal contrast for a target physiology or
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pathology of interest. Furthermore, typically much lower (orders of mag-
nitude) concentrations of tracer are required than in the case of contrast
agents. One associated downside is that tracer modalities can lack contex-
tualizing anatomical information. For this reason, combined anatomic and
molecular imaging overlays are common as in PET/CT and MPI/CT (Beyer
et al., 2000; Zheng et al., 2016).

1.2 LSI Imaging Systems and LSI Analysis
Linear systems theory has provided a crucial foundation for developments
in physics and engineering. Even for the case of explicitly nonlinear sys-
tems, it is the basis for most analytical approaches (Gaskill, 1978; Prince
and Links, 2006). Medical imaging is no different. All of the major medical
imaging modalities, such as MRI, projection X-ray and X-ray CT, and ultra-
sound operate in linear or approximately linear modes. This is desirable for
several reasons. First, linear systems theory is well understood and math-
ematically tractable. This translates to reliable and robust imaging systems
that can be easily modeled, their behavior easily predicted, noise proper-
ties easily understood, and artifacts minimized. Importantly, the nature of
images reconstructed from systems that are linear and shift invariant (LSI)
do not depend on the nature of the truth image itself or any a priori as-
sumptions built into the reconstruction scheme beyond the linear model.
While these features of LSI systems are powerful, we must caveat this dis-
cussion by acknowledging that no systems are perfectly LSI and nonlinear
approaches that inject a priori information can be leveraged to great effect
(Lustig, Donoho, and Pauly, 2007; Silva et al., 2010). We note, however, that
clinical medicine is an exceedingly high bar. Even if nonlinear artifacts are
somewhat rare, and perhaps well tolerated in many other application areas,
this can impact a patient diagnosis in medical imaging.

A linear system in real space, described by the linear operator H , exhibits
the following superposition property:

H(↵⇢(x) + �⇢(x)) = ↵H(⇢(x)) + �H(⇢(x)) 8↵, � 2 R (1.1)

If ⇢̃(x) = H(⇢(x)), then a shift invariant system exhibits the following
behavior:

H(⇢(x� x
0

)) = ⇢̃(x� x
0

) (1.2)
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Powerful linear algebra techniques can be brought to bear on LSI sys-
tems. At risk of brushing all-important details aside, any LSI system can be
elegantly described mathematically by:

y = Ax (1.3)

where A (e.g., represented as a matrix) is a linear operator that acts on the
input x to produce the output y. The operator A describes everything that
occurs in the linear transformation. For example, in MPI, the operator A
describes the blurring effect of the fundamental Langevin physics, the ac-
tion of inductive reciever coils to collapse spatial information to temporal
information, and the specifics of our image encoding trajectory (Goodwill
and Conolly, 2011; Rahmer et al., 2009). In this context, we note

A = A
N

A
N�1

. . . A
1

that A may be broken down into a composition of various conceptually dis-
tinct linear components of the LSI system. This is important, because solv-
ing a linear system, or in the case of MPI, reconstructing an image from
the raw data, involves inverting this linear system (whether from explicitly
inverting a linear operator or performing this implicitly in a procedural al-
gorithm). If a linear process is well-posed, then this is straightforward. But
inversion of a linear system can be ill-posed (e.g., deconvolution of a modal-
ity’s fundamental physical blur), meaning that noise and any sources of
coherent error may be greatly magnified in the operation (Shahram and Mi-
lanfar, 2004). Inversion may also be impossible if information is destroyed
in the forward operation, a case that often motivates the use of a priori as-
sertions. This analysis carries over to the individual components of a linear
operator. For example:

inv(A)! ill-posed
inv(A

N

A
N�1

. . . A
2

)! well-posed
inv(A

1

)! ill-posed

In the context of MPI, we can choose to reconstruct by inverting only
the well-posed portion of the linear process (MPI trajectory spatio-temporal
encoding) while avoiding deconvolution of the fundamental physics blur:
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y = (A
N

A
N�1

. . . A
2

)| {z }
˜

A

· (A
1

x)| {z }
xbl

= Ã · x
bl

x̂
bl

= Ã�1y ! well-posed (1.4)

where we reconstruct an estimate (x̂
bl

) of the truth image, blurred by the
fundamental physics, and do not attempt to deconvolve the fundamental
blur. This is the approach that we take in x-space MPI reconstruction (Good-
will and Conolly, 2010; Goodwill and Conolly, 2011; Goodwill et al., 2012b;
Lu et al., 2013).

We do not deconvolve for at least two reasons: (a) avoidance of stark
signal-to-noise ratio (SNR) loss inherent to deconvolution and artifact in-
troduction due to imperfect knowledge of the blurring function, and (b) the
relative youth of MPI means that there are many avenues to improve res-
olution and other aspects of the MPI process through advances in the way
the fundamental imaging physics are leveraged. This may be through novel
encoding schemes and/or hardware implementations. In this manner, we
may be able to fundamentally modify A

1

in the above examples, includ-
ing its posedness. This is an approach taken in part II of this work. When
one has exhausted improvements at the fundamental physics level, then
reconstruction and postprocessing methods may become the only targets
for improvement. But until then, we find that improving the fundamentals
typically yield much higher rewards.

As we have harped on the ill-posed deconvolution of blurring functions,
we close out this section introducing the nomenclature for this concept in
imaging. All LSI imaging systems are associated with some fundamental
physics-induced blur that limits the ability to resolve fine details. This blur
can be expressed mathematically as a convolution relation. A convolution
operator is a type of linear operator that shows up routinely in physics.

Convolution of distribution ⇢ with blur h in 1D:

⇢
blur

(x) = (⇢ ⇤ h)(x) =
Z

⇢(u)h(x� u) du (1.5)

The important and powerful connection between convolution and LSI
imaging systems is that the blur is fully and totally described by a ‘point-
spread function’ (PSF). The PSF can be analytically derived or empirically
measured by subjecting the system to a point source input (insert �(x) for
⇢(x) in (1.5)). The � function is the identify function for convolution. With
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the PSF in hand, the effect of subjecting any possible input to the system is
known. For an LSI system H , with PSF h(x):

H(�(x)) , h(x) = �(x) ⇤ h(x) = h(x)

) H(⇢(x)) = ⇢(x) ⇤ h(x) 8⇢(x)

With knowledge of the PSF, one can derive many of the important pa-
rameters of merit for an imaging system, such as resolution and signal scal-
ing.

1.3 Magnetic Particle Imaging
Here we introduce the field of MPI broadly, with an emphasis on describing
the MPI process as a cohesive and intuitive whole. We begin by discussing
the physical principles governing MPI, then describe the traditional meth-
ods of encoding imaging information and the reconstruction approaches
that follow, move on to the state-of-the-art in terms of MPI applications,
and finish with a discussion of some open problems in the field.

1.3.1 Basic Principles
MPI is a tracer-based modality, and the governing physics are those associ-
ated with the tracer. At the most fundamental level, MPI measures the spa-
tial distribution of a magnetic tracer as revealed by magnetic flux changes
when the tracer responds to translating gradient fields. MPI hardware then
consists of systems that apply magnetic excitation in a specific manner to
this distribution (transmit or Tx) and systems that perceive the magnetic
response of the tracer (receive or Rx).

The core of any imaging modality is how spatial information is encoded
in the recieved signal. In MPI, this is accomplished by the use of magnetic
gradient fields and tracers that exhibit magnetic saturation (and most often
associated with superparamagnetism). In this context, most MPI tracers are
superparamagnetic iron oxides (SPIOs). As illustrated in Fig. 1.2(a), the
steady-state physics of SPIOs, and superparamagnetic materials in general,
is described by the Langevin function. The salient feature of a Langevin-
shaped magnetization curve (magnetization as a function of externally ap-
plied field) is a rapidly varying, approximately linear region at low applied
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This allows for spatial localization of MPI
signals using gradient fields. Tracer far
from the ‘field-free’ region are saturated
and unable to respond significantly to
an AC excitation.

MPI tracers are chracterized by
Langevin M-H curves exhibiting
saturation phenomena.
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1

FIGURE 1.2: Spatial localization of the MPI signal via Langevin physics. (a) A depiction of
a typical magnetization vs. applied field curve for a superparamagnetic MPI tracer show-
ing saturation phenomena. (b) Spatial gradient fields can harness this physics to create a
sensitive region. This is the crux of spatial localization in MPI.

field magnitudes surrounded by regions of saturation at high field magni-
tude. This structure is exploited in MPI to produce a sensitive region as il-
lustrated in Fig. 1.2(b). Only tracer located near the center of this ‘field-free’
region (FFR) is unsaturated and thus capable of responding to a superposed
AC excitation.

The theory of superparamagnetism is fundamental to MPI and sufficient
for a complete derivation of the MPI signal and imaging equations, as tra-
ditionally performed (Rahmer et al., 2009; Goodwill and Conolly, 2011).
However, a major assumption in doing so is that dynamic magnetic pro-
cesses (called relaxation in the field) are negligible. Strictly speaking, these
derivations are only valid for a tracer that instantly responds to the exci-
tation fields. In some cases, the response times associated with magnetic
dynamics are much faster than the MPI excitation slew rates, in which case
the steady-state assumption is accurate. However, this is known to be vi-
olated to some degree generally and especially when using tracers with
larger magnetic cores. And by virtue of the steady-state imaging and signal
equations, use of larger tracers is highly motivated (Goodwill and Conolly,
2010).

Relaxation in MPI and the ramifications of non-negligible relaxation will
be discussed at length in this thesis and are a primary concern of part I and
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the major motivation behind part II. A more detailed discussion of steady-
state Langevin physics can be found in the literature (Bean and Livingston,
1959; Gleich and Weizenecker, 2005; Rahmer et al., 2009; Goodwill and
Conolly, 2010; Goodwill and Conolly, 2011; Lu et al., 2013).

1.3.2 Signal Encoding and Reconstruction
MPI may be understood as a sensitive point (region) imaging modality. At
the highest level, all MPI systems involve creation of a field-free region and
translation of this FFR over space during an imaging scan. As illustrated in
Fig. 1.2, any SPIO tracer located far from the FFR is saturated while tracer
coincident with the FFR can respond strongly to an excitation field. An MPI
scan is nothing more than moving the FFR structure around an imaging
volume to query the imaging field-of-view (FOV) for the presence of tracer.

Strong magnetic field gradients are used to create a sensitive FFR de-
lineated from an encompassing region of high magnetic field magnitude as
illustrated in Fig. 1.2. To scan the FOV, spatially homogeneous but tempo-
rally varying excitation and shift fields are superposed on the gradient field
and/or mechanical means of shifting the excitation magnets and sample are
employed. The result is to shift the position of the FFR relative to the object
of interest as desired. A third magnetic field component, a spatially homo-
geneous but ‘fast’ AC excitation (e.g., 20 kHz), is then superposed. As illus-
trated in Fig. 1.3, these mechanisms allow us to sample our FOV and en-
code an image: The gradient fields provide spatial selection, slow-slewing
shift mechanisms allow coverage of the large FOV over time, and the AC
excitation induces the bulk of the received signal at any given instant. In
some approaches, fast excitation concomitantly in multiple directions can
allow encoding of data in a small FOV quickly without the use of distinct
slow shift mechanisms (Gleich, Weizenecker, and Borgert, 2008). As in other
modalities, inherent tradeoffs between parameters such as image acquisi-
tion speed, total FOV size, native resolution, and SNR lead to opportunities
to optimize the excitation and reconstruction strategies as desired.

Regardless of the details of the trajectory, due to the nonlinear saturation
magnetization that defines SPIO tracers, only when the FFR is coincident
with a region containing tracer will a significant change in the tracer mag-
netization be induced by the AC excitation field. When the FFR is farther
away, the tracer is saturated and no appreciable signal is detected because
there is no appreciable change in SPIO magnetization.

We term our approach ‘x-space’ because signal acquisition is intuitively
just a direct sampling of the spatial domain (‘x-space’) using a translating

9



Chapter 1. Introduction and Background

a

z Tx

x Shift

z Shift

Grad

z

x

time

b

Shift mean location of FFR

Produce FFR with gradient

Apply fast AC
excitation

Dense sampling
via rapid translation
from AC excitation

cMPI Scan Sequence MPI FFR Trajectory MPI Image Acquisition

Scan to acquire data

Reconstruction

0                 2                  4

0
1

2
3

4

z [cm]

x [cm
]

FIGURE 1.3: The canonical x-space MPI approach. (a,b) During an MPI scan, gradient
waveforms create the FFR, shift waveforms move the mean location of the FFR to cover
the entire field-of-view (FOV), and an AC (transmit or Tx) waveform provides the tem-
porally fast excitation. The superposition of shift and excitation waveforms provides an
overlapping and dense sampling of the FOV. (c) MPI experimental results for a single slice
from a 10 minute tomographic scan of a simple phantom using our in house FFP scanner.
In reconstruction, the received time-domain data is correlated with the trajectory of the
FFR in the image domain to grid images.

sensitive region (in contrast to encoding directly in the Fourier domain as
in the ‘k-space’ of MRI, or significant usage of the Fourier domain as in sys-
tem matrix MPI methods). Inductive pickup coils are used to record the
changes in magnetization over time. For reconstruction, a simple gridding
procedure can be used to map the received time-domain voltages to an im-
age domain grid (pixel/voxel grid) using knowledge of the FFR trajectory.
Intermediate steps such as compensating for the changing velocity of the
AC excitation and recovery of information lost due to direct feedthrough
mitigation strategies are described in prior work (Lu et al., 2013; Konkle et
al., 2015).

In contrast to this fully x-space approach, a system matrix approach is
also widely used in the field (Rahmer et al., 2009; Rahmer et al., 2012). This
approach differs from the x-space method in several ways. First, in recon-
struction, the time-domain signal is generally transformed to the Fourier
domain. Second, the reconstruction is formulated as an inverse problem by
measuring system functions and constructing a suitable system matrix (Rah-
mer et al., 2009; Rahmer et al., 2012). This calibration matrix is constructed
using numerous full MPI scans taken with a calibration point source located
at each position associated with a voxel in the output image domain. The
Fourier domain output of each scan becomes a column in the system matrix.
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FIGURE 1.4: Major approaches to MPI signal acquisition and reconstruction. In the x-
space MPI approach, a sinusoidal excitation (typically in one fixed direction per scan) is
combined with slow-shift rastering to sample a large FOV. Reconstruction consists of grid-
ding the received voltages from inductive receiver coils to images using the known FFR
trajectory. In the system matrix approach, FFR trajectories often consist of (sinusoidal)
Lissajous or similar fast excitation patterns in multiple dimensions. One or more such en-
codings are used to sample an entire FOV. Reconstruction consists of inverting a system
matrix constructed by scanning a known point source located at each voxel position.

Mathematical modeling may help ease the time and space burden associ-
ated with constructing and storing this matrix (Knopp and Weber, 2015). An
image acquisition then consists of applying this same scan to an unknown
tracer distribution. Reconstruction is performed by regularized inversion
of the system matrix applied to the Fourier-transformed receiver coil data.
In effect, the signal for the unknown image scan is projected onto a space
consisting of the results of point source scans associated with each voxel.
Depending on the relationship between the intrinsic resolution (dictated by
the steepness of a tracer’s Langevin curve and the linear gradient strength)
and the spacing between voxel centers, the system matrix will be more or
less ill-conditioned and inversion will perform more or less implicit decon-
volution of the fundamental blur.

Fig. 1.4 describes some of the high level differences between the x-space
and system matrix methods, as typically performed. The sensitive point
intuition applies to both methods, they simply differ in how to use FFR
trajectories to reconstruct images. Per the saturation physics described in
Fig. 1.2, both of these methods report resolution that scales inversely with
the gradient strength (Rahmer et al., 2009; Goodwill and Conolly, 2010).
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FIGURE 1.5: Depiction of types of tracers encountered in MPI. The earliest and most
widely available tracers such as Resovist are composed of highly polydisperse cores em-
bedded in a polymer (e.g., dextran) shell structure (left). More recently available, and typ-
ically the highest performing, tracers are single core and monodisperse (center). If the
tracers get too large (e.g. greater than 30–40 nm), then only multi-domain states are stable.

1.3.3 MPI Tracers
MPI tracers are dominated by SPIOs with magnetic cores in the range of
approximately 10 – 30 nm (Goodwill and Conolly, 2010; Rahmer et al., 2009;
Ferguson, Khandhar, and Krishnan, 2012). Fig. 1.5 depicts some of the com-
mon types of tracers encountered in MPI. They range from small and poly-
disperse to large, monodisperse, but multidomain.

In the context of superparamagnetism, the Langevin function, which
dictates achievable resolution in canonical MPI, is a statement of the energy
balance between the coherent magnetic torque imposed on the tracer by an
applied field and the effect of thermal energy to oppose coherent alignment
with the field. Superparamagnetic saturation occurs when the magnetic
torque is sufficiently stronger than thermal effects such that, on average,
the tracer is fully aligned with the applied field. Larger magnetic cores have
larger magnetic moments leading to saturation at relatively lower fields.

The Langevin theory incentivizes use of larger and larger magnetic core
sizes for improved resolution and SNR. However, several factors have re-
stricted the field to the limited range of approximately 10 – 30 nm. First,
as SPIO tracers increase beyond about 30 nm, individual nanoparticles are
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only stable in multiple domains, eventually giving rise to ferromagnetic be-
havior. Larger ferromagnetic tracers can aggregate, produce high amounts
of localized heating, and can physically move in response to the strong gra-
dient fields of MPI. The latter is particularly alarming due to the risk to the
subject’s tissues and severe imaging artifacts due to dynamic perturbation
of the tracer distribution itself. Nonetheless, MPI tracers exhibiting ferro-
magnetic (or a similar phenomenon perhaps best termed dynamic coerciv-
ity) may be of great future interest in MPI.

The second reason for the limited MPI core size range is due to magnetic
relaxation effects. As the tracer size increases, the characteristic response
time associated with all physical mechanisms of tracer relaxation increases,
eventually becoming non-negligible with respect to excitation slew rates.
When this occurs, canonical MPI systems are adversely affected, degrading
both signal intensity and achievable resolution (Tay et al., 2017). The effects
of magnetic relaxation in MPI is a very active area of research (Goodwill
et al., 2011; Croft et al., 2016; Dhavalikar et al., 2016; Deissler, Wu, and
Martens, 2014; Biederer et al., 2009; Bauer et al., 2015). On the other hand,
magnetic relaxation may also encode valuable information about a tracer’s
identity and local microenvironmental conditions. This information can be
used to provide desirable image contrast or colorized images (Rahmer et
al., 2015; Hensley et al., 2015b). The exploitation of magnetic relaxation is a
major theme of this work.

The state of MPI tracers is rapidly evolving. Currently, polydisperse
tracers such as Resovist and perimag (micromod Partikeltechnologie GmbH,
Germany) are most often employed. This is largely for legacy and avail-
ability reasons as recent development in highly monodisperse tracers, es-
pecially those around 25 nm in core size, have shown significant increases
in MPI performance (Ferguson, Khandhar, and Krishnan, 2012; Ferguson et
al., 2015). Commercial entities are beginning to supply such tracers (Lode-
Spin Labs, Washington and Imagion Biosystems, New Mexico).

While the magnetic core dictates much of the MPI behavior, the polymer
shell used to encapsulate the cores are a very important, if currently under-
explored, aspect of MPI tracers. A polymer shell is necessary to imbue the
tracer with hydrophilicity and provide stability in aqueous environments.
Furthermore, these polymer shells can be functionalized as desired for MPI
applications, e.g., antibody and other targeted binding moieties or PEGyla-
tion to increase blood circulation half-life. When non-negligible magnetic
relaxation is present, design of the polymer shell can be important for color
MPI and related methods that attempt to exploit relaxation behavior.
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We fully expect future development to produce exciting MPI tracer sys-
tems such as magnetic switches and drug delivery vehicles – the fundamen-
tal physics for such developments is clearly present. But getting there will
require work from experts in areas such as chemistry and materials science.
This thesis will focus largely on engineering systems, encoding methods,
and reconstruction regimes that exploit MPI physics and available tracer
paradigms. It is now clear that tracer design is another very important fron-
tier for advances and improvements to the state of the art of MPI.

1.4 MPI Applications
After the initial public introduction of MPI in 2005, the field busied itself
with developing and maturing hardware systems, encoding approaches,
and reconstruction methods. Eventually, as these systems matured enough,
we began exploring the important end goal: applications. MPI’s tracer na-
ture makes it appealing in a number of application domains, such as an-
giography and real-time imaging, quantitative cell tracking, lung perfusion
imaging, and cancer imaging. Next we review some of these developments
and provide sources in the literature.

1.4.1 Angiography and Perfusion Imaging
Much of the early focus of MPI was in angiography and real-time imaging.
Fast, real-time MPI is possible and MPI tracers may have important safety
advantages over the contrast agents, such as gadolinium and iodine, that
are used in other contrast agent-based angiographic methods.

Real-time MPI in 3D requires explicit navigation of fundamental trade-
offs between image acquisition speed, FOV, resolution, and SNR. For ex-
ample, the physical extents covered by sinusoidal oscillations in a given
dimension is equal to the amplitude of the excitation divided by the gra-
dient strength. For high resolution systems (e.g., 6 Tm�1), a typical 20 mT
excitation only covers about 6.5 mm. Gradient strengths can be relaxed to
improve this problem at the expense of a loss of fundamental resolution as
the sensitive FFR becomes physically larger. Nonetheless, even at high res-
olution, 2D slice (field free point, FFP) or projection images (field free line,
FFL) with a FOV in the range of 5 cm x 5 cm can be obtained at a temporal
resolution of a few images per second (Goodwill et al., 2012b).

In a seminal 2009 paper, Weizenecker et al. showed real-time (21.5 ms
per volume acquisition) imaging of a beating mouse heart (FOV: 20.4 ⇥ 12
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⇥ 16.8 mm3) using a 3D Lissajous excitation trajectory and a system matrix
reconstruction (Weizenecker et al., 2009). In this case, the temporal reso-
lution was primarily achieved by encoding an entire 3D volume in a single
Lissajous repetition. Clinically relevant concentrations of the Resovist tracer
were used. Resovist is an SPIO originally developed as an MRI T2* contrast
agent. Due to its availability and established clinical use, it has become the
de facto gold standard tracer in MPI.

Our group typically prioritizes high SNR and high native resolution,
without the use of deconvolution or related methods. Recently, we have
shown the first in vivo traumatic brain injury imaging in MPI (Orendorff et
al., 2017). We have also accumulated a number of high resolution brain per-
fusion scans and real-time 2D perfusion scans soon to be published. These
data indicate that even when using large gradients for high resolution, real-
time data acquisition is possible.

1.4.2 Cell Tracking
The first major application thrust for our group was in quantitative cell
tracking using MPI. In many ways, cell tracking is an ideal application for
MPI. Cell labeling with SPIOs is a fairly well understood process. And if we
want to track a very small number of cells in the body over time, the zero
background signal, quantitation, and high sensitivity of MPI are a perfect
match. In two recent papers, our group highlighted these capabilities with
the first in vivo MPI cell tracking studies (Zheng et al., 2015; Zheng et al.,
2016).

In the first study, the fate of neural stem cells injected into the brain was
tracked over the course of three months. This emphasized the longitudinal
and quantitative capabilities of MPI. In this work, one of the stem cell injec-
tions went awry and, although unintended, this provided a demonstration
of the utility of cell tracking with MPI as we were unambiguously able to
see the movement of part of the tracer population to the ventricle.

In the second study, mesenchymal stem cells were injected through the
tail vein and tracked. Due to size, the stem cells all immediately became
entrapped in the lungs – the first encounter of capillary level flow for tracer
introduced venously. Longitudinal scans then quantitatively tracked the
physiologic clearance process as the labeled cells were slowly cleared from
the lungs and the tracer processed through the liver. En route, high con-
trast and quantitative images of the lungs and then liver were obtained. At
the time of this work, experiments established 200 labeled stem cells as an
SNR = 1 threshold, demonstrating the high sensitivity MPI. Furthermore,
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this value is in no way fundamental, only characteristic of our device and
approach at the time. These initial application papers confirmed the capa-
bilities of MPI to provide high contrast, high sensitivity, and quantitative
cell tracking.

1.4.3 Lung Perfusion
The promising results of ‘lung imaging’ using injected stem cells directed
us to intentional lung imaging. Imaging of the lungs can be difficult with
established techniques such as MRI and ultrasound (air-tissue interface is-
sues). Traditionally, nuclear medicine ‘V/Q’ techniques have been used for
some lung imaging applications. In this approach, separate inhalation and
perfusion nuclear medicine scans are performed to assess lung function.
For perfusion scans, macro-aggregated albumin entities are tagged with a
radiotracer. Upon injection, as in the case of the labeled stem cells in our
previous study, the aggregates get stuck in the capillaries of the lung. In this
manner lung function can be assessed, e.g., gross obstructions to flow can
be detected. We hypothesized that MPI could be used in the same manner,
but with the benefits of safety and optional longitudinal scanning. Zhou et
al. were able to show just that in a recent paper from our group (Zhou et
al., 2017). Subsequently we have obtained preliminary MPI ventilation scan
data (currently unpublished) using nebulized MPI tracers, allowing us to
provide both V and Q lung images in MPI. Future work will begin to asses
MPI V/Q imaging in pathological models.

1.4.4 Cancer
One of the most important frontiers in medicine is cancer. And while we
will leverage any and every tool available in this fight, molecular imag-
ing modalities are particularly attractive. Recently, our group has shown
the first in vivo cancer imaging in MPI (Yu et al., 2016). In this work, tu-
mors induced in a rat model were imaged with high contrast after apply-
ing untargeted but long-circulating MPI tracer. In this case, the contrast
came from the enhanced permeability and retention (EPR) effect exhibited
by some lesions. This exciting study highlights a few of the reasons MPI
can be disruptive in molecular imaging applications. First, the ideal con-
trast provided by the tracer nature of the modality allowed identification
of the tumor without ambiguity, even in the presence of a substantially
more intense signal from other regions (e.g., the heart or the liver depend-
ing on the time point). Second, the availability of a long-circulating tracer
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allowed us to take many longitudinal time points and the quantitative na-
ture of MPI allowed us to quantify the tracer biodistribution over these time
points. In particular, we observed distinct early rim-filling of the tumor, fol-
lowed by wash-in of the core, and ending in eventual wash-out and clear-
ance of the tumor. Quantitative analysis of the results included interesting
multi-compartmental modeling of the biodistribution between, e.g., the tu-
mor, circulatory volume, and liver. In future work, we will be exploring
more advanced imaging methods such as active targeting, but we believe
these high contrast and quantitative results speak to the potential for MPI
to impact the cancer behemoth.

1.5 Open Challenges in MPI
The MPI field has made a lot of progress in the 12 years since the seminal
publication by Gleich and Wiezenecker (Gleich and Weizenecker, 2005). But
we are still very much a young and dynamic field. MPI 12 years from now
may look nothing like what it does today. And while we believe we have es-
tablished compelling groundwork to motivate taking this new modality to
the clinical level already, it is clear that fundamental new developments and
innovation in all directions will continue to make MPI a more attractive and
compelling modality. Here we briefly describe some of the open challenges
in MPI to give the interested reader some perspective on the current state of
the art and provide the context that motivated the work in this thesis.

1.5.1 Hardware Optimization
MPI hardware is a ripe area for development and innovation. While a few
systems worldwide have matured to a state capable of providing robust and
consistent imaging, designs are hardly unassailable. Here we describe some
of the challenging areas of hardware design in MPI:

Tx Coil and Resonant Systems Design

In MPI we need to provide high power excitation (⇡ 20 kHz and up to 30
mT) homogeneously over a large imaging FOV. Furthermore, canonical MPI
operates in continuous mode (Tx concomitant with Rx) and the tracer signal
lives in the space of harmonics of the fundamental excitation frequency. The
tracer signal is orders of magnitude lower than the excitation, and so oper-
ating in continuous Tx/Rx mode means that we typically must abandon
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the tracer signal at the fundamental frequency due to a practical inability
of separating the extremely high energy fundamental feedthrough from the
smaller tracer signal. Additionally, any higher harmonic distortion in the
excitation waveform is highly problematic. The orders of magnitude dif-
ference between Tx and Rx make distortion that may be negligible in other
applications highly problematic in MPI.

Unlike MRI, MPI is quite robust to imperfect field homogeneity (e.g., ⇡
95% typically being adequate). Instead, however, MPI is highly sensitive to
Tx tonal purity. This has motived the design of unique resonant systems
that provide high field while extremely attenuating sources of higher har-
monic distortion. Such transmit chains involve distinct impediance match-
ing, low-pass filter, and resonant stages. Since all of these stages generally
interact, and due to the sensitivity of resonant systems (e.g. to system ther-
mal fluctuations, etc.), design of these systems is challenging. Finally, it is
generally desirable to be able to transmit in multiple (e.g., orthogonal) di-
rections, possibly simultaneously. In the general case, this requires multiple
Tx coils, each with its own resonant chain, in close proximity. And although
coil designs for coils with principal axis down the bore of the device can be
designed as simple solenoids, orthogonal coils require more complex ge-
ometries such as saddle coil designs. Coupling between the coils can lead
to issues such as detuning or dynamically modulated feedthrough, further
complicating the Tx system design space.

Rx Coil and Rx Chain Design

Design of receiver systems is always incredibly important. Per our use of
continuous Tx/Rx in canonical MPI, a major feature of MPI receiver coil
systems is a gradiometric configuration. Gradiometer coil designs are com-
posed, for example, of distinct components of the coil wound in opposite
directions such that (in the limit) zero net area is presented to the homoge-
neous Tx field. The sample is placed only within one of these components.
The result is significant cancellation of Tx feedthrough while fully coupling
with the tracer signal.

An analog receive chain typically contains a notch filter at the funda-
mental excitation frequency to attenuate the strong feedthrough that is still
present even after gradiometric coil attenuation. The Rx chain will also
include various important amplification steps. Because MPI is not ‘body-
noise’ dominant yet as in current MRI systems, these analog receive chain
components generally dictate fundamental performance characteristics of
an MPI system such as Signal-to-Noise ratio (SNR). Recent work in our
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group has explored pre-amplifier designs in MPI (Zhang et al., 2015), which
is a challenging proposition due, for example, to the conflicting desire to op-
timally noise match and the need for broad band detection (a typical receive
bandwidth of⇡ 30 kHz – 1 MHz). As in the case of the Tx coils, the desire for
multichannel Tx/Rx further complicates the design and implementation of
MPI receiver systems.

Main Gradient Magnet Design

The main gradient magnets are a key feature of any MPI scanner. The
strength of the linear gradient field establishes one limit on achievable res-
olution. Establishing large gradients on the order of 6 T/m over sizable
FOVs is a challenging proposition. Some systems make full or partial use
of strong permanent magnets to provide such gradient fields. Permanent
magnets have the advantage of requiring no active power to establish the
gradient field, with the downside of always being active and providing a
static strength. Electromagnet systems, on the other hand, allow one to dy-
namically set the gradient strength or even modulate the gradient strength
within a single scan. Designing these electromagnet systems, however, re-
quires powerful and expensive amplifiers and mechanisms to dissipate heat
generated in the coil. Power limits typically dictate the strength of the gra-
dient. Recently our group has built electromagnets with iron return systems
that tighten the return path of magnetic flux in the system compared to an
air core magnet. One ramification is that we can attain the same gradient
strength with much less power or, alternatively, provide higher gradient
strengths with the same power.

As we seek to scale to clinical scanners in the future, a major question
mark is how to scale these gradient systems. While advances to MPI tracer
performance can provide much needed relief, optimal magnet design is an
important open challenge for scaling up MPI. No doubt the field will see the
evolution of innovative new magnet systems as we push forward. Perhaps
we can learn from fields such as supercollider systems designers that have
been solving similar challenges but in very different fields. And while su-
perconducting magnets may be an option, this would add significant cost,
complexity, and development time to MPI scanners. Perhaps the easiest and
most prudent path is in improved tracer design.
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Shielding, Power, and Bore Space

Assembling all of these components (and those not discussed, such as dis-
tinct shift field magnets) into a unified design is itself a major challenge. For
example, it is critical to shield the Tx and Rx subsystems from the noisy gra-
dient magnet and shift magnet systems and the saturating iron of the flux
guide. But this must be done in an efficient manner that, for example, does
not lead to dumping too much power from excitation coils into shielding
subcomponents. Furthermore, efficient use of the bore space is crucial. We
want our excitation coils to be as close to the FOV as possible for efficiency,
but especially in the context of multiple Tx and Rx coils aligned with dif-
ferent directions, we must avoid geometric coupling between the various
coils. This requires careful design and implementation of many complex
resonant systems in a small space.

1.5.2 Resolution
Of all imaging parameters of merit, resolution is probably the most lacking
in MPI. The fundamental Langevin physics, gradient strength limitations,
and empirical limits of available tracers mean that ‘native’ resolution (with-
out deconvolution) in current systems is around 1 mm. In a pre-clinical
environment, we need sub-millimeter resolution to be compelling and fully
competitive with other modalities, in terms of resolution. We know that
tracer design will be a large part of this story, as early MPI-specific tracer
design efforts have produced monodisperse tracers capable of resolution
down to 600 microns (Ferguson et al., 2015) with our systems. This is only
the tip of the iceberg, and as we will discuss, we now know there are tracer
physics and new encoding techniques that we can harness to provide large
improvements to resolution, well beyond our current capabilities.

1.5.3 Relaxation
Non-instantaneous magnetic response times of MPI tracers will be explored
extensively in this work. At a basic science level, we still lack a fundamental
understanding of tracer relaxation physics and behavior in MPI. Partly this
is due to a unique intersection of high absolute fields, high field gradients,
and tracers at the interface between multiple distinct physics. Currently,
relaxation is known to limit achievable resolution in MPI but has also been
recently leveraged to provide molecular imaging contrast. We will have
much more to say about relaxation in subsequent chapters. Although tracer
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physics is somewhat complicated and incompletely understood, the upside
is a huge potential font of rich physics to improve aspects of MPI in the
future.

1.5.4 Image Contrast
A major proposition of MPI is to be a new and exciting molecular imaging
modality. At first glance, use of a tracer that can be sensitive to local mi-
croenvironmental conditions means there should be many ways to encode
physiologic and molecular imaging information into the modality. Initial
work has provided glimpses of this, and in this work we seek to show just
how rich the tailorable image contrast story is in MPI. Our efforts will pri-
marily look at exploiting magnetic relaxation. But we note that our tracer
may be functionalized for active targeting and long circulation, may be used
in complex nanocarrier composites, and be used as a drug delivery vehicle.
As a field, we need to reach out to tracer developers and materials scientists
to help explore this hugely important part of MPI, especially as we are now
mature enough as a field to have robust scanner implementations capable
of exploring many different application areas.

1.5.5 Reconstruction Techniques
Currently, two image reconstruction paradigms dominate the field: the x-
space approach and the system matrix approach. Both of these approaches
are intuitively quite simple, and a basic implementation of each is straight-
forward. There remains, however, much room for improvement with these
approaches. For example, all canonical MPI systems to date more or less ig-
nore the possibility of temporally- and spatially-varying relaxation (system
matrix) or relaxation altogether (x-space). First and foremost, significant re-
laxation currently degrades the quality of all canonical reconstruction meth-
ods. In a typical x-space approach, we reconstruct distinct images associ-
ated with each direction of the excitation waveform (negative and positive
for the case of a constant direction excitation). Only one of these images is
ever used, throwing out 50% of our information.

Because MPI is so young, the question of improving reconstruction is
highly tied to acquisition and encoding strategies. We will show in part II
of this work how changing the encoding strategy can completely change the
story about how relaxation affects reconstruction. More generally, MPI has
a rather elegant physics: Until you specify an MPI pulse sequence (or FFR
trajectory), MPI is described by a tensor PSF. Recent work from our group
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has shown how serial scans with orthogonal excitation directions can sam-
ple different components of the base tensor PSF. The choice of receiver coil
geometry and instantaneous excitation direction collapse the tensor PSF to
a scalar PSF when scanning. We can combine data from orthogonal scans
to provide isotropic resolution (which is unattainable with just one single
direction excitation scan in typical x-space MPI). Furthermore, we can per-
form ‘equalization’ and other well-motivated postprocessing steps to im-
prove image conspicuity based on a knowlege of the tensor PSF structure.
We typically use only the most basic Cartesian scanning methods in x-space
MPI today, but we believe innovative scanning trajectories in the future can
improve imaging parameters of merit such as SNR-efficiency, physiologic
contrast, and signal locality.
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Chapter 2

Relaxation Effects in Sinusoidal
MPI

Magnetic relaxation dynamics influence current canonical MPI approaches
by limiting achievable theoretical signal intensity and resolution and pro-
viding intriguing mechanisms for encoding contrast. In this chapter we
explore relaxation in standard sinusoidal MPI primarily from an empirical
perspective. We report results from testing a wide variety of MPI tracers
across a large excitation parameter space. Subsequent analysis confirms
and quantifies existing experiences in MPI, highlights a few novel behav-
iors, and allows us to explore possibilities for improving current MPI meth-
ods. In particular, this work provides a prelude for color MPI and relaxation
imaging, discussed in detail in following chapters, which aim to exploit the
unique information encoded in relaxation behavior.

2.1 Introduction and Background
The canonical MPI signal and imaging equations are derived with the as-
sumption of instantaneously-achieved, steady-state physics (Goodwill and
Conolly, 2011; Rahmer et al., 2012; Lu et al., 2013). Concretely, this is equiv-
alent to assuming that some temporal parameter of merit that quantifies or
bounds tracer magnetic dynamics is always negligibly small compared to
the slew rates used in MPI excitation. Magnetic excitation is thus ‘slow’
with respect to magnetic relaxation. For a typical sinusoidal excitation fre-
quency of around 25 kHz, the excitation period, T , is 40 µs. For steady-state
models to accurately describe the evolution of the signal during the MPI
scan, we must have ⌧

max

⌧ 40 µs where ⌧
max

is a conservative upper bound
time constant that characterizes the magnetic dynamics of the tracer.

In practice, this ideal condition is not generally met, even considering
the most commonly used MPI tracers. Nonetheless, if the ratio of ⌧

max

:
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Neel Brownian
Multidomain
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Particle-particle
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Mechanisms of Magnetic Nanoparticle Response to an Applied Field in MPI

Internal reorientation
of single domain

Physical rotation of the
entire particle with fixed
geometry between
moment and particle/shell
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with favorable geometry relative
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dynamics and possibly
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Applied Field

Magnetic core Polymer shell Magnetic moment

FIGURE 2.1: Physical mechanisms for magnetic nanoparticles to respond to applied fields
in the context of MPI. These include Néel relaxation where a single magnetic domain in-
ternally rotates with respect to the particle shell, Brownian relaxation where the entire par-
ticle physically rotates maintaining a fixed geometry between the magnetic moment and
the shell, multidomain ferromagnetism that involves internal domain wall movement and
domain growth, and the case where particle-particle interactions affect relaxation, e.g., par-
ticles closely adjacent along a line potentiate the response to an applied field.

T is not vanishingly small but still below a less conservative limit, there
may be a modest and tolerable effect on the MPI signal and image domain
resolution. Indeed, this may be desired to encode valuable physiologic in-
formation. However, as ⌧

max

increases further, catastrophic signal loss and
image degradation will eventually occur. Magnetic relaxation is a strong
function of tracer core size, thus, while steady-state Langevin theory pre-
dicts ever improving resolution with core size, the influence of dynamic
processes mean that relaxation will become a road block at some point. In
this chapter we explore these and other effects of magnetic relaxation on
the canonical continuous wave (sinusoidal excitation) MPI process from a
phenomenological and experimental perspective.

In the remaining sections of this chapter, our objective is to quantify
magnetic relaxation and the impact of this relaxation on MPI image domain
parameters of interest such as signal intensity and resolution. We accom-
plish this by performing a large number of MPI experiments, in which we
vary excitation parameters such as amplitude and frequency, across a large
number of MPI tracer types with different properties such as magnetic core
size and polydispersity, magnetic core material, and shell properties. This
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allows us to quantify MPI relaxation over a broad parameter space and bet-
ter informs how we may best exploit MPI relaxation behavior, as explored
in subsequent chapters.

2.1.1 Origins of Magnetic Relaxation
Assessing magnetic relaxation in MPI is challenging due to significant com-
plexity in the dynamic physics of magnetic nanoparticles generally, and in
the context of MPI specifically. There are multiple distinct mechanisms a
given tracer may employ to align with an applied field, including Néel re-
laxation, Brownian relaxation, ferromagnetic relaxation, and relaxation af-
fected by particle-particle interactions as depicted in Fig. 2.1 (Neel, 1949;
Brown Jr, 1963; Raible and Engel, 2004; Spaldin, 2010). The specific quan-
titative nature of these mechanisms, as well as the dominant mechanism
observed at a given point in time, depends on a large number of factors in-
cluding properties of the tracer such as magnetic core size, shape, and shell
thickness, and external factors such as the instantaneous strength of the lo-
cal magnetic field, environmental viscosity, and temperature. The ferroflu-
ids literature has explored very similar questions and is generally a good
reference point for the interested reader (Shliomis, 2002).

Several aspects of MPI further complicate complex parametric depen-
dencies in magnetic tracer dynamics. First, all tracers used in MPI are char-
acterized by some degree of polydispersity in their properties (the canoni-
cal MPI tracer Resovist is notably polydisperse in core size (Eberbeck et al.,
2013)), although recent progress has been made in monodisperse MPI trac-
ers (Ferguson et al., 2015). Second, the strong dependence of tracer dynam-
ics on applied field strength and the strong spatial gradient fields employed
in MPI mean that the dominant physics and its character depend on the rel-
ative geometry between the MPI FFR and the tracer under consideration
at a given point in time. Our use of inductive receiver coils then spatially
integrates these spatially-varying dynamics at all times. Finally, tracer at a
given location and at a given time may be responding through a complex
combination of one or more of these relaxation phenomena.

Models employed to describe magnetic relaxation are often simplified
and ignore many of the aforementioned details, assess averaged or expecta-
tion variables, or are explicitly phenomenological (Croft et al., 2016; Dhava-
likar and Rinaldi, 2016; Shliomis, 2002; Deissler, Wu, and Martens, 2014).
Sometimes this is deemed a practical requirement, but as engineers often
leverage, even greatly simplified models may well describe observed phe-
nomena and have predictive power in certain constrained parameter spaces.
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MPI is in an early stage of development, however, and many novel meth-
ods are yet undiscovered. To fully exploit tracer physics in this context, we
must keep these complexities in mind and endeavor to bring them into our
models when and as appropriate. New tools such as our recently devel-
oped arbitrary waveform relaxometer (AWR) (Tay et al., 2016) and contin-
ual theoretical and empirical work are making this more and more possible
(Deissler, Wu, and Martens, 2014; Croft et al., 2016; Dhavalikar and Rinaldi,
2016).

2.1.2 First Order Model
The simplest model of magnetic relaxation is to ignore it and assume in-
stantaneous physics. We state this case for two reasons: (1) it is the basis for
all ‘non-zero’ relaxation models and captures the basic spatial encoding of
information in MPI and (2) it is the current basis for fully developed signal
and imaging equations in MPI.

Ignoring time-dependent relaxation, we arrive in the Langevin physics
regime. The Langevin equation is an expression of steady-state energy bal-
ance, describing how the interplay between magnetic torque and thermal
agitation leads to average magnetization behavior (of an ensemble of par-
ticles, or any number of particles observed over a ‘long’ period of time) as
a function of applied field (Neel, 1949; Brown Jr, 1963). This theory is ex-
tremely accurate for steady-state conditions:

M
ss

(t,x) = m⇢(x)L(kkH(t,x)k) · Ĥ(t,x) (2.1)

where M
ss

is the steady-state, dynamic equilibrium magnetization in [Am�1]
of an ensemble of magnetic nanoparticles distributed over space x, m is the
magnetic moment of a single particle in [Am2], ⇢ is the density of magnetic
nanoparticles in [particlesm�3], L is the Langevin equation, k in [mA�1] is a
tracer-specific parameter that characterizes the relationship between mag-
netic and thermal energies, and Ĥ is the unit vector pointing in the direction
of the applied field H in [Am�1].

Accounting for the details of non-equilibrium dynamics is non-trivial
from a first-principles perspective. An alternative approach is to develop
phenomenological equations that well approximate the real dynamics un-
der certain circumstances. One such option is the family of first-order mod-
els, as in a Debye process (Debye, 1954) or the Bloch equations (Bloch, 1946)
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of MRI. A Debye model has been described by Goodwill and Croft (Good-
will et al., 2011; Croft et al., 2016), similar to the following relation:

dM(t,x)

dt
=

M
ss

(t,x)�M(t,x)

⌧(t,x)
(2.2)

where deviation from the steady-state, ensemble magnetization M
ss

(t,x)
described by equation (2.1) is captured by a first order relation and a time
constant ⌧(t,x). In equation (2.2), we have left the possibility of a tempo-
rally and spatially varying ⌧ explicit. We can further simplify this equation
if we assume that ⌧(t,x) ⇡ ⌧

e↵

(x) is stationary in time or both time and
space (alternatively one can consider such a term to describe behavior in ag-
gregate): ⌧(t,x) ⇡ ⌧

e↵

. In this case of a single scalar time constant, equation
(2.2) would have a simple exponential solution if the steady-state magneti-
zation were also constant in time. However, in traditional x-space Magnetic
particle imaging (MPI), this term is not stationary in time as our excitation
is varying sinusoidally. In the case of such a ‘moving steady-state’, solving
for the magnetization yields a temporal convolution:

M(t,x) = M
ss

(t,x)
t⇤ ⌧�1

e↵

exp(�t/⌧
e↵

) (2.3)

where we can fit ⌧
e↵

from the data. In Section II, chapter 6, we describe
the case of spatially-dependent relaxation times in detail. There we employ
specific models of the field-dependence of various relaxation mechanisms,
which maps to a spatial dependence in MPI due to the presence of strong
gradient fields. In this chapter, however, we will focus on experimental data
and not consider more sophisticated models.

The phenomenological expression (2.3) can be useful for modeling some
effects of magnetic relaxation in MPI, but is of limited utility for uncovering
the specific physical nature of the relaxation. The simplified Debye model
states that magnetic relaxation can be described as an exponential kernel
that blurs the ideal magnetization signal over time. Due to the direct map-
ping of the time domain signal to the image domain in x-space MPI, such a
temporal blur maps directly to an image domain blur. Thus, in addition to
time delays detectable in the received time domain signal, we would expect
image domain implications such as shifts, increased FWHM values, and de-
creases in peak signal/SNR. Here, we will empirically measure and explore
these effects across a wide variety of MPI tracers.

28



Chapter 2. Relaxation Effects in Sinusoidal MPI

2.2 Materials and Methods
Numerous tracer samples were tested under a variety of conditions on our
arbitrary waveform relaxometer (AWR) (Tay et al., 2016). Just under 1500
individual experiments were run, emphasizing the high throughput and
flexibility provided by the AWR.

2.2.1 Tracer Collection and Attributes
To empirically catalog the effect of magnetic relaxation in MPI, a wide rang-
ing collection of 12 MPI-compatible tracers was tested with our AWR. The
collection included ‘traditional’ tracers such as nanomag MIP (micromod
Partikeltechnologie GmbH, Germany), University of Washington monodis-
perse tracers, and the gold standard Resovist; monodisperse tracers from
the same commercial vendor but varying in core size (18, 21.6, 23.6, 24.4, 25,
27.4, and 32.1 nm – Imagion Biosystems, Inc., Albuquerque, NM); and non-
standard tracers such as cobalt-ferrite SPIOs from the University of Florida,
elemental iron tracers from the University of California, Davis, and poly-
disperse tracers embedded in aggregated albumin from Universidade Fed-
eral de Goiás. Table 2.1 summarizes the properties of the tracers we tested.
All tested samples consisted of 40 µL of tracer at the supplied concentration
(typically in the range [5, 20] mgmL�1). This diverse set of tracers provides a
sampling of the tracer-specific factors that affect magnetic relaxation includ-
ing magnetic core size, polymer shell thickness and composition, magnetic
material, and polydispersity.

2.2.2 The AWR and Excitation Conditions
For this work, we heavily leveraged our x-space MPI AWR, pictured in Fig.
2.2(a). The AWR is the most recent addition to our family of x-space re-
laxometers. These tabletop MPI devices do not generally contain gradient
field-inducing components. Instead, they are typically constructed with an
AC excitation system, a bias field system, and a gradiometric receiver coil all
aligned with sensitivity in the same principal axis. Lacking a gradient field,
the sample is effectively collapsed to a point source, as all components of
the sample feel the same applied field at any point in time. Accordingly, we
can acquire data to reconstruct a 1D point-spread function (PSF) by apply-
ing the AC excitation while the bias field slowly ramps across a magnetic
field of view (FOV). Because we use linear gradient fields in MPI, the PSF
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Tracer Core Comments
Ferucarbotran
(Resovist)

⇡ 17 nm
(polydisperse)

De facto standard MPI tracer.

Nanomag
MIP

⇡ 21 nm
(polydisperse)

Commercially available MPI-
optimized polydisperse tracer
similar to Resovist, with notice-
ably improved resolution.

UW 25 nm
(monodisperse)

Highest performing monodis-
perse tracer in MPI.

Imagion 21.6, 23.6, 24.4,
25.0, 27.4, 32.1
(monodisperse)

Commercial monodisperse trac-
ers available with various func-
tionalized moieties such as car-
boxylic acid, oleic acid (in hy-
drophobic solvent), PEG, and
streptavidin.

UF CoFe 21 nm
(monodisperse)

Cobalt-ferrite tracers, guaran-
teed to have only Brownian
magnetic behavior (no Néel).

UC Davis Fe ⇡ 20 nm
(monodisperse)

Prepared with elemental iron
core and maintained under ni-
trogen atmosphere until testing.

MMA-SPIOs polydisperse Polydisperse SPIOs embedded
in macro-aggregated albumin.

TABLE 2.1: Summary of experimentally tested MPI tracers. The list includes canonical
tracers such as Resovist, nanomag MIP, and tracer from the University of Washington,
monodisperse tracers that sample a range of core sizes from Imagion Bioysystems, and
non-standard tracers such as cobalt-ferrite particles from the University of Florida, elemen-
tal iron core tracers from UC Davis, and macro-aggregated albumin, polydisperse tracer
from Universidade Federal de Goiás.
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reconstructed over this magnetic FOV is equivalent to a 1D imaging PSF af-
ter dividing by the appropriate gradient strength (Tay et al., 2016). One way
of seeing this is to consider the signal from the AWR when the slowly vary-
ing bias field is equal to -6 mT and 0 mT. Let us assume a scanner gradient
strength of 6 Tm�1, then the former is equivalent to an imaging scenario
in which an MPI field-free region (FFR) is shifted to �6 [mT]/6 [mTmm�1]
= 1 [mm] and 0 [mT]/6 [mTmm�1] = 0 [mm] away from a point source, along
the axis of the excitation direction. Our previous work has experimentally
verified this equivalence (Tay et al., 2016).

In contrast to the effort and time required to acquire an image of a PSF
on a scanner, it takes on the order of a second to acquire and reconstruct the
data associated with a single AWR PSF scan. Furthermore, the AWR, unlike
our previous x-space relaxometers and related MPI spectrometers (Biederer
et al., 2009), is constructed with an untuned excitation system. This allows
us to choose any arbitrary excitation frequency and amplitude we desire,
subject to our power constraints. We have built a modular software stack
around this system that allows us to exploit these properties to automate
the collection of parametrically varying scans. The result is an incredibly
fast, high throughput, and flexible system for characterizing MPI tracers.
The ability to directly measure 1D MPI PSFs in this manner is critically en-
abling for MPI tracer development and testing new signal encoding and
reconstruction strategies.

Here we demonstrate these capabilities by describing the results from
approximately 1500 individual experiments. To assess the effect of MPI ex-
citation parameters such as excitation frequency and amplitude, our collec-
tion of tracers was subjected to AWR experiments at multiple frequencies
(3, 10, 17, 25, 32, 40, 65, 85, 100, 150) kHz and multiple amplitudes (10, 20,
30) mT. Due to power limitations, permutations of the highest amplitudes
and highest frequencies were not possible, and each amplitude supported
a different number of the frequencies in the listed range. Three replicate
trials were performed per experiment to assess statistical variation in the
scanning and reconstruction process.

2.2.3 Reconstruction and Data Analysis
Standard x-space reconstruction was applied to the acquired data (Good-
will and Conolly, 2010; Tay et al., 2016) using in-house Python scripts to
reconstruct 1D point-spread functions (PSFs) for each sample. Peak signal
and FWHM resolution can be directly measured from the resulting PSFs.
As depicted in Fig. 2.2(c,d), in the standard x-space reconstruction, distinct
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FIGURE 2.2: Relaxation effect is directional with Tx direction. The delay, skew, or blur as-
sociated with finite magnetic relaxation in MPI tracers occurs in the direction of the excita-
tion. (a) Photograph of our MPI AWR. (b) Depiction of a typical 1D AWR x-space scanning
trajectory. (c) A region of the trajectory showing successive negative and positive slewing
components. The signal associated with these successive components of the excitation are
reconstructed separately yielding ‘negative’ and ‘positive’ images. (d) Experimental AWR
data showing the directional effect of relaxation on the positive and negative PSFs.

images are reconstructed from positive-slewing and negative-slewing com-
ponents of the excitation trajectory. This is done to prevent mixing of slew
direction-dependent relaxation effects. As equation (2.3) implies and exper-
imentation has borne out, relaxation leads to an asymmetric skew/blur in
the direction of the excitation. Fig. 2.2 illustrates the nature of this asym-
metric skew. Without separating data associated with different excitation
directions, the shifts and directional blurs would average when gridding
data to the image domain. The effect would be to average the two PSFs
shown in Fig. 2.2(d), yielding much worse resolution than that obtained by
simply separating the data.

In addition to PSF reconstruction, we constructed relaxation maps to
quantify magnetic relaxation in more detail. This was accomplished by
calculating the relative time delay between the signal associated with adja-
cent pairs of negative- and positive-slewing regions of the excitation trajec-
tory. We call these regions partial fields-of-view (pFOVs). Standard cross-
correlation was performed on successive pFOV pairs after time-reversing
and negating one of the pFOVs. Due to the symmetry and alternating polar-
ity of sinusoidal excitation, time-reversed and negated pFOV pairs should
be identical in the absence of relaxation or other symmetry-breaking and
delaying effects. In this manner a single time delay value can be computed
for each pair and gridded to the mean location of the trajectory (field, or
position in the case of an MPI imaging system with gradients). This value is
an average (in a nonlinear manner) value of the relaxation delays across the
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pFOV and is thus a coarse indication of time-domain lag caused by mag-
netic relaxation as a function of applied field strength. A Savitzky-Golay
filter was applied to raw relaxation maps to smooth out regions of rapid
variation, typically observed at the high field edges of some of the relax-
ation maps where the SNR is poor. Due to analysis on adjacent pFOVs,
each with a total time equal to half of the excitation period T , and the cross-
correlation method used, the technique can record a maximum time delay
value of T/4, or a maximum phase delay of ⇡/2.

The coarseness of the relaxation map is a direct function of the size of
the pFOV which is determined precisely by the amplitude of the excitation
sinusoid. Lower amplitudes provide more resolved relaxation maps. Fur-
thermore, we typically divide the calculated time delays by the excitation
period to report relaxation maps in units of phase delay. Directly reporting
time delays can be misleading if it is interpreted as a fundamental map of re-
laxation time constants vs. field strength or location, for example, because
the specific time delay is highly dependent on the excitation frequency in
these non-steady-state excitation conditions. Nonetheless, we believe that
these phase delay relaxation maps can be thought of, in some senses, as
a magnetic relaxation PSF that report the underlying field-dependence of
magnetic relaxation. Relaxation map construction and the data analysis re-
quired to produce plots of MPI data were performed with Python scripts.

2.3 Results
We first show empirical demonstration of the MPI ‘relaxation wall’ pre-
venting Langevin improvement in resolution with larger tracer core sizes.
We then provide figures summarizing the effects of magnetic relaxation on
the image domain parameters of merit FWHM resolution, peak signal, and
image shift across the spectrum of tested tracers and excitation condition.
We conclude our results with quantification and comparisons of relaxation
maps.

2.3.1 The Relaxation Wall
Fig. 2.3 shows resolution results as a function of magnetic core size, using
samples from Imagion Biosystems. These results quantify and summarize
a trend we have seen in many tracers and which we refer to as the ‘relax-
ation wall’. Smaller tracers have relatively worse resolution, as predicted
by Langevin physics. As one increases size from approximately 18–25 nm,
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FIGURE 2.3: Magnetic relaxation limits MPI resolution. The steady-state Langevin theory
teaches that increasing magnetic core size will improve MPI resolution (as well as peak
signal). Experimentally, we observe this relationship in the range of approximately 18 – 25
nm. Larger tracers have significant magnetic relaxation dynamics that induce a secondary
blur. The data shows the effect of modifying the excitation slew rate. Even a very low slew
rate (compared to canonical systems) of 30 Ts�1 (3 kHz, 10 mT) shows loss in resolution
with larger core sizes, although the effect is somewhat mitigated and delayed.
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resolution improves but then degrades again after about 25 nm. The lat-
ter effect, in conflict with Langevin predictions, is the result of secondary
relaxation blurring effects. The three curves in Fig. 2.3 were taken with
excitation slew rates of 30 T s�1, 500 T s�1, and 1200 T s�1. While overall
resolution is improved with lower slew rates generally, the same trend with
a noticeable minimum resolution at intermediate core sizes is apparent in
all three cases. The lowest 30 T s�1 case appears to also shift the minimum
point to a slightly higher core size.

2.3.2 Parametric Evaluation of Relaxation Image Domain Ef-
fects

FWHM Resolution

Fig. 2.4 shows 1D image domain FWHM resolution as a function of both
excitation frequency and amplitude for a selection of 9 of the tracers used in
this study. In the top row (Fig. 2.4(a)), well known MPI tracers are shown, in
the middle row (Fig. 2.4(b)), monodisperse tracers from Imagion Biosystems
at three different core sizes are shown, and in the bottom row (Fig. 2.4(c)),
non-standard MPI tracers are shown.

The standard MPI tracers show typical dependencies in Fig.!2.4(a): wors-
ening resolution as both frequency and amplitude increase, with a greater
relative sensitivity to amplitude in terms of the typical parametric ranges
available in canonical MPI. Minor curvature differences between the three
tracers are apparent and, as has been observed previously, the UW tracer
shows the best overall resolution, followed by Nanomag MIP, and then
Resovist. Nanomag MIP appears to show a greater sensitivity to excitation
amplitude than Resovist or UW.

The monodisperse tracers from Imagion Biosystems show behavior in
Fig. 2.4(b) quite distinct from any other tracers. This unique behavior is
characterized by an initial increase in FWHM resolution as a function of
frequency as typically observed, followed by a decrease and plateauing of
FWHM vs. frequency after an inflection point located around 5 – 20 Hz.
This pattern is observed for all core sizes and all amplitudes. As in the
case of the other tracers, FWHM resolution does worsen with increasing
amplitude, however.

The non-standard tracers M2 macro-aggregated albumin and Davis ele-
mental iron tracers also exhibit the typical relationships of generally wors-
ening resolution with increased amplitude and frequency. The M2 tracer
generally performs very well in terms of resolution, second only to UW,
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The Effect of Relaxation on FWHM Resolution for Selected Tracers
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FIGURE 2.4: MPI experimental FWHM as a function of excitation frequency and ampli-
tude for selected tracers. (a) Canonical MPI tracers (Resovist, nanomag MIP, and tracers
from the University of Washington) show mostly monotonically worsening resolution with
respect to both frequency and amplitude. (b) Three different core sizes of monodisperse
tracers from Imagion Biosystems show a unique inflection point in FWHM vs. frequency
at around 10 kHz, after which FWHM improves or plateaus with increasing frequency.
FWHM resolution does degrade monotonically with amplitude. (c) Non-standard MPI
tracers including polydisperse iron oxides macro-aggregated with albumin, a tracer with
partial elemental iron core, and monodisperse tracer from Imagion Biosystems without a
large hydrophilic shell and suspended in toluene.
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The Effect of Relaxation on Peak Signal for Selected Tracersa
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FIGURE 2.5: Relative peak signal as a function of excitation frequency and amplitude
for selected tracers. All tracers exhibited monotonic loss of peak signal with increasing
frequency but negligible, minor, or mixed relationships with amplitude. (a) Canonical
MPI tracers (Resovist, nanomag MIP, and tracers from the University of Washington). (b)
Monodisperse tracers from Imagion Biosystems generally show more loss in peak signal
as a function of frequency. Larger core tracer shows significantly more loss and at lower
frequencies than the smaller core tracers. (c) Non-standard MPI tracers (iron oxide macro-
aggregated with albumin, partial elemental iron core, monodisperse core with thin oleic
acid shell in toluene).
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The Effect of Relaxation on Image Shifts for Selected Tracers
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FIGURE 2.6: MPI image domain shifts as a function of excitation frequency and ampli-
tude for selected tracers. Similar to FWHM variation, most tracers show monotonically
larger shifts with increasing frequency and amplitude. (a) The canonical tracers (Resovist,
nanomag MIP, and tracers from the University of Washington) show similar results with
less than 3 mT shifts. (b) Monodisperse tracers from Imagion Biosystems generally show
larger shifts and inflection points at low frequencies, after which the shift decreases with
increasing frequency. (c) Two of the non-standard tracers (iron oxide macro-aggregated
with albumin and tracer with partially elemental iron core) show typical behavior while
the monodisperse tracer with only a thin oleic acid shell in toluene shows a very large
sensitivity to amplitude.
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and shows relatively small variations in resolution with respect to ampli-
tude and frequency. The Davis elemental iron tracer, like nanomag MIP,
shows a relatively strong sensitivity to excitation amplitude. Finally, the
oleic acid-only, toluene-solvated 25 nm monodisperse tracer from Imagion
Biosystems exhibits similar improving resolution with increasing frequency
as in the hydrophilic tracers of Fig. 2.4(b), although no clear inflection point
is seen, at least for the cases of 20 and 30 mT excitation. It is quite possible
that an inflection point is apparent at a lower frequency than that tested in
these experiments.

Peak Signal Intensity

Fig. 2.5 shows 1D image domain peak signal intensity as a function of both
excitation frequency and amplitude for the same selection of 9 tracers. The
data is first normalized for the excitation slew rate associated with each
data point (amplitude * f

0

) to normalize for the expected scaling due to
Faraday’s law of induction and our use of inductive receiver coils. The nor-
malized values are then normalized to the maximum signal intensity for
straightforward relative analysis of peak signal changes.

All tracers exhibit gradual loss in relative peak signal with increasing
frequencies. The effect of amplitude is relatively much smaller and has no
clear trend. Some tracers exhibit minor increases in peak signal with in-
creasing amplitude (e.g., Resovist and Nanomag MIP), others the opposite
(e.g., UW), and the monodisperse tracers from Imagion Biosystems show a
transition between these two conditions at different frequencies: At lower
frequencies, larger amplitudes are associated with lower signal while the
opposite is true at higher frequencies.

Most tracers show a reduction in Faraday-normalized peak signal in-
tensity of about 50% at 100-150 kHz from a peak at 3 kHz. The M2 macro-
aggregated albumin and Resovist tracers show the smallest overall reduc-
tions in peak signal, both remaining above 50% loss from the maximum in
the tested range. As shown in Fig. 2.5(b) monodisperse tracers from Ima-
gion Biosystems, however, generally exhibit higher signal losses and clear
core size-dependent behavior. The 27.4 nm tracer shows large drops in peak
signal intensity, below approximately 75% of the 3 kHz maximum by 25 kHz.
The 18 nm tracer shows the lowest overall loss in peak signal of the group
and the least sensitive rate of loss with increasing frequency. The 23.6 nm
tracer is intermediate, but very close to 18 nm in behavior such that a very
large change between 23.6 and 27.4 nm is apparent. This is consistent with
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greatly increased lossiness due to increasingly prominent relaxation behav-
ior as core size increases.

Image Domain Shifts

Fig. 2.6 quantifies image domain shifts as a function of excitation ampli-
tude and frequency. Magnetic relaxation induces a temporal blurring of the
ideal signal which maps to a spatial blur in the direction of excitation. This
induces asymmetric skew in the image domain, and one way of quantify-
ing this phenomena is through the apparent peak shift. Almost all tracers
show increasing shift with both increasing frequency and amplitude. The
amount of shift and sensitivity of the shift value with respect to the excita-
tion parameters, however, varies largely between tracers. The M2 macro-
aggregated albumin and Resovist tracers are associated with the smallest
shift values, similar to the case with peak signal loss see in Fig. 2.5.

As shown in Fig. 2.6(b,c), the monodisperse tracers from Imagion Biosys-
tems generally show more significant shifts than the other tracers. The 27.4
nm tracer in particular, shows a unique trend of increasing shift with fre-
quency at low frequencies followed by decreasing shift values at larger fre-
quencies, with an inflection point around 10 kHz. These unique results mir-
ror the same type of relationship observed in the FWHM relationships of
Fig. 2.4.

2.3.3 Relaxation Maps
Fig. 2.7 quantifies and explores magnetic relaxation effects in detail through
relaxation maps for two tracers: 18 and 32 nm Imagion Biosystems monodis-
perse tracers. Fig. 2.7(a,d) plot phase relaxation maps for the 18 nm and 32
nm tracers, respectively, for the three different amplitudes tested, all at a
fixed frequency of 3 kHz. In all cases, we see symmetric peaks centered
around 0 mT applied field. The 18 nm relaxation maps are significantly
lower in magnitude than the 32 nm relaxation maps, both in peak phase
delay and at all other points. Furthermore, the minimum phase delay ob-
served at the highest applied field values for the 32 nm relaxation map is
larger in magnitude than the peak phase delay in the 18 nm relaxation map.
The peak phase delay is generally higher for lower excitation amplitudes,
although this may be solely due to the increased averaging/blurring of the
relaxation maps associated with larger amplitudes due to the larger pFOVs.
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FIGURE 2.7: Quantifying time domain magnetic relaxation effects in MPI. (Top) Results
for monodisperse 18 nm tracer. (a) Phase relaxation maps – phase delay as a function of
applied field for excitation at 3 kHz and 10, 20, and 30 mT. (b) Phase relaxation maps for
excitation at 3, 5, and 10 kHz and 10 mT. (c) Peak phase lag as a function of frequency
and amplitude. (Bottom) The same results for monodisperse 32 nm tracer. Per the pFOV-
specific nature of the algorithm, increasing amplitude acts like a rectangular blur applied
to the phase map. In both cases, increasing frequency leads to increased phase lag, with
the rate of increase and total phase lag much larger for the larger 32 nm tracer. Excitation
amplitude has relatively little effect on peak phase lag.

Fig. 2.7(b,e) plot phase relaxation maps for a fixed excitation amplitude
of 10 mT and at the frequences 3, 5, and 10 kHz. As before, the 32 nm relax-
ation maps are high in magnitude across the board compared to the 18 nm
case. In both cases, increased frequency leads to significantly higher phase
delay. Furthermore, the 32 nm tracer shows larger increases in phase delay
with increases in frequency compared to the 18 nm tracer.

Fig. 2.7(c,f) plot peak phase lag as a function of frequency and ampli-
tude for both tracers. The 32 nm tracer clearly shows much more signif-
icant phase lag that rises to the ⇡/2 maximum (per our cross correlation
method) by approximately 20 kHz. The 18 nm tracer, in contrast, shows a
much gentler rate of phase lag change with excitation frequency, reaching
⇡/2 peak phase lag only near 100 kHz. These data also show how the phase
lag changes very little with excitation amplitude, in contrast to the depen-
dence on frequency.
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2.4 Discussion

2.4.1 The Relaxation Wall
The availability of highly monodisperse tracer at seven distinct core sizes
between 18 and 32 nm, all from the same supplier and subject to the same
synthesis techniques, allowed us to gather robust data demonstrating and
quantifying a ‘relaxation wall’ effect in standard MPI. This phenomenon,
whereby resolution degrades after approximately 25 nm in core size, di-
rectly contradicts the canonical Langevin theory. Furthermore, our analysis
across different excitation conditions and slew rates indicates that this phe-
nomenon cannot be easily prevented by simply manipulating two of the
chief excitation sequence design levers: amplitude and frequency. Our data
show that lower slew rates can shift the curve and generally improve resolu-
tion across the board, but the relative worsening of resolution with increas-
ing core size is observed even for an excitation slew rate of 30 T s�1 – over an
order of magnitude reduced from our typical scanner operating conditions.
Reducing the excitation slew rate in such a manner also greatly reduces
achievable SNR due to our inductive signal reception. Furthermore, reduc-
ing the excitation amplitude increases the relative amount of signal energy
at the fundamental harmonic. Because this information is lost in all canoni-
cal scanner designs, it must be recovered in the reconstruction process. Re-
ducing the amplitude is thus limited due to eventual ill-conditioning and
destabilization of MPI reconstruction algorithms.

The relaxation wall of MPI is an important topic for the field to under-
stand, as imaging resolution is arguably one of the weakest attributes of
MPI. We fully expect this relaxation wall is in no way fundamental. We be-
lieve our current exploitation of the physics of MPI tracers is in its infancy
and that future methods of signal encoding and excitation trajectories as
well as tracer design will move us beyond this current limitation. A better
understanding of tracer relaxation is crucial to these endeavors. Previous
MPI literature has often focused on the distinction between Néel and Brow-
nian relaxation mechanisms. We believe expanding this to include other
mechanisms such as ferromagnetism, and particle-particle interactions is
important. Furthermore, while theoretical models of Néel and Brownian
physics have been explored significantly in the literature, fully understand-
ing MPI dynamics will require placing and vetting these models within the
complex MPI context in which strong total applied fields and gradient fields
are rapidly varying.
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So far, it has been difficult to fully explain the raw MPI signal using
first-principles models, and understanding how the multiplicity of possi-
ble relaxation dynamics interact is a part of this. Even if we have complete
and robust models for field-dependent Néel and Brownian relaxation sep-
arately, it is unlikely that the result of tracers exhibiting both mechanisms
manifests as a simple orthogonal or parallel combination of the individual
models. Finally, the heterogeneous conditions of any individual MPI scan
and the polydispersity in tracer properties such as core and shell size fur-
ther complicate this picture.

In this context, the challenges to fully understanding magnetic relax-
ation in MPI are legion. But we find this an exhilarating part of MPI’s fu-
ture. The sheer options and complexity imply an incredibly rich and fertile
ground to fundamentally improve MPI performance and add robust molec-
ular imaging capabilities in the future. As relaxation leads to a relaxation
wall on the one hand, it provides contrast-enhancing information on the
other. Additionally, en route to exploring these dynamics to improve MPI,
we may be able to provide important contributions to the basic sciences
and nanophysics. Recent developments in the field such as highly monodis-
perse tracers and flexible tools such as the AWR that allow us to probe para-
metric dependencies in much finer detail will be crucial components of this
process as we believe robust empirical studies must be leveraged intensely
along with theoretical work to get to the bottom of MPI physics.

2.4.2 Relaxation Effects Across the Tracer Spectrum
Testing a variety of MPI tracers across a wide spectrum of excitation con-
ditions both further documented known behavior and demonstrated that
some tracers behave very differently from others.

The FWHM data show that for the most part, MPI tracers exhibit mono-
tonically worsening resolution with increasing excitation frequency and am-
plitude. And as we observed, the excitation amplitude has a stronger rel-
ative impact across the typical parametric ranges encountered in MPI. The
monodisperse tracers from Imagion Biosystems show an intriguing inflec-
tion point and reversal of this trend in terms of frequency dependence. Mul-
tiple explanations may account for this behavior, including a unique physics
for these tracers or that our x-space reconstruction implementation induces
this as an artifact. Although the x-space reconstruction method is extremely
general (the core of the algorithm is gridding from the time domain to the
image domain), the analytical results in the literature are derived assuming
no relaxation. Multiple steps in the x-space reconstruction process such as
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velocity compensation and gridding are phase sensitive. Phase lags from
relaxation lead to skews and shifts but can also lead to more severe artifacts
when phase shifts are very large. Additionally, while monotonically wors-
ening resolution with increasing excitation frequency is typical, the convex-
ity of the relationship differs across tracers.

The peak signal data show that reduced signal intensity with increasing
frequency is very conserved across all tracers tested. The rate of reduced
signal with frequency, however, varies across the tracers. The tracers from
Imagion Biosystems all show greater rates of signal reduction than other
tracers, regardless of core size. Interestingly, even the 18 nm tracer, a size
typically associated with negligible relaxation behavior, shows above aver-
age signal loss. This could be more evidence supporting the idea that these
tracers differ from more typical MPI tracers in terms of relaxation physics.
The largest core tracers show significantly greater peak signal loss, corrobo-
rating the association of larger core sizes with increased relaxation dynamic
time constants (regardless of mechanism) and therefore relatively lossier re-
sponses to MPI excitation.

Finally, the peak image domain shift data paints a very similar picture
as the FWHM data. Shifts generally increase in severity with increasing
excitation slew rate, with the Imagion Biosystems tracers uniquely showing
a very different behavior characterized by an inflection point around 10 kHz
after which the shifts plateau or decrease.

Taking all of these results together, we can make clear associations be-
tween tracers that consistently show less relaxation effects and those that
show more. For example, the UW (monodisperse) and M2 macroaggre-
gated albumin (polydisperse) tracers consistently perform the best with re-
spect to raw MPI metrics. These two tracers have the best resolution, the
smallest changes of FWHM resolution with excitation parameters, the small-
est losses in peak signal intensity with varying excitation parameters, and
the smallest image domain shifts. The Nanomag MIP and Resovist tracers,
somewhat similar in their core polydispersity and dextran coating, also per-
form well overall and quite similarly to each other. Interestingly, Nanomag
MIP performs slightly better in overall FWHM resolution, but tends to have
noticeably higher parametric variation in FWHM resolution, peak signal
intensity loss, and image domain shifts compared to Resovist. This aligns
well with what we do know of the differences between the two – Nanomag
MIP is composed of polydisperse cores with a larger average core size. This
implies Nanomag MIP should have somewhat more detectable relaxation
effects and that the improved resolution is due to the mean core size being
closer to the optimal value in terms of the relaxation wall.
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One might be tempted to expect that excitation slew rate is the operative
parameter in magnetic dynamics, predicting a symmetry in the effects of
varying excitation amplitude and frequency. However, parsing the effects,
we see that the excitation amplitude has a much stronger impact on FWHM
resolution and image domain shift but little to no effect on peak signal inten-
sity. The impact of excitation frequency is largely reversed. This difference
may speak both to the nature of magnetic relaxation and how the x-space
gridding algorithm maps relaxation effects to the image. For example, it
may be that excitation frequency determines the lossiness or energy effi-
ciency of the particle response relatively independently of the amplitude.
In contrast, the amplitude is responsible for the degree to which laggy sig-
nal is spread over the pFOV in the gridding scheme of reconstruction. For
example, larger amplitudes mean larger pFOVs and thus a relatively larger
spreading of lagging signal over space during time domain to image do-
main gridding.

In general, the amplitude and pFOV size have a relaxationship with x-
space gridding error completely distinct from the excitation frequency: The
excitation amplitude and pFOV size fundamentally limit the maximal ex-
tent of any gridding error in reconstruction. If we assume that magnetic re-
laxation dynamics are very fast with respect to the slow shifting bias or shift
fields (typically approximately 10 Hz, so this is a good assumption), then in
the limiting case of vanishingly small excitation amplitudes, relaxation blur
and shift effects must also be vanishingly small in the image domain re-
gardless of the severity of magnetic relaxation phase lag. This is because,
no matter how severe lags are, they cannot locally be gridded to physical
space larger than the extents of the pFOV. Scaling up beyond vanishingly
small amplitudes, we expect the pFOV size to still control and scale the ef-
fects of relaxation signal spread and blur in the image domain.

2.4.3 Relaxation Maps and Image Contrast
It is known that all expected magnetic relaxation phenomena, e.g., Néel,
Brownian, ferromagnetic, are strong functions of the applied magnetic field.
Furthermore, the MPI process consists of rapidly varying large magnetic
fields with strong gradients. While various models have been put forth
in the literature, the field-dependence of MPI tracer relaxation is complex
and incompletely understood, especially considering simultaneously active
mechanisms. The relaxation maps constructed in this work provide the first,
if coarse, empirical quantification of this dependence. As expected, the data
show phase lag vs. applied field relationships that are symmetric about
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a peak centered around zero field. We also see very large differences in
relaxation maps of an 18 nm core tracer and a 32 nm core tracer, with the
latter showing much more pronounced relaxation behavior, both in terms
of peak phase delay and phase delays at any applied field strength.

These relaxation maps also make clear one of the ways in which mag-
netic relaxation leads to a loss of FWHM resolution, in a process we call
‘peak suppression’. As the various theoretical models assume and these
data confirm, relaxation phase delay (and underlying relaxation time con-
stants) is increased markedly near zero field. This implies that the inability
to achieve steady-state magnetization conditions is that much more pro-
nounced under low field conditions. This relative reduction in signal due
to increased lossiness at low field should lead to artificially reduced MPI
signal at low field, precisely the location of the peak MPI signal due to the
nature of the Langevin function and the tracer’s M-H curve. The result is
for the PSF peak to be artificially reduced with respect to the rest of the PSF.
This will directly lead to relatively wider PSF with a worse FWHM value
compared to the ideal.

These relaxation maps may provide a powerful mechanism to improve
current x-space reconstruction. x-Space reconstruction is very sensitive to
incorrect phase, and it is likely that many of the untoward effects of relax-
ation can be mitigated by taking into account tracer-specific and trajectory-
localized phase information provided by relaxation maps. For example, by
simply delaying the signal of each pFOV by the locally calculated phase
delay, some of the resolution and peak signal-damaging effects during the
x-space gridding procedure may be mitigated.

Finally, relaxation maps like this may represent a great way to report
tracer identity or physiologic contrast. In a most straightforward way, con-
struction of relaxation maps as presented here, when applied to imaging
scanner data, can provide a new type of image. Such a relaxation image
is related to (gross tracer distribution) but distinct from the standard iron
mass/concentration image and would have intensity in units of phase or
time. As we have shown here, different tracers have very distinct relax-
ation maps, and a tracer with significant Brownian behavior should pro-
duce a relaxation image with contrast associated with changing physiologic
parameters such as viscosity, pH, or binding state. Distinct relaxation im-
ages or some combination of current iron mass/concentration images and
relaxation images could provide powerful new ‘colorized’ molecular imag-
ing applications for MPI. We will look at color MPI in the next chapter and
revisit relaxation maps/imaging in detail in Section II.
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2.5 Conclusions
We have empirically documented the relaxation-induced behavior of MPI
tracers over a large parametric space, including magnetic material, core size,
polydispersity, excitation amplitude, and excitation frequency. The anal-
ysis of approximately 1500 experiments over such a broad space is a tes-
tament to the flexibility of our recently developed untuned AWR device.
These results reinforce a number of previously observed phenomena and
provide detailed and specific quantification of these phenomena that was
previously unavailable. We have also documented some surprising results
for some tracers, such as the FWHM vs. frequency relationship of the Ima-
gion Biosystems tracers. We were able to rigorously document and quantify
the ‘relaxation wall’ phenomenon in which magnetic relaxation prevents re-
alization of the Langevin promise of increasing resolution with increasing
magnetic core size beyond approximately 25 nm. We also show a quan-
tification of magnetic relaxation time delays and phase lag as a function of
applied field by constructing relaxation maps.

The richness of the dataset and analytical methods allowed us to hypoth-
esize and describe aspects of MPI relaxation effects such as how markedly
more significant relaxation phase lag at low field leads to PSF ‘peak suppres-
sion’ and reduced resolution. The relaxation maps we have described ap-
pear to have great future utility: The scan-specific and localized relaxation
information provided by relaxation maps may be used to greatly improve x-
space reconstruction for MPI tracers with significant relaxation. Moreover,
we believe these relaxation maps could be the tip of the iceberg for new
molecular imaging contrast in MPI. Whether by directly providing new ‘re-
laxation images’ or informing new algorithms, it is clear that we can take
advantage of magnetic relaxation in ‘color’ MPI applications where infor-
mation about tracer identity and physiologic conditions can be extracted
and reported in an imaging format.

In future work, we will continue to characterize and test the growing
family of MPI tracers and build a robust database of empirical quantifica-
tion of MPI relaxation behavior. A major thrust should be unifying these
empiricial results with theoretical models. This will likely involve both us-
ing and vetting existing models as well as development of new or modified
models. Finally, we will be actively exploring how these results can in-
form improved reconstruction techniques and new molecular imaging ap-
proaches.
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x-Space Color MPI

Non-negligible magnetic relaxation generally degrades signal intensity and
resolution in standard MPI systems. However, magnetic relaxation can
also report information such as local microenvironmental conditions, tracer
identity, or tracer binding state. Here we explore the use of MPI magnetic
relaxation to provide multi-color images in MPI. We describe an encoding
and reconstruction scheme to accomplish this task, show proof-of-concept
results and quantification imaging a test apparatus, and finally show the
first in vivo application of color MPI.

3.1 Introduction and Background
As described in previous chapters, non-negligible magnetic relaxation gen-
erally degrades signal intensity and resolution in standard MPI systems.
However, there is another very important side to the story. Magnetic re-
laxation may also encode useful imaging contrast that can be exploited and
revealed through new acquisition and reconstruction strategies.

Consider the case of a relatively large MPI tracer, e.g., a sample con-
sisting of monodisperse 30 nm particles, whose relaxation is dominated by
the Brownian mechanism. This tracer must physically rotate to align with
applied excitation fields. The physical rotation is driven by the magnetic
torque imposed by the applied field but is also affected by local microenvi-
ronmental factors such as viscosity, pH, and binding states. Differing mi-
croenvironmental conditions at different locations, different states of the
tracer at different locations (e.g., bound to some biological target), or dif-
ferent tracer identities will lead to different magnetic relaxation behavior.
Thus, the magnetic relaxation dynamics may encode the state of various
physiologic variables of interest.

The ability to distinguish tracer state and report this information in a
multi-color imaging format (color MPI) has recently been explored in the
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literature (Rahmer et al., 2015; Hensley et al., 2015b; Stehning, Gleich, and
Rahmer, 2016). Here, we describe our approach to color MPI. We focus on
use of two different MPI tracers with different magnetic relaxation charac-
teristics and assess an approach to recognize and disambiguate signal origi-
nating from one or the other. Ideally, this allows us to quantitatively unmix
and quantify populations of these two tracers, even when co-localized in
space, and report the results as multi-color images. We describe an encoding
and reconstruction scheme to accomplish this task, show that our method is
capable of disambiguating co-localized tracer species in an imaging format
with a test vial apparatus, and finally show the first in vivo application of
color MPI.

3.1.1 Magnetic Relaxation in MPI
As we explored in the previous chapter, Langevin theory only describes
steady-state conditions and says nothing about the dynamics of how tracer
populations evolve toward a new steady-state magnetization in response to
a change in applied field. The latter is the domain of magnetic relaxation.
Models that include relaxation will be indistinguishable from models that
assume instantaneous achievement of Langevin steady-state when the MPI
excitation slew rates are much faster than the time constants associated with
the dynamic response. As these time constants approach the same order of
magnitude as the excitation components and beyond, however, we must in-
clude specific dynamic models to correctly understand how the MPI signal
will evolve. We begin by recapitulating the relationship between FFR trajec-
tory and applied field in the canonical x-space approach to MPI (Goodwill
and Conolly, 2011):

H(t,x) = H
s

(t) +G · x (3.1)

x
s

(t) = G�1 ·H
s

(t) (3.2)

where H(t,x) is the total applied field in space over time in [Am�1], H
s

(t) =
[H

x

(t) H
y

(t) H
z

(t)]> is the spatially homogeneous but time varying excita-
tion field, G 2 R3⇥3, trace(G) = 0 is the 3D linear gradient field ([Am�2])
employed during the MPI scan, and x

s

(t) is the instantaneous location of
the FFR center.
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The steady-state magnetization can be expressed with the fundamental
spatial encoding mechanism in MPI, the Langevin function:

M
ss

(t,x) = m⇢(x)L(kkH(t,x)k) · Ĥ(t,x) (3.3)

where m in [Am2] is the magnetic moment of the tracer, ⇢(x) is the tracer
density over space in [particlesm�3], L is the Langevin function, and M

ss

(t,x)
is the steady-state magnetization with magnitude in [Am�1].

As described in Chapter 2, we can phenomenologically describe mag-
netic relaxation in MPI as a Debye-like relationship, yielding:

M(t,x) = M
ss

(t,x)
t⇤ 1

⌧
e↵

(t,x)
e�t/⌧e↵(t,x) (3.4)

where M(t,x) is the total magnetization in the imaging FOV over time and
space and ⌧

e↵

(t,x) is the ‘effective’ relaxation time constant of the tracer
which in the general case also varies with time and position.

3.1.2 Image Domain Effects of Relaxation
In our x-space approach to MPI data acquisition and reconstruction, we sim-
ply grid the voltage signal on our inductive receiver coil(s) to the known
instantaneous location of the FFR as described by equation (3.2) (Goodwill
and Conolly, 2011; Lu et al., 2013). Thus, there is a direct linear mapping
between time and space in these equations. This implies that if magnetic re-
laxation is described as a temporal convolution with an exponential kernel
as in equation (3.4), then this low-pass filter effect will also translate to the
gridded image domain. We would expect a temporal filter to lead to image
domain skewing, blurring, and translation.

To develop a simplified model for the impact of temporal relaxation in
the final output image domain, we follow (Croft et al., 2016) but stay in full
3D space. First we assume that ⌧

e↵

(t,x) = ⌧
e↵

(v(t)) where we assert that
the effective relaxation time constant depends only on the magnitude of the
instantaneous excitation velocity v(t) = ||ẋ

s

(t)||. We also assume the ability
to obtain the portion of the signal collinear to any arbitrary excitation direc-
tion (Goodwill and Conolly, 2011) (e.g., via projection from the combined
signal of receiver coils aligned with all three principal axes). This allows us
to express the following relationship for our estimated tracer density as a
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FIGURE 3.1: MPI relaxation effects in the image domain. (a) Relaxation can be phenomeno-
logically modeled as a convolution of the ideal image with an exponential kernel in the di-
rection of excitation. (b) For Brownian relaxation-dominant cobalt-ferrite SPIOs, increasing
viscosity leads to increased relaxation effects. (c) Magnetic relaxation is a strong function
of magnetic core size. (d) Image domain parameters that characterize relaxation include
peak offset or translation, changes in peak intensity, and broadening of the PSF. (e) Sepa-
rately reconstructed positive- and negative-slewing images make clear the scan direction
dependence of relaxation effects.

function of the FFR trajectory:

⇢̂(v(t),x
s

(t)) ⇡ ⇢
˙L(x)

ˆ

˙

xs(t)⇤ 1

v(t)⌧
e↵

(v(t))
exp

✓
�x

v(t)⌧
e↵

(v(t))

◆
u(x)

����
x=xs(t)

(3.5)

where ⇢̂(v(t),x
s

(t)) describes our reconstructed image including relaxation
effects which therefore depends on the nature of the excitation trajectory
specified by the excitation velocity waveform v(t) and FFR spatial trajectory
(characterized by positional trajectory x

s

(t) and instantaneous excitation di-
rection ˆ̇x

s

(t). ⇢
˙L(x) is the ideal steady-state reconstructed image, blurred by

the Langevin function but without any relaxation effects and u(x) is the
Heaviside step function. Equation (3.5) states that an arbitrary MPI acquisi-
tion trajectory will sample an image that results from a 1D spatial convolu-
tion, in the direction of the instantaneous excitation direction, between the
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steady-state Langevin-blurred MPI image and a spatial Debye relaxation
kernel.

As is typically the case in our systems, we now further assume excita-
tion in a single, constant direction during a scan and reconstruction using
a receiver coil collinear with this excitation direction. As in (Croft et al.,
2016), we also approximate the excitation velocity in a given n-th scan as a
constant: v

n

= A
n

f
0

/G. A
n

is the excitation amplitude of the n-th scan in
[T], f

0

is the fixed excitation frequency in [Hz], and G is the linear gradient
strength in the excitation direction in [Tm�1]. This allows us to express our
estimated image as a function only of the tracer density over space and the
excitation amplitude of a given scan:

⇢̂(A
n

,x) ⇡ ⇢
˙L(x)

ˆ

˙

xn⇤ G
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f
0

⌧
n

exp
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f
0

⌧
n

◆
(3.6)

where ⌧
n

is the exponential constant for the n-th excitation scan as deter-
mined by the amplitude A

n

and ˆ̇x
n

is a unit vector pointing in the constant
excitation direction of the n-th scan. We have thus expressed the impact of
our time domain relaxation blur in the image domain.

Inspecting equation (3.6), we see that our model predicts that our images
will be blurred in the excitation direction in an amplitude-dependent man-
ner. By varying the excitation amplitude, both the intensity of the image
and the severity of the blur/skew/translation effects should change.

As illustrated in Fig. 3.1, reconstructed images from our x-space scanners
and AWR indicate that this model well captures the image domain behavior
when magnetic relaxation is present. In addition to a reduction in the signal
intensity, there is specific structure to the blurring effect – asymmetric skew
and translation in the direction of the excitation. Because these translation
and signal intensity effects are a function of the excitation amplitude, this
implies that we can modulate and control the effect of magnetic relaxation
by modifying the amplitude. This relationship has been studied and exper-
imentally quantified by Goodwill, Croft, and others (Goodwill et al., 2011;
Croft et al., 2016).

While perhaps capturing salient image domain behavior, equation 3.6
highly simplifies the process of relaxation. In reality, relaxation for tracer at
any point and at any time depends strongly on the magnitude of the applied
field at that location, which varies sharply in space due to the presence of
gradient fields. Moreover, our inductive reception integrates over the spa-
tially varying relaxation. In a multidimensional context, significant signal
from vector rotation of saturated tracer leads to somewhat long hazy tails in
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FIGURE 3.2: x-Space color MPI algorithm. Raw data from scans using different excitation
amplitudes are reconstructed individually using standard x-space methods. The resulting
series of images may undergo color pre-processing steps including application of an MPI
equalization filter and shift correction. The pixel-wise color algorithm is then applied.

the multidimensional PSF. The relaxation associated with this long tail com-
ponent will differ, perhaps significantly, from the tracer signal near the FFR
center due to the strong dependence on applied field. Additionally, our x-
space reconstruction algorithms do not account for tracer phase lag, which
affect velocity compensation and gridding steps, leading to artifacts rela-
tive to the ideal. However, this expression is useful in capturing the general
effects of non-negligible relaxation and explains the approach to relaxation
encoding in our method of color MPI.

In the remainder of this chapter, we focus on how we may leverage these
changes to produce colorized images.

3.2 Materials and Methods
We have developed an encoding and reconstruction method for x-space
color MPI, described at a high level in Fig. 3.2. Experimentally, we tested
the ability of this approach to disambiguate two tracers distributed in the
imaging FOV: chemicell (chemicell GmbH, Germany) and nanoMag MIP
(micromod Partikeltechnologie GmbH, Germany). We tested the method
first on 2D image slices of test vials with known amounts of each tracer ei-
ther physically separated from each other or co-located as a mixture. We
then tested the ability to use this algorithm for 3D in vivo color MPI in a rat.
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3.2.1 x-Space Color MPI Encoding
All imaging was performed with our in house [3.5 x 3.5 x 7] Tm�1 FFP scan-
ner (Goodwill et al., 2012a). To encode magnetic relaxation information, we
sequentially scanned the object under study multiple times, each using a
different excitation amplitude (typically, 3 – 5 distinct scans with ampli-
tude in the range of 10–20 mT). According to equation (3.6), the different
excitation slew rate used in each scan should elicit different relaxation ef-
fects. Furthermore, we assume that the relaxation effects will be different
for each of the tracer types present in the image. This is shown experimen-
tally in Fig. 3.3(b,c). The 1D PSFs, obtained using an x-space relaxometer
(Croft et al., 2016), show different behaviors for two tracers when the exci-
tation amplitude is changed. In particular, a smaller 22 nm core tracer (Ima-
gion Biosystems, Inc., NM USA) exhibits little to no detectable scaling with
excitation amplitude after accounting for the expected linear scaling from
changing slew rates per Faraday’s Law. In contrast, a larger 27 nm tracer
from the same manufacturer shows significant relaxation-induced changes
and asymmetries.

Curiously, and in a very repeatable fashion, the higher excitations in-
duce a larger signal, after Faraday normalization, than smaller excitations.
Our simplified equation (3.6) predicts the opposite behavior. Aside from
the many simplifications used in generating equation (3.6), the effects of
increased relaxation delays on the x-space algorithm itself may lead to this
discrepancy. We will consider this more in our discussion section. Nonethe-
less, we do observe strong amplitude-dependent changes in image domain
intensity.

3.2.2 x-Space Color MPI Reconstruction Algorithm
The color MPI algorithm is applied to the set of images after x-space recon-
struction is applied to the raw data (Lu et al., 2013) as indicated in Fig. 3.2.
Additionally, combining orthogonal direction excitation scans and an MPI
equalization algorithm can provide x-space images with isotropic resolu-
tion and reduced haze (Lu et al., 2015). The background haze and compo-
nent of the MPI PSF that is attenuated using this and similar equalization
filters comes from tracer that is relatively far from the FFR. Being far from
the FFR, this signal originates from tracer in the presence of relatively high
field. Even tracer with significant apparent relaxation at the low fields asso-
ciated with the FFR center will typically have negligible or weakly apparent
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FIGURE 3.3: Signal encoding and reconstruction in x-space color MPI. (a) Standard x-
space acquisitions with different excitation amplitudes are taken sequentially. (b) A small
22 nm core tracer shows no detectable relaxation-induced changes with amplitude while
(c) a larger 27 nm core tracer shows considerable changes. (d) Depiction of the process
of converting a stack of M x-space color MPI acquisitions to a colorized image with N

colors. (e) The colorizing algorithm solves a convex nonlinear least squares optimization
problem per image domain pixel/voxel. (c) The forward model matrix A describes how
various tracers map to different Tx amplitude images. The n-th column of A describe the
(relaxation) behavior of the n-th tracer over the excitation amplitude space.

relaxation in such a context due to the strong dependence all magnetic relax-
ation mechanisms have on the applied field strength. From the perspective
of the color algorithm, in this scenario, the distinguishing relaxation of the
tracers may be erased. We expect that application of an equalization filter
will improve the accuracy of the color MPI algorithm.

We can develop our relaxation encoding into an N -compartment model
reconstruction. In particular, the excitation amplitude encoding admits an
image-domain forward model that may be solved by standard inverse prob-
lem techniques as depicted in Fig. 3.3(d–f). The algorithm compares the
same pixel location across different excitation images and is thus sensitive
to any relative shifts that may occur during reconstruction. Therefore, a
simple shift correction, using the known location of reference point sources,
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may be employed to rectify any minor shifts that arise in reconstruction.
The following color algorithm is applied in a pixel/voxel-wise manner:

min
x

||Ax� y||
2

(3.7)

subject to x ⌫ 0

where x 2 RN contains the image intensity associated with each of the N
tracers under consideration, y 2 RM contains the image intensity from each
of the M input images (each acquired with a distinct excitation amplitude),
and A 2 RM⇥N is the forward model mapping tracer behavior across the
excitation amplitude space. The columns of A contain the expected (peak-
normalized) change in pixel intensity as a function of excitation amplitude
for a given tracer type and after normalizing for the expected linear change
in signal due to inductive signal reception. An MPI tracer that exhibits neg-
ligible relaxation would lead to a column of unity values. The matrix of
Fig. 3.3(f) is taken from experimental data; the left column corresponds
to the chemicell tracer which shows negligible relaxation effects while the
right column corresponds to the nanoMag MIP tracer which shows clear
relaxation-induced changes. Considering (3.6), this implies that the effective
observed time constant decreases with increasing amplitude for this tracer
and using this specific implementation of x-space reconstruction methods.

The only a priori information injected into the inverse problem is a non-
negativity constraint imposed on x, which is well-motivated because neg-
ative mass or concentration of a tracer is not physically possible. We note
that there are no other imposed constraints, tradeoff terms, or regulariza-
tion parameters in the cost function of this convex optimization problem.
One consequence of this fact is that this pixel-wise algorithm, applied to
each voxel in a tomographic dataset is equivalent to solving a single global
optimization problem with the same form as equation (3.7), but with the A
matrix used to construct a much larger block diagonal forward operator and
the x and y vectors accordingly concatenated to form much larger vectors.

Since we are combining a measurement of relaxation (amplitude changes)
with an N -compartment model, we do require specification of our forward
model matrix A. Typically, we can do this using fiducials placed in the
image FOV during a scan, in which we isolate the amplitude effects for
each tracer. We note, however, that this is only required to fit to the N -
compartment model, which provides explicit quantitative reporting of each
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compartment (e.g., each tracer). We can also directly report ‘relaxation im-
ages’ by gridding the amplitude variance for each pixel. This could be com-
bined with a standard MPI image via overlay, for example. Such an ap-
proach is ‘calibration-free’, but we will focus on the explicit N -compartment
model that requires calibrating the simple forward model A in this chapter.

3.2.3 Initial Experiments
For initial testing of the color MPI algorithm, we used a test apparatus con-
sisting of Eppendorf tubes arranged along a line as shown in Fig. 3.4(a).
Each Eppendorf tube was filled with 50 µL of tracer at 25 mgmL�1. The vial
on one end contained only the nanomag tracer, the central vial contained
only the chemicell tracer, and the vial on the other end contained a 50/50
mixture of chemicell and nanomag by volume. The vials were then serially
scanned using 10, 20, and 30 mT excitation (4 x 4 x 8.5 cm FOV, approxi-
mately 10 min per scan). Each scan was reconstructed using our standard
x-space MPI technique followed by application of a high pass equalization
filter (Lu et al., 2015) The color algorithm was then applied to the set of
scans to produce tracer-specific images that can be superposed using col-
orized contrast. The maximum intensity pixel in each of the single tracer-
only regions was used to construct the forward model matrix A.

3.2.4 In-vivo Experiments
A 0.2 kg female Fisher rat was injected with 0.229 mg of Chemicell SPIOs
via tail vein injection. This was followed by an injection of 875,000 (0.08 mg
Fe) macroaggregated albumin SPIO (MAA-SPIO) conjugates as described
in Zhou et al. (Zhou et al., 2016) using the nanomag MPI tracer. The phys-
ically large MAA-SPIOs injected in this manner will immediately get steri-
cally stuck in the lungs, the first place where they encounter capillary level
blood flow, followed by slow degradation and transport to the liver over
the course of hours. Two reference markers (2 µL each) corresponding to the
two tracers (chemicell at 4.16 mgmL�1 and MAA-nanomag at 0.67 mgmL�1)
were placed in the FOV above the chest. The rat was then serially scanned
at four excitation amplitudes of 10, 15, 17.5, and 20 mT (4 x 3.75 x 10 cm
FOV, approximately 10 min per scan, with respiratory gating). X-ray imag-
ing was performed with a Kubtec Xpert 40. Each scan was reconstructed
using our standard x-space MPI techniques. The colorizing algorithm was
then applied to the set of scans to produce distinct 3D data sets for each
tracer, allowing for creation of colorized images. The two reference markers
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FIGURE 3.4: Color MPI results with test vial apparatus. (a) Multi-amplitude acquisition
for color MPI encoding was performed at 10, 20, and 30 mT on a series of Eppendorf tube
samples. 50 µL samples (25 mgmL

�1) of chemicell only, nanomag only, and a 50/50 mix-
ture by volume were placed in Eppendorf tubes and aligned in the imaging bore. A single
standard MPI (20 mT acquisition) image and the constructed color MPI image are shown.
(b) A view of the chemicell and nanomag distinct tracer images and quantification of the
results. The color algorithm is generally successful in disambiguating the two tracers, even
when co-localized, except for visually apparent error in classifying all low intensity back-
ground MPI haze and peripheral signal as chemicell (even in the nanomag-only ROI).

were used to construct the forward model matrix A. These animal proce-
dures were conducted in accordance with the National Research Council
Guide for the Care and Use of Laboratory Animals and approved by the
UC Berkeley Animal Care and Use Committee.

3.3 Results
We first report proof-of-concept x-space color MPI using the Eppendorf tube
apparatus along with quantitative analysis of the results. We then report the
first in vivo MPI applied to a tomographic rat dataset.

3.3.1 Test Vial Imaging and Quantification
Fig. 3.4 shows imaging results with some quantitative analysis of the color
algorithm using our test vial setup. In Fig. 3.4(a), the Eppendorf tubes are
visually colorized as expected: The nanomag-only and chemicell-only vials
show up mostly as their respective colors, with the mixture vial showing up
colored by both. However, there is a noticeable degree of chemicell color in
the periphery of the nanomag-only vial.

59



Chapter 3. x-Space Color MPI

In Fig. 3.4(b), each tracer image is shown separately along with region
of interest (ROI) quantitative analysis. The individual tracer images show
more clearly how the nanomag-only vial does show up to a non-trivial de-
gree in the chemicell image. Visually, an outer halo is classified as chemicell.

A small ROI, smaller than the total signal area for a given Eppendorf
tube but which captures the high intensity core, as well as a larger ROI fully
encompassing each vial signal area were assessed. The quantitative analy-
sis of the small ROI matches well with what is expected. In terms of inte-
grated signal, 97% of the total signal associated with the chemicell-only vial
ROI is labeled chemicell (i.e., shows up only in the chemicell image), 95% of
the signal associated with the nanomag-only vial ROI is labeled nanomag,
and the 50/50 mixture vial is split 47% chemicell and 53% nanomag. How-
ever, when we analyze the larger fully-encompassing ROIs, the bias toward
chemicell in terms of the low intensity haze and background that we see
upon qualitative inspection is clear. While 99% of the chemicell-only vial
ROI signal is labeled chemicell, only 58% of the nanomag vial ROI signal is
labeled nanomag. Furthermore, 73% of the total signal of the mixture vial
was assigned to chemicell while only 27% was assigned to nanomag.

In terms of the fully encompassing ROIs, which include the long tails
and haze in MPI, these numbers indicate that the color algorithm misclas-
sifies roughly 50% of the nanomag tracer as chemicell. The smaller ROI
results, however, which align much better with our expectations, indicate
that the misclassification is almost exclusively confined to the outer haze
and periphery.

3.3.2 In-vivo Results
Figure 3.5 shows the first in vivo application of color MPI. On the left of Fig.
3.5(a), a standard MPI image from a 20 mT excitation scan is overlaid on
an x-ray projection of the animal and indicates a large signal mass in the
abdomen with no clear distinction between the lung and liver. As shown in
the right of Fig. 3.5(a), the color algorithm parses the MAA-nanomag tracer
predominately in the lungs from the chemicell tracer in the liver. Because
we use an explicit compartmental model and the standard MPI signal is
linear with mass or concentration, we can report this information quantita-
tively in terms of the mass of iron tracer per voxel in [µgmm�3]. Finally, we
can visualize the combined colorized image in the right of Fig. 3.5(a) where
we have overlaid the color image on the X-ray projection of the rat. The
anatomical location and identification of the lungs and liver is clear with
the color contrast.
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FIGURE 3.5: First In vivo color MPI results. (a) A standard MPI scan following IV injection
of the Chemicell MPI tracer and MAA-SPIOs (constructed with the nanomag tracer). Our
color algorithm quantitatively unmixes the MAA-SPIOs (trapped in the lungs) from the
Chemicell tracer (cleared straight to the liver). We can use the results to generate a colorized
image that clearly distinguishes the two tracer populations and organs, which is not the
case in the standard MPI scan. (b) The entire 3D tomographic data set was colorized. (b-e)
Here we show select colorized slices in the xz and yz planes where the smaller MAA-SPIO
tagged lung is further distinguished from the Chemicell-tagged liver.
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Figure 3.5(b) illustrates the tomographic nature of the color algorithm.
On the left, an image is shown after rotating the tomographic dataset and
then taking a projection at the new angle. The coordinate system and bound-
ing box indicate the relative positions of three slices shown in Fig. 3.5(c–e).
(c) In the first xz plane slice, we can see the lungs and the liver as before.
(d) In a second xz slice plane, the lungs are no longer in the plane, but the
larger liver still is. We can also see the presence of the reference markers
(point sources of the two tracers) used to construct the color algorithm’s
forward model. (e) Finally in a yz slice plane we can see the lung and liver
relative geometry from a different vantage point. The nanomag reference
marker also shows up in this slice.

3.4 Discussion

3.4.1 Accuracy of the Color MPI Algorithm
In this chapter we have demonstrated our x-space color MPI algorithm. The
test vial results and associated quantitative analysis indicate that the algo-
rithm is not perfect in unmixing tracer. In particular, we noticed a bias for
the chemicell tracer (little to no relaxation changes) in terms of the low in-
tensity peripheral regions of signal. We believe this is easily understood
in the context of the field dependence of magnetic relaxation in MPI. Pe-
ripheral signal originates from a high field context that erases the relaxation
distinction between the two tracers that we use to fit the two compartment
model. In particular, in a lower field context, our nanomag tracer exhibits
detectable relaxation while chemicell exhibits none. In the high field con-
text, however, even nanomag appears to have little to no relaxation and thus
is classified as chemicell by the algorithm.

Our algorithm is based on a gross or averaged difference between tracer
relaxation behavior in the image domain. The reality of relaxation as dis-
cussed in 3.1.1 is more nuanced. Ultimately, the final intensity of image
domain pixels superposes contributions from all non-zero signal sources
when the FFR is located in the given pixel region. These contributions have
spatially varying relaxation governed by their position relative to the FFR.
Another curiosity is that the nanomag tracer, with noticeable relaxationd-
dependent behavior, shows a higher peak signal (after Faraday normaliza-
tion) for higher excitation amplitudes. Our simplified model (3.6) predicts
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the opposite. On the other hand, if we consider that the largest signal con-
tributions occur when the mean location of the FFR (i.e., from the slowly-
varying shift coils) is coincident with a region of signal, the larger ampli-
tudes lead to a much larger excursion of the FFR with each RF ocsillation
(pFOV). This means that the signal associated with the mean location will
spend more time exposed to much higher field strengths in the oscillation.
In this scenario, a larger amplitude could lead to a greater mean change
in magnetization per unit time due to the very strong field-dependence of
magnetic relaxation. In Chapter 5 and 6, we will explore field-dependent
relaxation in much more detail and observe a related ‘peak depression’ phe-
nomenon.

Considering the MPI PSF (Goodwill and Conolly, 2011), the most pe-
ripheral components of the MPI signal come from tracer that is either in a
location of higher fields, but not completely saturated, or is fully saturated
and generating a small signal by coordinated vector rotation following the
local field lines. These physics give rise to the unique tensor nature and
asymmetries of the MPI PSF, a dependence of the PSF on the excitation tra-
jectory, and lead to characteristic “long tails” (Goodwill and Conolly, 2011).
Use of orthogonal excitation scans and a rigorously developed equalization
filter such as that described in (Lu et al., 2015) should help mitigate the pres-
ence of the long peripheral tails. This is both desirable generally and should
help mitigate the classification error of the color MPI algorithm described
herein that is due to a loss of contrast between the relaxation behavior of
the tracers in a high field context. Future experimental work should rig-
orously quantify the performance of the colorizing algorithm over a large
number of known test conditions and phantom designs (e.g., geometry and
concentration) and with and without the use of equalization filters.

3.4.2 First In Vivo Results
The in vivo results shown here are the first such results using color MPI algo-
rithms. Qualitatively, the algorithm is clearly able to distinguish the lungs
from the liver, whereby each is marked with a different tracer and in which
there is significant overlap in the signal. We believe this is a powerful result
that proves the concept of color MPI in the all important in vivo context. In
addition to the in vivo aspect, we showed that our x-space color MPI can
be used to generate tomographic colorized data sets that can be analyzed as
desired. We also showed that the color MPI algorithm reports distinct tracer
images that are quantitative, although we did not independently verify the
accuracy of this in vivo quantitation.
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Per the test vial analysis, it is likely that the quantitation of the distinct
tracer images is affected by a bias toward the chemicell (liver) tracer, espe-
cially in peripheral signal regions. Again, we expect orthogonal excitation
and application of an equalization filter to help mitigate this possibility. Fol-
low up in vivo work should establish the repeatability and performance of
the algorithm generally and in various different model contexts specifically.

3.4.3 Conditioning of the Algorithm
The forward model operator A employed in this work, as described in equa-
tion (3.7) has a condition number typically in the range of approximately
5–15. For example, the operator A used in the in vivo results has a condi-
tion number of 8.7. The variation occurs because, typically, the matrix A is
automatically calculated for a given dataset from reference markers, with
known concentrations of tracer in the relaxation states to be unmixed. It
is possible, however, to pre-calibrate this matrix and apply it to an imag-
ing dataset without the need for such reference markers. In all cases one is
constructing or calibrating the forward matrix, care should be taken to en-
sure conditions of the calibration match those in the final imaging context
as much as possible.

The relatively low condition numbers in our data mean that we were
able to solve the straightforward inverse model without requiring use of
regularization or injection of significant a priori knowledge. The only a pri-
ori knowledge built into the problem is a non-negativity constraint, which
is very well motivated because the output image intensity, corresponding to
tracer concentration, cannot physically be negative. We believe that not re-
quiring regularization or other ‘twiddle’ parameters is highly desired, lead-
ing to an algorithm with more straighforward properties and that does not
broadly inject nonlinearities whose impact across the input space is difficult
to understand. We note that the structure of this problem generally dis-
allows a forward operator with the ideal condition number of 1. Because
standard MPI image intensities in a region of high signal are always pos-
itive and non-zero, the columns of A will always have entries that are all
positive and non-zero. Therefore, no two columns can be orthogonal. If,
however, an MPI tracer “switch” is developed whereby signal is zero for
one or more of the color encoding scans, orthogonality is possible.
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3.4.4 Future Directions
Future x-space color MPI work should focus on validating the algorithm(s)
for repeatability, robustness, quantitativeness. Additionally, exploring mod-
els beyond the disambiguation of two tracer species is highly desirable (e.g.,
a single tracer in different binding states).

The algorithm described in this chapter is very simple and ignores known
relaxation information. For example, as indicated in Fig. 3.1(c), non-trivial
magnetic relaxation leads to image domain translation and other asymme-
tries in addition to the intensity modifications we leveraged in this chapter.
An even better route could be to incorporate time-domain information (be-
fore gridding to the image domain), where the effect of magnetic relaxation
is fundamentally observed. For example, the relaxation maps we showed
in Chapter 2 directly represent a measure of relaxation with resolution at
the level of adjacent pFOVs throughout the image. This information can be
directly reported as a contrasting relaxation image but can also be brought
into the type of N -compartment model demonstrated here. In general, in-
corporating these other sources of relaxation information will motivate the
use of larger and more complex color MPI algorithms.

One of the most important directions to explore in the future is chang-
ing how the relaxation information is encoded in the MPI signal in the first
place. In this way, one can directly improve the conditioning of the prob-
lem prior to the formulation of any specific reconstruction or postprocessing
scheme. A simple improvement to the approach herein is to modulate the
amplitude of the sinusoidal excitation such that the color MPI excitation en-
coding across the amplitude space is obtained with a single MPI scan (and
image domain information is co-localized in time) rather than a series of se-
quentially gathered scans. More generally, because relaxation (and MPI in
general) is sensitive to the exact FFR trajectory employed, pulse sequence
design should be a fantastically rich area to improve color MPI algorithms.
The pulsed MPI methods described in part II of this thesis may be the most
promising way forward for color MPI methods.

3.5 Conclusions
In this chapter we described the first x-space color MPI algorithm. The algo-
rithm leverages differences in relaxation states between tracer populations
to disambiguate and unmix a series of standard MPI images into a single
colorized image dataset. We first quantitatively assessed the accuracy of
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the algorithm to unmix two distinct tracers in a test vial model with known
tracer concentrations. We then showed the first in vivo color MPI results
showing the ability to disambiguate a tracer targeting the lungs and a tracer
in the liver. The standard MPI imaging results yield only a single distribu-
tion with no contrast or resolved features capable of distinguishing the two
organs. We believe these first proof-of-concept color MPI results indicate the
great potential in leveraging MPI relaxation physics to provide physiologic
contrast. Although we have only explored discrimination of two distinct
tracer species, discriminating a single species in distinct relaxation states
(e.g., bound vs. unbound) should be possible in the same manner, provided
the distinguishing behavior admits a suitably conditioned algorithm. Fu-
ture developments that improve the encoding of relaxation information in
the raw signal and include more relaxation and a priori information in the
colorizing algorithm formulation are expected to greatly improve the con-
ditioning, applicability, and robustness of color MPI.
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Chapter 4

Combining MPI and Magnetic
Fluid Hyperthermia

Magnetic relaxation in MPI is a thermodynamically lossy process and this
can be explicitly leveraged for therapeutic purposes, such as in targeted
heating and drug delivery. The field of magnetic fluid hyperthermia (MFH)
has been exploring these applications for many years. In this chapter, we
will look at combining MPI and MFH in a single device. In doing so, we
can build a new theranostic platform where MPI gains an interventional
aspect and MFH gains potentially real-time and seamless image guidance
as well as a powerful new ability for spatially localized heating/actuation.
We will describe construction of the first combined MPI-MFH device and
provide proof-of-concept data showing simultaneous MPI and MFH as well
as spatially selective MFH targeting tracer samples anywhere in our device
field of view with approximately 3 mm resolution.

4.1 Introduction and Background
While anatomical imaging modalities such as X-ray computed tomography
(CT) and magnetic resonance imaging (MRI) are staples of clinical medicine,
many pathologies such as cancer may not be readily perceived in such im-
ages, especially in early and critical stages of the disease (Etzioni et al.,
2003; Serres et al., 2012; Li, 2014). Physiologic contrast between healthy and
pathological tissue is needed in these cases. Molecular imaging modalities
such as MPI can provide this valuable physiologic and functional informa-
tion in a clinical context (James and Gambhir, 2012; Pablico-Lansigan, Situ,
and Samia, 2013).

Imaging and other diagnostics are ultimately combined with some in-
terventional therapy to treat disease. Combining both aspects into a single
“theranostic” platform can deliver faster, more flexible, and more precise
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treatment and ultimately improve patient outcomes. Real-time interactions
and feedback between the diagnostic imaging and therapeutic components
can lead to enhanced functionality.

An ideal theranostic imaging platform would be noninvasive, safe, and
provide fully real-time feedback. We believe such a platform can be pro-
vided by the union of MPI and magnetic fluid hyperthermia (MFH). MFH
is a method of heating nanoparticles by driving them through their non-
linear magnetization curve. In this context, MPI provides high contrast
and diagnostic molecular imaging of tracer distributions that may be tar-
geted for actuation by MFH. Actuation, in this context, may be varying
degrees of localized and macroscopic heating or other non-macroscopic or
even non-thermal effects such as induced drug release from mechanically-
or thermally-labile bonds. By using MPI hardware, modified slightly from
what is typically used, we have the potential to provide both imaging and
MFH treatment in real-time.

The magnetic nanoparticles used in MPI and MFH significantly over-
lap in character and physical properties. Both techniques leverage SPIO
nanoparticles with magnetization curves characterized by nonlinear sat-
uration at high field magnitudes. In the saturated regions, the particles
are effectively locked in place and neither an appreciable MPI signal nor
heating occur in response to an AC excitation field. We and other groups
have been actively exploring the ramifications of MPI and gradient fields in
MFH (Tasci et al., 2009; Khandhar et al., 2012; Murase et al., 2013; Murase
et al., 2015; Kuboyabu et al., 2016; Maruyama et al., 2016; Bauer et al., 2016;
Behrends, Buzug, and Neumann, 2016).

Here we describe the construction of a combined MPI-MFH scanning
system, which we use to explore and quantify the possibilities of an MPI
theranostic system. We show that standard MPI hardware can guide MFH
treatments to any desired region within a subject, providing heating with
high spatial resolution as well as seamless switching between imaging and
therapy while the subject remains in the scanner (Hensley et al., 2017).

4.1.1 Magnetic Fluid Hyperthermia
MFH encompasses an array of therapeutic approaches that use magnetic
nanoparticles (MNPs) to couple magnetic energy into the body in the form
of heat to treat diseased tissue (Jordan et al., 1999; Rosensweig, 2002; Jor-
dan et al., 2006; Thiesen and Jordan, 2008). Ultimately, this heating is de-
rived from non-adiabatic, lossy magnetic dynamics, or ‘relaxation’ in the
language of the MPI field. Direct hyperthermia and tissue ablation that
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a b cHomogeneous AC coils target
all tracer, including healthy
sites of accumulation

Surface AC coils can target
tracer near the surface only

MPI-MFH can selectively target tracer
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while avoiding healthy sites of accumulation
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FIGURE 4.1: Localizing magnetic fluid hyperthermia. (a) Homogeneous AC coil designs
apply therapy to all locations where the SPIOs have accumulated, including healthy sites.
(b) Surface AC coils can be used to target sites of accumulation near the surface of the
subject but not sites deep in the body. (c) MPI-MFH as proposed herein can target any site
desired using the FFR, including those deep in the body, with high resolution. Healthy
sites of accumulation can be avoided.

rely on large temperature changes have been studied in applications such
as cancer treatment (Hilger et al., 2002; Johannsen et al., 2010; Branquinho
et al., 2013). For tissue ablation therapies, a typical goal is to heat a target
tissue region to above 48–50 �C to achieve the desired effect. However, heat-
induced cell death is generally a complex function of time and temperature,
motivating the use of more heuristic assessments. For example, the non-
linear metric cumulative equivalent minutes at 43 �C (CEM

43

) establishes
a thermal dose for any time-temperature trajectory that tissue is subjected
to (Sapareto and Dewey, 1984; Dewhirst et al., 2003; Dewey, 2009; Hensley
et al., 2015a). In this context, a goal such as CEM

43

= 240 may be sought in
the region of interest.

Other therapeutic techniques require increasing temperature by only a
few degrees. For example, limited or mild hyperthermia therapy in conjunc-
tion with chemotherapy or radiation therapy has been explored as a way to
enhance therapeutic potency (Torres-Lugo and Rinaldi, 2013; Maier-Hauff
et al., 2011). More recently, research has indicated that no macroscopic
temperature change may be necessary to induce cell death in targeted tis-
sues (Creixell et al., 2011; Domenech et al., 2013). Additionally, MFH may
be leveraged for drug delivery through, for example, selective breaking of
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thermally labile bonds or use of thermally-dependent permeabilities with-
out detectable macroscopic temperature changes (Kumar and Mohammad,
2011; Zhang and Misra, 2007).

4.1.2 Spatial targeting of MNPs and MFH
Spatially targeting MFH therapies is a primary concern of the technique.
There are two ways to spatially target the effects of MFH: targeting the
tracer and targeting the energy deposition. We discuss both approaches
separately.

Targeting the Tracer

MFH intrinsically provides spatial localization of the therapy via the distri-
bution of the MNPs. A major challenge in MFH is ensuring high enough
concentrations of MNPs at target sites to effect significant macroscopic tem-
perature changes. Accordingly, many in vivo pre-clinical and clinical studies
to date have used direct injection of tracer (e.g., intratumoral) in lieu of effec-
tive active targeting mechanisms following systemic injection (Johannsen et
al., 2010). In general, the required concentration is a function of the MNP
properties, heat transfer conditions, and magnetic field parameters. It has
been reported that 5 milligrams ferrite per gram of tumor, or approximately
5 mgmL�1 MNP concentration, is suitable for MFH using clinically accept-
able magnetic field excitation conditions (Jordan et al., 2009). In one in vivo
human trial to treat prostate cancer, the authors report direct injection of
12.5 mL of 120 mgmL�1 MNP solution (injected in smaller volumes at 24
different locations) into a 35 mL prostate (Johannsen et al., 2005). Assum-
ing uniform distribution, that all of the injected MNP fluid remained in the
prostate, and summing the injected and prostate volumes, we calculate that
up to approximately 30 mgmL�1 MNP concentration was achieved in the
target lesion. With these concentrations, temperatures in excess of 48 �C
were achieved in the lesion using MFH.

A longer term goal is to leverage various in vivo MNP targeting mech-
anisms such that the therapy may be localized by the distribution of the
particles following systemic introduction. However, high specificity target-
ing of nanoparticles and small molecules is an incredibly challenging un-
solved problem. And regardless of the method of introduction, MNPs will
to some degree make their way into non-target regions such as the liver.
An ability to robustly and reliably target only those MNPs associated with
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a therapeutic region is an important ultimate requirement for any clinical
MFH approach.

Targeting the Energy Deposition

Our ability to focus electromagnetic fields at the frequencies used in MFH
(around 300 kHz) is fundamentally limited by diffraction, regardless of the
number of external coils employed, to about half the in vivo wavelength.
Unfortunately, at 300 kHz, this value is roughly 50 meters and much larger
than the subject. Many MFH methods use large homogeneous coils as il-
lustrated in Fig. 4.1(a). This leads to significant heat deposition at all sites
where the MNP concentration is high, including healthy sites of accumu-
lation. Alternatively, surface coils which do not provide a homogeneous
excitation field can be used to target the heating, as depicted in Fig. 4.1(b).
Due to the rapid decay of the magnetic field with distance from the coil, this
approach can selectively target lesions near the surface of the subject, but it
cannot deliver energy to particle distributions deeper in the body. There
is currently no way in MFH to target specific regions of accumulated mag-
netic nanoparticles arbitrarily deep in the body. This is a serious clinical
challenge since the non-specific uptake of even targeted MNPs is far higher
in the excretory organs (liver, spleen, or kidneys) than in the targeted region
(Wilhelm et al., 2016).

The use of a strong magnetic field gradient can potentially solve MFH
spatial targeting, as illustrated in Fig. 4.1(c). A strong DC field fully satu-
rates MNPs, locking them into alignment. A superposed AC excitation field
is then unable to induce a rotation, which is required to generate heating.
With an MPI gradient system in place, heating will be isolated to the FFR
– the only location where MNPs are unsaturated. The spatial resolution of
heating should scale similarly to the MPI spatial resolution since the local-
ization mechanism is identical. In this manner, an MPI-MFH system can
provide targeted heating with high resolution arbitrarily deep in the body.

4.1.3 Combining MPI-MFH
Combining MPI and MFH could lead to even greater gains than spatially
targeted MFH by providing real-time feedback for more refined and safe
therapy. Murase et al. recently showed that MPI can be used to predict the
effect of subsequent MFH due to the common physics that generates the
MPI signal and MFH heating (Murase et al., 2015). Combined MPI-MFH
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could enable continuous monitoring of tumor position, real-time quantita-
tion of SAR deposition or temperature (Weaver, Rauwerdink, and Hansen,
2009; Stehning, Gleich, and Rahmer, 2016), and real-time assessment of
treatment success. In this context, rigorous quantitation may require ac-
counting for the effects of magnetic relaxation on the MPI signal and MFH
therapy. For example, it is known that the MPI signal is affected by the ex-
citation amplitude due to magnetic relaxation dynamics (Croft et al., 2016),
and binding events when using targeted tracers may also change the nature
of the signal.

Such real-time or simultaneous approaches are in contrast to current
MFH approaches that are open loop or require invasive temperature probes,
complex pre-planning heating simulations, or provide only limited imaging
feedback (Laurent et al., 2011). Here we demonstrate a unified MPI-MFH
system that may one day solve the problem of high resolution localization
of MFH while providing seamless and non-invasive feedback in vivo.

4.2 Materials and Methods
In this work, a combined MPI-MFH system was built and several MPI sys-
tems previously built by our group were used. Simulations based on recent
MFH models, modified to include the presence of gradient fields, were also
performed.

4.2.1 MPI-MFH System
A field-free line (FFL) based combined MPI-MFH system was constructed
with a 2.35 Tm�1 gradient provided by a quadrupole NdFeB magnet ar-
ray oriented around a cylindrical imaging bore as shown in Fig. 4.2(a) and
Fig. 4.3(a) (Goodwill et al., 2012b; Konkle et al., 2013). A solid copper shield
defines the imaging bore in which concentric solenoidal excitation (Tx) and
MPI receive (Rx) coils were placed. A simple resonant filter chain was im-
plemented as shown in Fig. 4.2(b), consisting of an initial impedance match-
ing and low pass filter component and final resonant stage connected to the
Tx coil. This system is resonant at f

0

= 353 kHz with an optimal real input
impedance of 50 ⌦ seen by the power amplifier at f

0

. A Tomco BT00500-
AlphaS-CW amplifier (Tomco Technologies, South Australia) was used to
power the system. This setup allowed for up to 20 mT excitation across a
95% homogeneity region of approximately 2 cm. A sample delivery and
movement system was constructed using linear stages driven by stepper
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FIGURE 4.2: MPI-MFH system diagrams. (a) Diagram of the major structural components:
permanent magnet array for creation of a field-free line (FFL), imaging bore with concentric
transmit excitation (Tx) and MPI receive (Rx) coils, and sample movement system with
linear stages and motors. (b) Circuit diagram for the 353 kHz resonant Tx chain with major
components: impedance matching and low pass filter, final resonant Tx stage, and Tx coil.

motors in all three principal axes. In this manner, the position of a 3D-
printed sample holder can be controlled precisely to realize desired MFH
or MPI-MFH scan trajectories coded in MATLAB (MathWorks, MA, USA)
scripts. All MFH and MPI-MFH scans using this system were taken in a
one dimensional format, with relative movement between the sample and
FFL confined along the axis of the cylindrical imaging bore and solenoidal
Tx/Rx coils. This is the ‘z’ axis by our convention.

As in our previous MPI systems, the Tx coil was wound using hollow-
core copper wire. A room temperature hydraulic circuit for cooling was
installed inline with the coil to allow Joule heating of the coil to be removed
without confounding the MPI-MFH experiments. A Gaymar T/Pump con-
trolled temperature and pump system (Stryker Corporation, Kalamazoo,
MI, USA) powered the cooling circuit, providing 0.5 liters per minute flow
of room temperature water.

For MFH data acquisition, temperature data was collected using optical
temperature probes designed for safe use in magnetic systems (Neoptix,
Canada). These small probes were placed directly in contact with the tracer
fluid in phantom vials containing MNPs in aqueous solution. Temperature
data from these probes was sampled at 10 Hz using a MATLAB script and a
standard serial communication interface.
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100 uL
nanomag MIP tracer

a b c d

FIGURE 4.3: Hardware systems and vial phantoms used in this work. (a) Combined MPI-
MFH system. (b) FFP scanning system used for multi-dimensional imaging. This system
produces a 3.5 x 3.5 x 7 [Tm�1] gradient field with excitation at 20 kHz. (c) Arbitrary
waveform relaxometer (AWR) table top MPI characterization system with no gradients.
The AWR is capable of characterizing the 1D MPI PSF for a sample over a wide range of
frequencies and field amplitudes. (d) Vial samples used in phantoms. 100 µL of nanomag
MIP magnetic nanoparticles were placed in small PCR tubes.

For MPI data acquisition, an MPI Rx coil wound in a gradiometric fash-
ion was placed internally concentric with the transmit coil as depicted in
Fig. 4.2(a). As is standard in MPI, to maximize dynamic range in the receive
chain, this coil was physically tuned for maximum cancellation of the trans-
mit feedthrough that couples into the Rx coil due to the mutual inductance
of the Tx and Rx coils. A second phase sniffer coil was also placed in the
imaging bore to calibrate relative phase between the transmit and receive
systems and ensure phase coherence in MPI analysis and reconstruction.
The basic receive chain consisted of an SR560 low noise voltage preamplifier
(Stanford Research Systems, Inc., CA, USA), and the raw data was sampled
at 10 MHz using a PCI-6115 12-bit ADC (National Instruments, TX, USA). A
Python script was used to analyze 1D MPI data.

To characterize the Tx coil and calibrate the input voltage to output field
relationship, a Fluxtrol Magnetic AC field probe (Fluxtrol Inc., MI, USA)
was used. To characterize the gradient field, a Lake Shore DSP 475 DC field
probe (Lake Shore DSP, OH, USA) was used. These probes were placed in
the sample holder and moved through the imaging bore using the linear
stage and motor system for precise calibration.

4.2.2 MPI-MFH Experiments
Several types of MPI-MFH experiments were performed, all with phantoms
constructed using samples of nanomag MIP SPIOs (78-00-102, micromod
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Partikeltechnologie GmbH, Rostock, Germany) as shown in Fig. 4.3(d) (Eber-
beck et al., 2013). These particles are polydisperse SPIOs coated with dex-
tran (total hydrodynamic diameter in the range of 20 – 100 nm) and are
similar to Ferucarbotran (Resovist) used widely in the MPI field. In some
experiments, a single vial of nanomag MIP tracer (100 µL at 10.6 mgmL�1

iron) was placed in the sample holder, and an MFH sequence was applied
using 20 mT excitation applied for 10–60 s with the sample fixed at a single
position relative to the FFL. The 10.6 mgmL�1 is similar to clinically rel-
evant MFH concentrations described in the literature (Jordan et al., 2009;
Johannsen et al., 2005). This procedure was repeated after the sample was
moved along the axis of the bore to sample the MFH signal as a function of
position in one dimension. Replicate experiments were carried out to assess
repeatability and report statistical variation.

In other experiments, the ability for repeatable and precise spatial selec-
tion in MFH was tested directly with a phantom containing three nanomag
MIP vials (each 100 µL at 10.6 mgmL�1 iron) separated from each other by
3 mm (7 mm center-to-center distance). In some actuation sequences, a spe-
cific vial was individually targeted for heating while in others, each vial
was targeted for heating in rapid succession. Replicate experiments were
carried out to assess repeatability and report statistical variation.

In a third set of experiments, simultaneous MFH and MPI was per-
formed. The setup and trajectory were the same as reported above (single
nanomag MIP vial actuated at different points along the imaging bore), but
MPI data was recorded. Data was also taken for a PBS control subjected to
the same scan trajectory. In analyzing the MPI signal, baseline removal was
performed using the control data and linear baseline subtraction.

The imaging phantom used in MPI-MFH experiments was also sepa-
rately imaged in MPI-only devices to assess the quality of the phantoms in
standard MPI. The field-free point (FFP) scanner shown in Fig. 4.3(b) was
used for multi-dimensional MPI imaging of the phantoms. This scanner has
a 3.5 x 3.5 x 7 Tm�1 gradient system with excitation at f

0

= 20 kHz and up to
30 mT. An amplitude of 20 mT was used in this work. Full 3D tomographic
data sets took approximately 10 minutes to acquire and reconstruct.

In addition to the MPI-MFH and MPI-only experiments, the nanomag
MIP sample vials were also tested on our arbitrary waveform relaxometer
(AWR) system. This table-top system has no gradient fields. Instead, a si-
nusoidal excitation and linear bias field are superposed to test the aggregate
response of a sample in the applied magnetic field space (Tay et al., 2016).
This system can reconstruct 1D MPI point-spread functions (PSFs) (Croft et
al., 2016; Tay et al., 2016). The AWR was used to test the quality of MPI at
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the higher frequencies used in MFH. Experiments were run with f
0

= 353
kHz to match the MPI-MFH system and an excitation amplitude of 2 mT.

4.2.3 Simulation
Simulations were carried out to predict the response of particles to AC fields
in the presence of a static magnetic field gradient. The simulations were
based on the theoretical model developed by Dhavalikar and Rinaldi (Dhava-
likar and Rinaldi, 2016) which was constructed using the magnetization
relaxation equation described by Martsenyuk et al. (Martsenyuk, Raikher,
and Shliomis, 1974) to calculate heat dissipation as specific absorption rate
(SAR). SAR values are calculated directly from a thermodynamic model
wherein the work done by an applied magnetic field on the particles is dis-
sipated as heat.

The nanomag-MIP particles primarily consist of 19 nm core particles.
These cores are arranged as clusters in dextran with hydrodynamic diam-
eters in the range of 20–100 nm (Eberbeck et al., 2013). In simulation, an
iron oxide domain magnetization of 446 kAm�1 (Rosensweig, 2013) and
density of 5.18 g cm�1 were used (Narasimha, Brennan, and Holtham, 2006;
Rosensweig, 2002). The thickness of the dextran shell was varied to obtain
SAR values comparable to those in the experiments. Interparticle interac-
tions were not included in the model. For an aqueous solution at room
temperature, as in the experiments, a viscosity of 0.89 mPa s and temper-
ature of 298 K were assumed. Simulations were carried out an excitation
amplitude of 20 mT and an excitation frequency of 353 kHz to match the
experimental setup. To assess the effect of field gradient on the spatial dis-
tribution of SAR, simulations were performed with MPI field gradients in
the range of 1–7 Tm�1 based on gradient strengths typically encountered in
existing MPI scanners.

4.2.4 SAR Calculations
To calculate experimental SAR, we used a common approximate method
based on a linear fit to the initial temperature rise (Murase et al., 2013):

SAR =

✓
�T

�t

◆

i

· Cw

m
w

+ C
p

m
p

m
p

(4.1)

where �T is the change in temperature in units of K or �C in time �t [s]
over some interval i. C

w

= 4190 J kg�1 K�1 is the specific heat capacity
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of water, m
w

is the dimensionless relative mass of water in the sample,
C

p

= 670 J kg�1 K�1 is the specific heat capacity of the magnetic nanoparti-
cle (Maenosono and Saita, 2006), and m

p

is the dimensionless relative mass
of the magnetic nanoparticle. The units of SAR reported herein are Wg�1.
The relative masses were calculated from the following absolute values in
each phantom vial: a 9.92e�5 kg water mass and 1.06e�6 kg tracer mass.

4.3 Results

4.3.1 Quantification of Spatial Localization of Heating
Fig. 4.4 shows 1D simulation and experimental MPI-MFH results. In Fig.
4.4(a), simulations of an MFH theoretical model including a spatial gradi-
ent field component are provided for f

0

= 353 kHz and at gradient strengths
of 2.35, 4, and 7 Tm�1. Qualitative agreement between the simulated SAR
profile (heating PSF) and experimental SAR data were obtained by model-
ing an 8 nm dextran shell surrounding the 19 nm core. The predicted SAR
FWHM for a thermal point source using a 2.35 Tm�1 gradient is approxi-
mately 10 mm.

Fig. 4.4(b) shows experimental SAR and initial rate-of-change tempera-
ture data as a function of position for a single vial phantom and a PBS con-
trol using the MPI-MFH system. Data was recorded for excitation across a
2 cm FOV in steps of 1 mm with three trials per location. MFH was applied
for 10 seconds at each location. A peak SAR deposition of about 150 Wg�1

and a rate of temperature change just under 0.4 �C s�1 were observed when
the sample was coincident with the center of the FFL. The SAR full-width-
at-half-maximum (FWHM) is approximately 7.5 mm.

Fig. 4.4(c) plots experimental SAR and MPI signal using the MPI-MFH
system to scan a single vial sample. These data were obtained using the
MPI-MFH device at f

0

= 353 kHz and 20 mT excitation as in all other heating
scans. The MPI signal from the MPI-MFH system is reported as the baseline
subtracted magnitude of the 3rd harmonic of the excitation frequency in the
time domain data associated with the discrete mean locations of the FFL per
the MPI-MFH trajectory. Both data sets are normalized to their peak values
for comparison.

Fig. 4.4(d) plots a 1D PSF of one of the sample vials constructed from
data taken with the AWR. The PSF FWHM is approximately 3 mm and was
taken using a lower 2 mT excitation amplitude at 353 kHz, in contrast to the
20 mT excitation used in the MPI-MFH device.
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FIGURE 4.4: Spatial localization of heating with MPI-MFH in 1D. (a) Simulations of spe-
cific absorption rate (SAR) for the SPIOs used in this work at various gradient fields. (b)
Experimental SAR data using the MPI-MFH system and applied to both a single vial with
SPIOs and a PBS control. (c) Normalized plots of experimental SAR and experimental MPI
signal (magnitude of the 3rd harmonic) from the MPI-MFH system. (d) Experimental 1D
MPI PSF from the AWR. All experimental data and simulations use 353 kHz excitation.
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ponents was targeted for individual heating. (c) SAR and temperature data quantified for
all 5 trials associated with targeting each of the 3 phantom vials.
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FIGURE 4.6: Implementation of an MPI-MFH scanning sequence to actuate multiple dis-
tinct locations in a single therapeutic scan. While AC excitation is applied, the localizing
FFL is sequentially aligned with each of the three vials in the phantom to realize temporo-
spatially selective heating. The MPI-MFH method provides high resolution, flexible, and
dynamically configurable therapeutic targeting.

4.3.2 Selective Heating and Imaging of a Phantom
Fig. 4.5 shows MPI and MPI-MFH data using a triple-vial phantom con-
structed with the sample vials in Fig. 4.3(d). The phantom vials were 3 mm
apart from each other (7 mm center-to-center distance). Fig. 4.5(a) shows
the phantom imaged at 20 kHz and 20 mT excitation using the FFP scan-
ner of Fig. 4.3(b). Data acquisition took about 10 minutes and a maximum
intensity projection is shown.

Fig. 4.5(b,c) show data using the MPI-MFH system to individually tar-
get each of the three vials of the phantom for heating in separate trials.
Fig. 4.5(b) shows temperature data from individual trials. In all cases, the
vial that was targeted rose in temperature significantly, around 0.3 – 0.4
�C s�1, while the other vials showed little or no rise. As indicated in Fig.
4.5(b), actuation was performed for an initial 30 second period during which
a total temperature increase of 10 – 15 �C was observed in the targeted vial
each time. After termination of the AC excitation, heating ceased. Total
temperature increases in non-targeted vials was in the range of 0 – 2.5 �C,
generally less than 1 �C.

Fig. 4.5(c) shows temperature and SAR data quantified and with statisti-
cal standard deviation reported for all 5 trials associated with the targeting
of each of the 3 vials. The rates of heating of the targeted vials are similar
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to the SAR experiments of Fig. 4.4(b), in the range of 130 – 170 Wg�1 and
(�T/�t)

i

in the range of 0.3 – 0.4 �C s�1.
Fig. 4.6 shows the use of a longer MPI-MFH scanning sequence targeting

each of the three vials sequentially for 60 seconds along with the resulting
temperature data. Each vial was heated approximately 20 �C over a 60 sec-
ond actuation period.

4.4 Discussion

4.4.1 MFH Localization
In this chapter, we explored the use of MPI magnetic gradient fields to lo-
calize SAR heating. This approach enables spatially localized MFH arbi-
trarily deep in the body with high resolution. Fig. 4.4 and Fig. 4.5 show
data that quantify localized heating and demonstrate that SAR spatial res-
olution can be modeled, with a strong dependence on the strength of the
gradient field. Although the nanomag MIP particles are polydisperse and
have a mixed Brownian and Néel character in terms of magnetic relaxation,
the simulation results with our method qualitatively agree with the exper-
imental data. In the future, simulations may be valuable as a pre-planning
tool in MPI-MFH therapeutic applications.

The shape of the simulated SAR profiles is very similar to that of the
1D experimental MPI PSF (Langevin-derivative or Lorentzian-like), which
is expected given that the same nonlinear saturation physics mediate both
MPI and MFH. The shape of the experimental SAR profile, however, is more
rounded. This is also to be expected because the 2 mm-wide vials used in
the experimental phantom are not good approximations of point sources.
For both the simulated SAR and 1D MPI PSF data, however, a point source
was assumed and realized, respectively.

The measured FWHM for the SAR deposition data is about 7.5 mm, and
because the sample vial is 2 mm wide, we estimate a heating FWHM of
approximately 5.5 mm. The phantom experiments shown in Fig. 4.5 provide
a direct empirical measure of the available thermal resolution in MPI-MFH.
When targeting the center vial of the triple-vial phantom, with each vial
placed 3 mm away from the adjacent vials, there was modest heating of one
of the adjacent vials, indicating we are nearing the thermal resolution limit.
In that specific case, the adjacent vial rose in temperature by about 2 �C
during the 30 second actuation, while the the targeted vial rose over 10 �C.
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The data also shows that, when actuating a vial at an end of the phantom,
the vial at the other end (10 mm away, 14 mm center-to-center) does not heat.

These data confirms our estimate of approximately a 5.5 mm thermal res-
olution. If we extrapolate from a 2.35 Tm�1 gradient to the 7 Tm�1 gradient
in our FFP MPI scanner, we estimate a SAR FWHM of 1.8 mm. In the context
of future clinical therapies, a ‘thermal resolution’ in the range of 5.5 mm, as
demonstrated in this work, should be more than adequate to avoid heating
sites such as the liver while targeting various lesions. If electromagnet gra-
dients are used, the gradient strength can be increased when higher thermal
resolution is needed and decreased when spatial separation is large. Lower
gradients will allow for more efficient heating of larger lesions as there is a
direct relationship between heating efficiency and FFR size.

We believe that the consistently higher heating of vial 3 when compared
to vials 1 and 2 (approximately 30%) in the experiments in Fig. 4.5 are pri-
marily due to the sensitivity of alignment that comes with MPI-based spa-
tial localization in MPI-MFH. In general, there is a tradeoff between ther-
mal resolution and alignment sensitivity (as well as heating efficiency) due
to the spatial localizing effect of the FFR. In these data, there were degrees
of freedom in both the x and z axes. Imperfect FFL-vial alignment in either
or both axes will lead to less than ideal heating of the vial, and this was
observed in initial experimentation. Possible sources of relative misalign-
ment include imperfect shift trajectories in z and imperfect vial positioning
or tilt in the phantom, a possible confound in both the x and z axes. In
general, this motivates the use of a combined MPI-MFH system capable of
parallel or simultaneous and real-time imaging to ensure proper alignment
during therapy. This is especially true for high gradient and therefore high
resolution localized MFH. Differing heat transfer conditions, thermal probe
placement in the vial fluid, and minor pipetting differences during sample
creation could also have contributed to the observed variation.

For MFH actuation of duration on the order of 10 – 30 s, as performed
in Fig. 4.4 and Fig. 4.5, control vials containing PBS show essentially no
heating and confirm that Joule heating in the transmit coil system and sub-
sequent conduction or convection heat transfer is not responsible for the
heating observed within the tracer vials. However, in Fig. 4.6, we note heat-
ing in the PBS control vial beginning at 150 s. This is due to the hardware
limitations of the setup which eventually leads to heat transfer from the Tx
coil and/or thermal cross-talk between the neighboring vials.

The small standard deviations in our experimental heating data show
that the system performs consistently. While the sequentially actuated data
shown in Fig. 4.6 represents a basic MPI-MFH sequence, it foreshadows
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how precise x-space trajectories may be leveraged in this theranostics plat-
form.

4.4.2 Simultaneous MPI-MFH
The 1D MPI PSF data of Fig. 4.4(d) was taken with a tabletop AWR at the
same frequency f

0

= 353 kHz as the MPI-MFH system but at an amplitude of
2 mT. A 2 mT excitation amplitude was used due to power limitations with
the device but is also relevant because it represents how one might seam-
lessly mode switch between heating and imaging with this platform. At 2
mT, detectable macroscopic heating is generally not possible even with high
tracer concentrations because of the two orders of magnitude reduction in
heating compared to MFH at 20 mT. Thus dialing up and down the excita-
tion amplitude, in addition to varying FFR trajectories, represents a simple
and seamless way of switching between heating and imaging modes.

The narrower shape of the MPI PSF compared to the SAR data could
be due to some fundamental differences between the two types of data but
may also be explained by the large difference in excitation amplitude. We
have demonstrated a strong dependence of the MPI PSF FWHM on the exci-
tation amplitude in the past (Croft et al., 2016) due to the impact of magnetic
relaxation, changing slew rates, and the differing size of the partial FOV
covered by each oscillation of the excitation field. In general, smaller ampli-
tudes lead to higher resolution with all other variables being constant (Croft
et al., 2016). We therefore posit that changing the experimental drive field
from 2 to 20 mT would likewise result in broader MPI PSFs, but this ex-
periment is outside the hardware capabilities of the AWR. Improved MPI
capabilities of the combined MPI-MFH device in the future will allow for
this analysis directly. It may also be of interest to explore if the shape of the
SAR deposition changes analogously with changing excitation amplitude,
independent of magnitude scaling.

The 3rd harmonic MPI signal from the MPI-MFH device shown in Fig.
4.4(c), taken while applying a scanning heating sequence to a single vial,
is a proof-of-concept demonstration of simultaneous MPI-MFH. These data
align qualitatively well with the SAR data and suggest real-time SAR quan-
titation and thermal dose quantification via the MPI signal may be obtained
in a straightforward manner. These data are an important first step en route
to using real-time, quantitative feedback in MPI-MFH.
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4.4.3 MNP Concentrations in Relation to Clinical Applica-
tions

In the literature, a ‘moderate’ concentration for clinical MFH of 5 mgmL�1

has been reported (Jordan et al., 2009), and in one clinical MFH pilot study,
we calculated that a prostate tissue MNP concentration of up to 30 mgmL�1

was established during the therapy (Johannsen et al., 2005). In comparison,
a MNP concentration of 10.6 mgmL�1 was used in this work, which fits
within this range of clinical MFH concentrations. Using this concentration,
we showed a repeated ability to achieve a 10–15 �C temperature rise within
30 seconds. Given these results, we believe heating up to and beyond the
43 �C desired in ablation applications is possible with this approach in an in
vivo clinical setting. However, active blood perfusion will reduce achievable
heating rates in this context. Potentially much lower concentrations could
be used in MPI-MFH applications where only mild hyperthermia therapy
is desired or in applications where no macroscopic temperature change is
required (e.g., drug delivery applications).

We can also compare the MNP concentration used in this work to clinical
intravenous iron therapy, as relevant for systemically introduced tracer in
diagnostic MPI and MPI-MFH. A 2010 study reported on the safety of Feru-
moxytol iron therapy introduced systemically by intravenous injection (Lu
et al., 2010). The Ferumoxytol was administered as two 510 mg injections
separated by 3 – 8 days. If we consider direct injection into a 35 mL target
lesion, as in a prostate treated in the previously mentioned MFH clinical pi-
lot study, then the 10.6 mgmL�1 concentration used in this work would be
equivalent to approximately 371 mg of total iron.

We conclude that the use of MNPs in this work is within the clinically
relevant range, both in terms of concentration for MFH therapy and total
mass in systemic delivery. However, future studies should elaborate on
these and other clinical concerns.

4.5 Conclusions and Future Work
Here we have described the theoretical foundation, physical construction,
and testing of an MPI-MFH theranostics platform. We showed that the
SAR predicted by theoretical models agrees well with experimental data
and may be the basis of future treatment planning optimization strategies.
We showed the first experimental data using MPI gradients to deliver tar-
geted heating on demand to components of a phantom with an ability to
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selectively heat targets separated by as little as 3 mm. We also showed the
ability to serially target the component vials using an MPI-MFH sequen-
tial scanning sequence. We demonstrated that MPI imaging still works at
the high frequencies used in MFH through the use of the AWR. Last, we
demonstrated simultaneous MPI-MFH by measuring the MPI signal when
using the MPI-MFH device in a heating scan applied to a single vial phan-
tom. Together, these data represent an important step in the development
of a theranostics platform for combined MPI-MFH.

Work on combining MPI and MFH has just begun, and we expect de-
velopment to accelerate in the coming years. An important next step is
to explore combined MPI-MFH with in vivo applications work such as tar-
geted cancer therapy. Exploring novel therapeutic approaches that do not
require macroscopic temperature changes, such as activation of lysosomal
pathways and thermal drug delivery, are also of great interest.

Although this work demonstrated the MPI-MFH principle in the con-
text of inducing large macroscopic temperature changes, we believe this
may not be the best avenue for MPI-MFH in the future. The high frequency
and large amplitudes required to accomplish such a therapy at the scale of
a human body are confounded by the dependence of non-specific SAR de-
position which scales strongly with increasing size. Furthermore, achieving
the high concentrations required, even with such high frequency and high
amplitude excitation, is not generally possible without direct injection of
tracer. In contrast, we believe therapies that do not reqruire macroscopic
temperature changes may be much more promising. For example, consider
the case of a drug placed on a long-circulating SPIO tracer via thermally-
(microscopic scale) or mechanically-labile bonds. Myriad alternative sys-
tems such as the case where actuation increases the porosity and releases
entrapped drug may also be used. If we know a desired region or lesion
location where we would like to deposit drug, we can move the FFR to this
location and excite. Actuation, and in this case, drug delivery will only oc-
cur when the functionalized SPIOs pass through the region through normal
circulation. Importantly, drug may be released in a highly targeted and spa-
tially resolved manner but without any form of biochemical active targeting.
Instead, the onus here is on a drug entrapment scheme that releases drug
only with MPI-MFH actuation with high fidelity. We believe these type of
opportunities, especially as made possibly by spatially selective MPI-MFH
actuation, are particularly interesting to explore.
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Chapter 5

Square Wave pulsed MPI in 1D

Engineering efforts are rapidly improving current methods and probing
new implementations in MPI. The Langevin physics most fundamental to
MPI predicts improving resolution with increasing tracer magnetic core size.
As described in Section I, for larger tracers, and given typical AC excita-
tion slew rates used in the field, this steady-state prediction is compro-
mised by dynamic processes. These dynamics induce a secondary blur
that leads to an optimal core size and prevents realization of the Langevin
promise for larger tracers. Here we propose, investigate, and evaluate a
new method of excitation and signal encoding in MPI we call pulsed MPI
(pMPI) to overcome this phenomenon. pMPI allows us to directly encode
the steady-state Langevin physics into the time-domain signal. This in turn
gives rise to a simple reconstruction algorithm to realize images free of sec-
ondary relaxation-induced blur. The core feature of the pMPI approach is
the use of excitation waveforms containing periods of temporally static ap-
plied field, separated by potentially rapidly varying periods as in the case
of a mathematical square wave. Rapid transitions between these field states
can allow for significant temporal separation of the time-varying excitation
and the tracer signal, mitigating the feedthrough issues that plague current
continuous-wave, sinusoidal MPI. Here we provide a detailed description
of the theory behind our pMPI approach in 1D and show experimental data
demonstrating better than 500 µm resolution using ‘large’ magnetic core
tracers.

5.1 Introduction
Beginning in 2005, published work has described the physical and mathe-
matical nature of the MPI signal (Rahmer et al., 2009; Lu et al., 2013), the
system matrix encoding and reconstruction approach (Rahmer et al., 2009;
Weizenecker et al., 2009), the x-space encoding and reconstruction approach
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FIGURE 5.1: Langevin theory and limitations in experimental continuous wave MPI. (a)
SPIO tracers used in MPI are characterized by saturation. (b) In MPI this provides spatial
localization of our signal via sensitive ‘field-free’ regions (FFRs) constructed using gradi-
ent fields. (c) The Langevin theory is a steady-state theory that predicts monotonically
improving resolution with magnetic core size. Experimentally, this is observed up to an
inflection point around 25 nm, past which resolution degrades due to effects of magnetic
dynamics or relaxation. Data was taken with our arbitrary waveform relaxometer (AWR)
using f0 = 20 kHz excitation frequency and 20 mT amplitude.

(Goodwill and Conolly, 2010; Goodwill and Conolly, 2011), and other dis-
tinct implementations of MPI (Vogel et al., 2014; Goodwill et al., 2009). All
are governed by the Langevin physics illustrated in Fig. 5.1(a,b) that de-
scribe the steepness of the tracer’s M-H curve, which translates directly to
imaging resolution (Goodwill and Conolly, 2010). The M-H curve steep-
ness monotonically increases and thus imaging resolution monotonically
improves as a function of magnetic core size according to Langevin the-
ory. Increasingly, however, the impact of tracer magnetic dynamics on the
imaging process as explored in Chapter 2 has become a focus of the field
(Ferguson, Minard, and Krishnan, 2009; Biederer et al., 2009; Rauwerdink
and Weaver, 2010; Goodwill et al., 2011; Croft et al., 2016; Dhavalikar and
Rinaldi, 2016). Langevin physics is strictly a steady-state model and can
only rigorously model the MPI process if the dynamic response of the tracer
is always much faster than the slew rates used in excitation. For small
Néel-dominant tracers, this may be very well approximated. However, as
the magnetic core size of a tracer increases, the magnetic response time in-
creases as well, regardless of the mechanism (e.g., Néel or Brownian) (Bauer
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et al., 2015; Deissler, Wu, and Martens, 2014).
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FIGURE 5.2: Magnetic relaxation effects on the MPI signal. The MPI tracer cannot re-
spond instantaneously to the continuously varying AC excitation in canonical MPI. When
the time constant(s) associated with the magnetic relaxation impulse response is nontrivial
compared to the excitation period, non-negligible relaxation delays and phase lags man-
ifest. We can model this as a convolution of the ideal steady-state tracer response with a
relaxation kernel. Because of the direct mapping of time domain signal to space in MPI
reconstruction, this time-domain low pass filter maps directly to a low pass filter in the
image domain. As a result, image domain translations and reduced resolution manifest.

Fig. 5.2 describes how finite and non-negligible relaxation time constants
induce secondary relaxation blurs in MPI. Intuitively, relaxation can be un-
derstood as a relaxation phase lag as the tracer struggles to keep up with a
continuously varying applied field. Mathematically, this can be modeled as
a time domain convolution between the ideal steady-state signal and a re-
laxation kernel (e.g., a Debye exponential kernel). Regardless of the details,
the relaxation kernel will generally act as a low-pass filter. From an x-space
MPI perspective, this temporal low-pass filter translates to an image do-
main low-pass filter due to the direct mapping between the two domains.
From the Fourier domain or system matrix perspective, the higher order
harmonics that contain high spatial resolution information are attenuated.
As a result, relaxation manifests as a secondary blur in reconstructed im-
ages, leading to compromised resolution.

With typical excitation parameters in standard MPI, we have found that
improved resolution with increasing magnetic core size follows the Langevin
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prediction up to approximately 25 nm. After this inflection point, we see re-
duced performance and worsening resolution as shown in Figs. 2.3 and 5.1(c)
and which is in direct conflict with the Langevin theory. At this point, re-
laxation dynamics start to play an increasingly important roll, breaking the
steady-state assumption and leading to significant secondary blurring as
depicted in Fig. 5.2. The precise location of this inflection point is dependent
on various tracer properties and the magnetic slew rates used in excitation
as illustrated in Fig. 2.3, but accounting for the effect of dynamic physics in
MPI data acquisition as currently performed generally establishes a ‘relax-
ation wall’ that limits the achievable resolution in MPI (Tay et al., 2017).

While magnetic relaxation typically has a deleterious effect on achiev-
able resolution in canonical MPI, it can also be leveraged to provide pow-
erful contrast and molecular imaging capabilities. For example, in Chapter
3 we showed the ability to provide colorized contrast and unmixing when
multiplexing multiple tracer species, and in Chapter 4 we showed the abil-
ity to combine MPI with magnetic fluid hyperthermia to build a new ther-
anostics platform that relies on the lossy, non-instantaneous nature of the
tracer response. These and related concepts such as sensing temperature
have recently been described in the literature (Cho, Cho, and Cho, 2014;
Perreard et al., 2014; Hensley et al., 2015b; Rahmer et al., 2015; Stehning,
Gleich, and Rahmer, 2016; Murase et al., 2013; Hensley et al., 2017).

Many of these newer developments as well as the distinction between
x-space and system matrix MPI can be described in terms of differences in
signal encoding. This is possible because there is great flexibility in how the
FFR can be used to sample an imaging field-of-view (FOV). And paramount
for the work in the next few chapters, the way in which relaxation infor-
mation is encoded in the raw signal is a strong function of the excitation
waveform.

Here we propose a new excitation approach for MPI which allows di-
rect encoding of steady-state Langevin information into the acquired time
domain signal. This enables reconstruction of images that asymptotically
approach the theoretical Langevin resolution, even for large particles with
significant magnetic response times. It also provides an ability to tempo-
rally separate excitation feedthrough from the MPI signal.
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FIGURE 5.3: Square wave excitation in pulsed MPI. (a) Arbitrary waveform relaxometer
(AWR) used in this work. The AWR contains an untuned excitation coil and DC bias coil
that can realize arbitrary waveforms for 1D pMPI pulse sequence testing and analysis. (b)
Pre-emphasized voltage waveforms sent to linear amplifiers in voltage-control mode are
used to create square and trapezoidal waveforms. (c) The period of the square wave is
chosen such that the tracer achieves steady-state magnetization by the end of each half-
period. In this manner, we sample points on the Langevin curve of the tracer, encoding
this steady-state information in our raw signal. Experimental raw signal from AWR square
wave excitation applied to 32 nm core tracer is shown.

5.2 Pulsed MPI Theory and Implementation in 1D
The crux of pMPI is use of non-sinusoidal waveform components in MPI
excitation trajectories. We can construct pulsed waveforms from two prim-
itive waveform components: 1) periods of temporally static applied field
and 2) periods of rapidly varying applied field. The former allows encod-
ing of steady-state information in the raw signal while the latter provides
high peak time domain SNR as well as temporal separability between the
tracer signal and excitation feedthrough. These components can be assem-
bled into larger periodic excitation waveforms or pulse sequences. One of
the mathematically simplest cases is a square wave as depicted in Figs. 5.3
and 5.4.
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FIGURE 5.4: Pulsed encoding in MPI acquisition. The fast excitation strategy is responsible
for how the fundamental tracer signal is captured. pMPI replaces the canonical continuous
wave sinusoidal fast excitation waveform with pulsed waveforms. Subsequent aspects of
the acquisition scheme such as large FOV sampling strategy and reconstruction method
may be chosen as desired as long as the pMPI constraints described herein are respected.
For example, slew rates involved in FOV sampling cannot compromise steady-state induc-
tion. As an encoding back-end, pMPI may be incorporated into any of the MPI imaging
paradigms, such as the popular x-space or system matrix methods.

Pulsed MPI is a complete departure from typical continuous wave ex-
citation sequences used in the field, requiring new transmit and receive
electronics. Other aspects of the typical MPI system infrastructure can be
retained; however, such as the gradient-producing magnets and shift mech-
anisms that allow sampling of a large FOV over time in a canonical x-space
acquisition (Goodwill et al., 2012a). Furthermore, while pMPI herein is de-
scribed in an x-space context, as Fig. 5.4 indicates, pMPI can be thought of
as an encoding back-end that can be incorporated into other acquisition and
reconstruction paradigms such as the system matrix methods.

In this chapter, we again leverage our AWR system shown in Fig. 5.3(a)
to demonstrate square and trapezoidal wave pMPI. The AWR is an untuned
tabletop MPI system capable of producing a broad array of excitation wave-
forms (Tay et al., 2016). We can superpose a slowly ramping homogeneous
bias field to measure 1D point-spread functions (PSFs).
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5.2.1 Magnetic Relaxation
Much of Section I of this thesis is concerned with MPI magnetic relaxation,
and generally this is a very active area of research (Ferguson, Minard, and
Krishnan, 2009; Biederer et al., 2009; Rauwerdink and Weaver, 2010; Good-
will et al., 2011; Croft et al., 2016; Dhavalikar and Rinaldi, 2016). As illus-
trated in Fig. 2.1, multiple relaxation processes may be active simultane-
ously, including Néel, Brownian, and ferromagnetic processes. All of these
processes have different dependencies on applied field conditions, different
processes may be coupled in interesting ways, and nonlinear interactions
between particle domains may occur.

In continuous-wave MPI, significant relaxation leads to signal and im-
age degradation in both x-space and system matrix methods. Relaxation
becomes more prominent, and therefore the negative effect on resolution
becomes relatively worse, the larger the tracer. The effect is stark when com-
paring predictions of Langevin theory with experimental results as shown
in Fig. 5.1(c). In the following chapter we will explore some detailed theo-
retical models of magnetic relaxation in MPI.

In this chapter, however, we emphasize how pMPI encoding mitigates
the deleterious effect of relaxation on resolution in a general way: To realize
the benefits of pMPI, we require only 1) the assumption that magnetic re-
laxation processes have a finite step response, which is guaranteed for all
real physical processes, and 2) superparamagnetism, which is typically as-
sumed for MPI in general. More specifically, for the latter, we assume no
asymmetry in steady-state magnetization trajectories (hysteresis) as exists
in coercive ferromagnetic systems. On this point, we note that, in the con-
text of large populations of nanoparticles free to rotate independently on
long time scales, steady-state behavior will appear superparamagnetic and
symmetric in aggregate even if some (e.g., large tracers) exhibit some indi-
vidual ferromagnetic behavior.

The experimental data of Fig. 5.3(c) shows the decaying signal elicited
after the rapid transitions of a typical square wave excitation. In this con-
text, and as we will show below, the ramifications of pMPI encoding should
pertain for a great variety of possible MPI tracers regardless of the specific
nature of their magnetic relaxation physics. We believe this is a powerful
statement given the complexity and clearly incomplete understanding we
currently have of magnetic relaxation in MPI.
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5.2.2 Square Wave Signal and Imaging Equations
Here we develop the 1D signal and imaging equations for pMPI with ideal
square wave excitation. We begin by defining the applied field in terms of
a field-free point (FFP) as described in canonical x-space theory (Goodwill
and Conolly, 2010):

H(t, x) = H
0

(t)�Gx (5.1)

where H(t, x) is the total applied field in [Am�1] composed of separable
superposed field contributions: a time-varying but spatially homogeneous
field H

0

(t) and a temporally static but spatially varying linear gradient field
Gx parameterized by G, the linear gradient strength in [Am�2].

We then express the field as a function of the time varying FFP isocenter,
x
s

(t) in [m], as follows:

H(t, x) = 0 = H
0

(t)�Gx
s

(t)

H
0

(t) = Gx
s

(t)

x
s

(t) = G�1H
0

(t) (5.2)

followed by substitution of expression (5.2) into equation (5.1):

H(t, x) = H
0

(t)�Gx = G(G�1H
0

(t)� x) = G(x
s

(t)� x) (5.3)

The steady-state magnetization of a 1D tracer distribution exposed to
this field is given by:

M
ss

(t, x) = m⇢(x)L(kH(t, x)) (5.4)

where m is the magnetic moment of the tracer in [Am2], ⇢(x) is the tracer
distribution number density in [particlesm�3], L is the Langevin function,
and k is a tracer-specific parameter with units of [mA�1] that characterizes
the relationship between magnetic and thermal energies:

k =
µ
0

M
sat

⇡d3

6k
B

T
(5.5)

where d is the diameter of the tracer magnetic core in [m] and M
sat

is the
saturation magnetization of the tracer in [Am�1].
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We now consider excitation with an ideal square wave:

x
s

(t) =
kX

n=0

(�1)n �x u
✓
t� n�t

�t

◆
(5.6)

with x-space displacement �x = AG�1µ�1

0

where A is the square wave ap-
plied magnetic field amplitude in [T], �t is the square wave half-period in
[s], and u is the rectangular function (Gaskill, 1978).

To derive the signal equation, we assume use of an inductive receive coil
with homogeneous sensitivity B

1

[TA�1] in the imaging FOV which leads
to a volume integral (Hoult and Richards, 1976). Considering only the case
of 1D and leaving B

1

to carry the proper sign/polarity relationship, the
voltage on the receiver coil is:
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To proceed, we assume that the tracer magnetic relaxation can be de-
scribed as a linear time-invariant (LTI) process with impulse response h

m

(t, x)
and related step response r

m

(t, x). We let these responses vary as a func-
tion of x because magnetic relaxation, regardless of the specific mechanism,
is typically a strong function of applied field which in the context of MPI
varies over space due to our use of gradient fields. We do note, however,
that these expressions are normalized such that h̄

m

=
R1
�1 h

m

(t, x) dt = 1 8x.
We keep the appropriate scalars separate and explicit. We now consider the
voltage on the receiver coil over one half-period of the square wave.

Let t
n�1

= (n�1)�t, t
n

= n�t, M
ss

(t
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< t < t
n

, x) = M
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(x), M
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<
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, x) = M
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(x), and �M
n

(x) = M
n

(x) � M
n�1

(x). Assuming that
steady-state conditions are achieved at the end of each previous (n � 1)-th
square wave half-period, the evolution of the magnetization over the next
n-th half-period is mathematically identical to a step response:

M
ss

(t, x)

����
tn+1

tn

= M
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(x) + hv(t� t
n

)�M
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(x) (5.8)
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where hv(t) is the temporal heaviside function. We now specify a signal
equation s

n

(t), evaluated for each square wave half-period per the index n:

s
n

(t) = V (t)

����
tn+1

tn

= B
1

d

dt

Z

u

M(t, u) du

����
tn+1

tn

= B
1

d

dt

Z

u

M
ss

(t, u)
t⇤ h

m

(t, u� u
n

) du

����
tn+1

tn

= B
1

d

dt

Z

u

(M
n�1

(u) + hv(t� t
n

)�M
n

(u))
t⇤ h

m

(t, u� u
n

) du

����
tn+1

tn

= B
1

d

dt

Z

u

h̄
m

(u� u
n

)M
n�1

(u) +�M
n

(u)r
m

(t� t
n

, u� u
n

) du

����
tn+1

tn

= B
1

Z

u

d

dt
(1 ·M

n�1

(u) +�M
n

(u)r
m

(t� t
n

, u� u
n

)) du

����
tn+1

tn

= B
1

Z

u

�M
n

(u)h
m

(t� t
n

, u� u
n

) du

����
tn+1

tn

(5.9)

where h
m

(x � x
n

) indicates that the field-dependent relaxation impulse re-
sponse is centered about the FFR location x

n

during the n-th square wave
exctiation. The expansion of the magnetization in terms of the steady-state
magnetization distributions as shown assumes that the square wave half-
period is chosen to be longer than a parameter of merit that quantifies the
convergence of h

m

(t, x). For example, in the case of a Debye process (Croft et
al., 2016), let the half-period be longer than 5 * ⌧

max

where ⌧
max

= max
x

⌧(x)
is the maximum observed time constant for the MPI tracer under MPI exci-
tation conditions (i.e., the zero field relaxation time constant).

The signal equation is composed of chunks with a very specific inter-
pretation: The signal associated with each half-period n is a weighted form
of the tracer magnetic impulse responses integrated over space and scaled
by the change in steady-state magnetization distribution. This steady-state
magnetization change depends on the underlying tracer distribution and
the square wave amplitude or step size. For tracer at any given location,
and comparing the signal at the beginning of the half period with that at
the end (in which steady-state is established by definition), we are sampling
two distinct points on the Langevin curve as illustrated in Fig. 5.3(c) and the
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direct encoding of the steady-state Langevin magnetization is explicit.
With this fundamental signal equation, we now consider an approach

to achieve an imaging equation where we integrate the time-domain signal
associated with each half-period. This value is then associated with the
center location for each half period (half way between the initial and final
location of each square wave step):
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(5.10)

where 2�x = x
n

� x
n�1

and in the last three lines we have used the funda-
mental theorem of calculus and definition of u to formulate a spatial con-
volution from the difference of a function evaluated at two distinct points.
Finally, we can use this discrete signal equation to form a 1D square wave
pMPI imaging equation:
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FIGURE 5.5: Theoretical pMPI square wave PSF analysis assuming a 32 nm magnetic core
tracer. (a) Peak-normalized PSFs for the cases of square excitation with an amplitude of 5
times the Langevin full-width-at-half-maximum (FWHM), equal to the Langevin FWHM,
and one-fifth of the Langevin FWHM. The rectangular function’s blurring effect is apparent
in the large excitation. Larger excitations also lead to increased signal. (b) Relative peak
signal as a function of the excitation amplitude. (c) PSF FWHM resolution for square wave
pMPI as formulated herein plotted along with the Langevin resolution and the rectangular
function width.
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Our 1D square wave pMPI PSF, h(x), is then the steady-state Langevin
PSF, h

˙L(x), convolved with a rectangular function, h
r

(x), defined by the
square wave excitation amplitude �x. Fig. 5.5(a) shows peak-normalized
PSFs as a function of various excitation amplitudes. We summarize some
ramifications of this new imaging equation:

• This result is general for any steady-state superparamagnetic tracer
with LTI relaxation physics characterized by an impulse response that
converges to zero, such as the Debye model (Goodwill et al., 2011;
Croft et al., 2016).

• The results are predicated on choosing an excitation half-period longer
than some measure of the maximum observable impulse response time,
such as 5 · ⌧

max

in the case of an exponential response with time con-
stant ⌧ .
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• The results of (5.10) and (5.11) hold for non-square waveforms, such
as a trapezoidal waveform, that contain a flat, time-invariant section
longer than the aforementioned measure of the maximum observable
impulse response time. In this case, however, (5.9) does not hold for
the signal equation, but a more general temporal convolution form
does.

• We obtain resolution related directly to the steady-state Langevin func-
tion and an excitation parameter under our direct control: the excita-
tion amplitude.

• In this formulation, we can only asymptotically approach the Langevin
resolution in the limit of small excitation amplitudes.

• The choice of excitation amplitude provides a convenient and contin-
uous tradeoff between SNR and resolution.

5.2.3 Resolution
Rigorously, we can solve for the full-width-at-half-maximum (FWHM) of
the square wave pMPI PSF in equation (5.11) by solving for x in the follow-
ing expression:

L(kG(x+�x))� L(kG(x��x)) =
L(kG�x)� L(�kG�x)

2

This expression is difficult to solve analytically, although it is easily numer-
ically visualized as in Fig. 5.5(c). The square wave pMPI PSF is composed
of two components: the steady-state derivative of the tracer Langevin func-
tion and a rectangular function with width equal to twice the square wave
amplitude (the peak-to-peak amplitude). The FWHM of the derivative of
the Langevin function has been reported (Goodwill and Conolly, 2010) and
the FWHM of a rectangular function is just its width. Fig. 5.5(a) shows how
the PSF changes as a function of the excitation amplitude and Fig. 5.5(c)
quantifies how the square wave pMPI FWHM resolution varies with exci-
tation amplitude. The Langevin FWHM and rectangular function blur are
also shown. Qualitatively we note:
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FWHM ⇡

8
><

>:

FWHM
˙L if �x⌧ FWHM

˙L

2�x if �x� FWHM
˙L

FWHM
˙L +�x otherwise

(5.12)

where �x = AG�1µ�1

0

is the square wave amplitude in x-space.
When using this, to significantly realize the gains in resolution that larger

tracers promise via the steady-state Langevin curve, we must limit the square
wave excitation amplitude.

5.2.4 SNR and Bandwidth
The signal equation and receive bandwidth of square wave pMPI are both
explicitly related to the tracer impulse response. Lacking a generic and
closed form expression for tracer impulse responses, we do not provide ex-
plicit expressions for SNR. However, we can qualitatively assess the rami-
fications of equations (5.9), (5.10), and (5.11). Furthermore, we will assess
experimental SNR and bandwidth relations in section 5.4 and in the follow-
ing chapter.

The time-domain signal equation (5.9) states that SNR in square wave
pMPI at any given time is directly proportional to the tracer magnetic mo-
ment, mass of the tracer, and the difference between two points (separated
by the square wave excitation amplitude) along a tracer’s Langevin curve.
This leads to similar conclusions as in traditional (relaxation-free) MPI anal-
ysis: tracers with high magnetic moment and steeper M-H curves lead to
higher SNR (Goodwill and Conolly, 2010).

Unlike most treatments of MPI, we see that the magnetic impulse re-
sponse of the tracer is incorporated explicitly into the raw signal equation.
Tracers with faster relaxation will exhibit a higher peak time domain SNR.
This also has ramifications for the required bandwidth. In the case of an
ideal square wave excitation, just as in the case of sinusoidal MPI, and due
to the combination of excitation periodicity and the non-linear nature of the
Langevin function, Fourier analysis reveals that the received signal should
be confined to harmonics of the fundamental square wave frequency. In
this case, however, we are exciting at more than one tone – at multiple
harmonics of a fundamental tone. The received bandwidth of interest, as
in sinusoidal is then composed of small bandpass regions around some N
harmonics, where the number of harmonics with support above the noise
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floor depends on relaxation dynamics and system parameters. Addition-
ally, the distribution of energy across the harmonic bands will depend on
the nature of the magnetic relaxation. In Chapter 6, we will explore more
about emergent spatio-temporal and spatio-frequency relationships that are
exploitable in pMPI. As in canonical MPI, the size of the bandpass regions
required around each harmonic depends on the slew rates used in the slow
shift or bias coils that translate the FFR to cover a large imaging FOV in the
general case.

SNR Efficiency

The discrete signal and imaging equations (5.10) and (5.11) integrate the
time-domain signal over each half-period, collapsing this information to a
single value in which the impulse response integrates to unity given our as-
sumptions. Thus the image domain signal intensity is directly proportional
to the difference in magnetization between the two points sampled by a
step excitation, regardless of the relaxation dynamics. However, long tracer
responses associated with the larger tracers that have better Langevin res-
olution will require a relatively long half-period to reach steady-state. Fur-
thermore, to achieve high resolution with this approach, we must keep the
excitation amplitude small to keep the rectangular blur component of the
PSF small. This combination of small amplitude excitation and long fun-
damental excitation period can lead to reduced SNR efficiency compared
with canonical sinusoidal MPI using smaller core tracers. For optimal SNR
and SNR-efficiency in this context, one should carefully choose the excita-
tion half-period, making it no longer than necessary. Optimization of tracer
shell properties (e.g., to minimize time constants for large Brownian tracers)
may play a crucial roll in square wave pMPI performance. Furthermore,
fully establishing steady-state (e.g., in a Debye 5 ⇤ ⌧ sense) may not be nec-
essary, and, as in the case of standard MPI, resolution-bandwidth tradeoffs
are manifest. We will explore experimentally some of the ramifications of
breaking our assumption that the quiescent half-period be longer than the
relaxation response. Fig. 5.5(b) quantifies the relationship between peak im-
age domain signal and excitation amplitude and Fig. 5.5 (b) and (c) together
illustrate how the choice of excitation amplitude represents a continuous
SNR-resolution tradeoff.

We summarize some considerations when comparing SNR efficiency be-
tween continuous wave MPI and square wave pMPI as presented here, es-
pecially keeping �M per Tx oscillation per unit time in mind:
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Square wave pMPI advantages:

• No loss of signal associated with the fundamental harmonic due to
separability of Tx feedthrough and tracer signal.

• No need to trim Rx signal near sinusoidal transition regions (this is
needed to avoid noise gain in the x-space velocity compensation step
when the excitation sinusoid transitions through zero velocity).

• No need to separately reconstruct and inability to combine images
associated with each excitation direction (e.g., negative and positive
slewing directions in single direction Tx). This improves SNR by

p
2.

Possible square wave pMPI disadvantages:

• SNR efficiency loss when steady-state hold times lead to square wave
f
0

much slower than traditional sinusoidal f
0

. Note this is not actu-
ally pMPI specific, as the same is true for sinusoidal or other methods
that must also slow the excitation slew rates to cope with relaxation
physics when using large tracers and targeting high resolution.

• Using amplitudes much lower than sinusoidal amplitudes for high
resolution can greatly reduce SNR efficiency (�M per oscillation).

Comparing square wave pMPI and sinusoidal MPI depends greatly on
the tracer regime one considers, e.g., comparisons for very large tracers
(square wave will be superior in resolution and SNR), comparisons at tracer
sizes ideal for sinusoidal MPI (square wave will likely be approximately
equivalent in resolution but much worse in SNR). To bridge the gap, per-
haps one useful metric for capturing the utility of square wave pMPI over
sinusoidal MPI is SNR efficiency change per unit resolution improvement
when each is considered using its ‘ideal’ tracer. We will explore aspects of
square wave pMPI SNR experimentally in this chapter but leave a rigorous
exploration of SNR and SNR efficiency comparison for future work.

5.3 Materials and Methods
To experimentally assess our pMPI approach, we tested various MPI trac-
ers with different magnetic core sizes using our AWR system. We assessed
the relationship between encoding parameters such as excitation amplitude,
pulsed rise time, and pulsed hold time as well as image domain parameters
of merit such as FWHM resolution and peak signal. We plot and compare
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experimental results with the theoretical predictions presented in section
5.2. We also empirically explore the ramifications of breaking the basic
pMPI steady-state constraint by using quiescent periods not long enough
to fully establish steady-state.

5.3.1 Implementing pMPI Excitation Pulse Sequences
Implementation of a square wave, or pMPI pulse sequences in general, re-
quires transmit and receive systems that differ from that used in standard
sinusoidal MPI. The latter are typically built using resonant systems in both
the transmit and receive electronics. The use of resonance improves avail-
able reactive power at the single excitation frequency while relatively atten-
uating noise and interference contributions at other frequencies. Because
the excitation is continuous with reception, direct transmit feedthrough usu-
ally necessitates a receive side filter to remove energy at the fundamen-
tal frequency, in addition to broadband common mode interference and
feedthrough mitigation strategies such as use of a gradiometer receive coil(s).

pMPI pulse sequences, however, require broadband excitation with rel-
atively high frequency components. Given magnetic relaxation times en-
countered with available MPI tracers, a square wave rise time in the range
of 1–5 µs has been typical for us. As indicated in equation (5.11), smaller ex-
citation amplitudes are desired for high resolution in the approach outlined
in this chapter, which helps constrain the required slew rates.

This type of high power pulse sequence design has been addressed in
many previous application spaces (Scott et al., 2001). Our AWR provides
high bandwidth excitation by using a low inductance receive coil and ben-
efits from a small sample bore (Tay et al., 2016). With this system, we
can use a linear amplifier in voltage-controlled mode with pre-emphasized
waveforms to achieve the magnetic slew rates we need in pMPI. Other ap-
proaches, such as use of timed resonant switcher circuits are also possible.

The low-pass filter effect of an electromagnet system is well understood
through Maxwell’s equations. To implement pMPI pulse sequences, we can
use this knowledge to design an input voltage waveform that will achieve
the desired field, subject to our constraints such as the power amplifier max-
imum output voltage and maximum voltage slew rate. In the context of
these constraints, the coil inductance and series resistance are important
parameters to optimize.

For many of our square wave and trapezoidal excitation experiments,
we have computed the voltage waveforms by solving the following convex
optimization:
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min
x

||Ax� y||2
2

s.t. x 2 X (5.13)

where the matrix A is the physics forward model (including RLC circuit
analysis and knowledge of the coil sensitivity) relating the magnetic field
produced by the coil (inductor) in response to an input voltage, x is the volt-
age waveform, y is the desired or target field waveform, such as a square
wave, and X is the constraint set imposed on x, including the maximum
voltage and maximum voltage slew rate.

Solutions to (5.13) are guaranteed optimal in an `
2

-norm sense and sub-
ject to uncertainty and error in construction of A. This general formulation
can be used to build any desired pMPI pulse sequences. Typically, our exci-
tation waveforms are periodic, as we apply the same excitation as we raster
across a FOV. This means we only need to solve the pre-emphasis convex
optimization for a single period, making the computation simple and fast,
even for long scans. To minimize error that does result from imperfect mod-
eling of A, output from the optimization problem is sometimes corrected
using a small number of iterations of a simple online negative feedback
control script.

5.3.2 Data Acquisition
In our experiments, we used a set of monodisperse SPIO tracers all pur-
chased from the same supplier (Imagion Biosystems, Ltd., Albuquerque,
NM, USA) with the following core sizes: 18.5, 21.6, 24.4, 27.4, and 32.1 nm.
We subjected samples of each tracer to a number of different encoding and
excitation conditions to build parametric data sets. These included excita-
tion amplitude (range: [1, 20] mT), steady-state hold time (range: [25, 750]
µs), and excitation rise time (range: [3, 380] µs)

All experimental samples consisted of 40 µL of stock tracer solution
placed in small PCR vials. While stock solutions contained tracer at differ-
ent concentrations, all data is reported with signal normalized by the mass
of iron in the sample for proper comparison.

Our AWR system shown in Fig. 5.3 is described in detail in our recent
work (Tay et al., 2016). Briefly, an inner solenoidal transmit coil is sepa-
rated from an outer solenoidal bias coil with a cylindrical copper shield, all
arranged coaxially. The transmit and bias coils provide the fast excitation
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(pMPI or sinusoidal waveforms) and a slowly varying DC offset field, re-
spectively. The biasing field allows us to query the response of a sample
across a large magnetic FOV and thus fully characterize the 1D PSF corre-
sponding to the sample. An inductive receive coil wound in a gradiometric
fashion is placed coaxial and internal to the transmit coil. A mechanical
tuning mechanism allows for on-demand adjustments to the relative ge-
ometry between the transmit and receive coils to maximize cancellation of
direct feedthrough. Unlike continuous wave MPI, there is no notch filter as-
sociated with a fundamental frequency. Instead the received signal passes
through a standard pre-amplifier (SR560, Stanford Research Systems, Inc.,
California, USA) in a broad band-pass setting. The pre-amplifier begins to
attenuate frequencies beyond 1MHz; we therefore constrained the received
bandwidth to less than 500 kHz. MATLAB (Mathworks, Inc., Natick, Mas-
sachusetts, USA) scripts were used to drive data acquisition. The output of
the SR560 pre-amplifier was sampled at 10MHz with a PCI-6115 12-bit ADC
(National Instruments, TX, USA).

All 1D excitation trajectories consisted of an (approximate) square wave,
trapezoidal, or sinusoidal excitation superposed with a linear bias field to
cover a magnetic FOV from -40 to 40 mT over a total single acquisition time
of 0.5–0.7 seconds. To improve SNR, up to 25 single acquisitions were taken
serially and averaged together, for a maximum of 17.5 seconds total acqui-
sition time per 1D trial. Additionally, void baseline scans with no sample
present, were taken for time domain baseline subtraction in reconstruction.
In general, three replicate trials were performed in each experiment to re-
port statistical variation in device performance.

5.3.3 Reconstruction
To reconstruct images in our pMPI x-space implementation, we first per-
form basic digital signal processing (DSP) on the digitized received voltage
waveform. This includes application of a digital filter with a 200� 500Hz
passband around each harmonic of the fundamental frequency (depend-
ing on the bias field slew rate), up to a maximum absolute frequency cut-
off of 500 kHz. With a fast slewing square wave excitation, the transmit
feedthrough, in a d/dt sense, is limited to a few µs after each step jump.
Due to the significant relaxation of larger core tracers, this can be sepa-
rated from the majority of the tracer signal. In such cases, this allows us
to retain most of the tracer signal without need for explicit feedthrough re-
moval or even baseline subtraction. Time-domain baseline subtraction is
a robust process with our AWR and so is generally performed to remove
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FIGURE 5.6: Square Wave data acquisition and image reconstruction using the AWR. (a) In
acquisition, a slowly-varying bias field allows us to sample a large magnetic FOV over time
with the faster square wave excitation (Tx). This pulse sequence leads to a dense sampling
of points in the applied magnetic field domain. (b) In a simple x-space reconstruction, we
can integrate the signal for each square wave half-period and grid this value to the mean
field location. In a final step we can interpolate the gridded data onto a desired 1D output
pixel grid. (c) The result is a 1D square wave PSF of the AWR sample in aggregate. If we
divide the applied field by an assumed linear gradient strength, we arrive at a 1D spatial
PSF.

the amount of feedthrough that does overlap along with any remaining
sources of interference. However, without time-domain baseline subtrac-
tion, feedthrough that remains in the signal translates to a global DC offset
in the reconstructed image domain. Using robust a priori assumptions of
zero signal at the edges of the imaging FOV, we can remove this global DC
without requiring a more complex partial FOV DC recovery as required in
sinusoidal x-space MPI (Lu et al., 2013).

Fig. 5.6 graphically illustrates the reconstruction process. In the AWR,
we sample the 1D applied field space during acquisition using a pulsed
excitation waveform superposed with a bias field ramp to cover a large
magnetic FOV. After DSP, we fold the signal into half-period chunks, in-
tegrate each chunk, and grid this value to a location in the magnetic field
domain: H

n

� �H where H
n

is the value of the total applied field (includ-
ing the bias field contribution) immediately prior to a step jump and �H
is the square wave amplitude. The result is a 1D PSF of the MPI signal
gridded against applied magnetic field space. �H may be positive or nega-
tive depending on the slew direction. We also note that the nature of pMPI
excitation (abrupt dynamic changes interspersed with quiescent periods)
as well as the integration step simplify phase coherence methods required
in x-space implementations. Precise identification of the initiation of each
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half-period excitation is typically easily obtained from the raw data itself.
Because no gradient fields are present in these 1D scans, the system col-

lapses the sample geometry to a point and the resulting PSF is representa-
tive for the sample in aggregate. We have previously described theoretically
and shown experimentally (Croft et al., 2016; Tay et al., 2016) that the 1D
PSF obtained using an x-space relaxometer corresponds directly to the 1D
PSF obtained in an imaging scanner after division by the gradient strength
of the scanner. We therefore plot some of our experimental 1D PSFs as a
function of position by assuming a 7 Tm�1 gradient, the gradient strength
of our highest resolution in house scanner (Goodwill et al., 2012a).

We have implemented our reconstruction algorithms in a variety of lan-
guages: MATLAB, Python, and Rust. MATLAB and Python are high level
interpreted languages with established numerical, I/O, and visualization
libraries. Rust is a lower level compiled language, in this sense similar to C,
that we sometimes leverage as a computationally efficient backend.

5.4 Experimental Results

5.4.1 Square Wave Signal, Resolution, and Comparison with
Sinusoidal MPI

Fig. 5.7 shows a direct comparison between sinusoidal MPI and pMPI in
terms of relaxation-induced and excitation direction-dependent asymmet-
ric blurring. Not only does relaxation reduce resolution in canonical MPI,
but it leads to skews in the direction of the excitation direction. This typi-
cally necessitates reconstructing separate images for each excitation direc-
tion used in acquisition using the x-space method. For constant excitation
with a sinusoid in one axis, this reduces to separate ‘positive’ and ‘negative’
images that are not easy to combine without harming resolution. Because
pMPI removes these effects of relaxation in the image domain, these asym-
metries do not appear. We achieve improved resolution, symmetric PSFs,
and no need to separately handle or reconstruct received signal based on
the excitation direction.

Fig. 5.8 shows experimental square wave MPI data and a comparison
with conventional sinusoidal MPI. Fig. 5.8(a) shows experimental square
wave pMPI PSFs for the 27.4 nm tracer excited with different excitation am-
plitudes. As predicted by the theory, the PSF shape, SNR, and resolution
are strongly affected by the choice of excitation amplitude, with the char-
acteristic rectangular blur prominent in the case of the largest excitation.
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Sinusoidal MPI:
Relaxation Induced Asymmetry

Pulsed MPI:
No Relaxation Asymmetries

Applied Field [mT] Applied Field [mT]

FIGURE 5.7: pMPI removes relaxation-induced asymmetries in the image. In canonical
sinusoidal MPI, the presence of significant relaxation reduces resolution due to a blur that
originates from time domain relaxation and that is asymmetric and directional with excita-
tion direction. In a typical x-space reconstruction, this will necessitate separate reconstruc-
tion for the positive and negative slewing components of the excitation waveform to avoid
worst-case naı̈ve averaging of the two. With this approach we get asymmetric skew and
image domain translations in the excitation direction along with reduced overall resolu-
tion. In pMPI, on the other hand, relaxation effects are removed, yielding native resolution,
a symmetric PSF, and no need to distinguish excitation directions in reconstruction.

Fig. 5.8(b) experimentally quantifies the relationship between FWHM reso-
lution and excitation amplitude, showing excellent agreement with the the-
ory, and Fig. 5.8(c) quantifies the experimental peak signal as a function of
excitation amplitude, also agreeing well with the theory.

Fig. 5.8(d) shows 1D PSFs obtained with the AWR for each of the trac-
ers but using conventional sinusoidal MPI excitation. Here we used the
standard f

0

= 25 kHz and 20mT excitation amplitude used in our imaging
systems. The effects of magnetic relaxation are apparent in the data: blur
and translation in the scanning direction that increases in severity as the
tracers get large. In the the most severe cases (the 32 nm sample), distortion
artifacts are present caused by large phase lags disrupting the reconstruc-
tion process. Fig. 5.8(e) shows pMPI PSFs obtained with the same samples
using 1 mT square wave excitation. The steady-state encoding of pMPI
leads to PSFs without blurring and translation from magnetic relaxation ef-
fects, and larger tracers produce narrower PSFs. Finally, Fig. 5.8(f) plots the
FWHM resolution for sinusoidal MPI, square wave pMPI, and the theoreti-
cal Langevin model. We see the characteristic inflection point around 25 nm
for sinusoidal excitation, leading to worse resolution for the larger tracers.
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FIGURE 5.8: Experimental square wave MPI and comparison with conventional methods.
(Top) Square wave MPI experimental results as a function of excitation amplitude and com-
parison with theory for 27 nm particles. (a) 1D PSFs using different exciation amplitudes
and normalized by tracer mass. Experimental data points overlaid on theoretical predic-
tions for (b) FWHM resolution and (c) peak signal as functions of excitation amplitude.
(Bottom) Experimental resolution comparison between conventional sinusoidal MPI (25
kHz and 20 mT) and square wave pulsed MPI (1 mT and 5 kHz fundamental square wave
frequency). (d) Sinusoidal data, (e) square wave data, (f) comparison of experimental si-
nusoidal MPI FWHM resolution, square wave pMPI FWHM resolution, and theoretical
Langevin prediction as a function of tracer core size.

In contrast, the square wave pMPI data points continue to follow the theo-
retical Langevin curve with a slight offset. The effect of the excitation am-
plitude means we only asymptotically approach the theoretical Langevin
resolution, leading to the observed minor offset.

5.4.2 Effects of Hold Time and Rise time in Square Wave
pMPI

Fig. 5.9 shows the effects of hold time and rise time in experimental square
and trapezoidal wave pMPI. Fig. 5.9(a) shows square wave pMPI PSFs con-
structed from acquisitions with square wave half-periods of 25 µs, 100 µs,
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FIGURE 5.9: Effects of hold time and rise time in experimental square wave MPI. (Top)
Square wave MPI experimental results as a function of hold time – the length of time at
a constant applied field to establish steady-state – and comparison with theory for 27 nm
particles. (a) 1D PSFs normalized by tracer mass. Experimental data points overlaid on
theoretical predictions for (b) FWHM resolution and (c) peak signal as a function of exci-
tation amplitude. The theoretical curves were constructed using a simple Debye model of
MPI relaxation. (Bottom) Experimental analysis of the effect of rise time using trapezoidal
excitation waveforms with different rise times. (d) Experimental excitation waveforms, (e)
pMPI PSFs, (f) Peak SNR as a function of the excitation rise time.

and 750 µs. A phenomenon of ‘peak depression’ is apparent for shorter
half-periods which reduces the FWHM resolution of the PSF as shown in
Fig. 5.9(b). The magnetic relaxation is a strong function of the applied field
strength. At low field strengths the relaxation time is longest and unable to
achieve steady-state conditions at, e.g., 25 or 100 µs. This reduces the sig-
nal at low fields, although steady-state may be achieved at the higher field
strengths where the higher magnetic torque leads to faster relaxation pro-
cesses. Fig. 5.9(c) quantifies the peak signal loss as a function of hold time
due to this peak depression effect. The theoretical curves of Fig. 5.9(b,c),
were constructed using a model of relaxation as a simple Debye process.
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Fig. 5.9(d) shows experimental pMPI excitation waveforms with varying
linear rise times. The shortest duration rise time, 3µs is effectively a square
wave. Trapezoidal waveforms with rise times of 10, 80, 150, and 380 µs are
also shown. Fig. 5.9(e) shows pMPI PSFs reconstructed from acquisitions
using excitation waveforms with the different rise times while Fig. 5.9(f)
shows how the peak signal varies with the rise time. There is essentially
no effect on PSF shape and FWHM resolution as a function of rise time.
PSF shape depends only on steady-state induction with a long enough hold
time. As long as this parameter is chosen to achieve steady-state as indi-
cated in Fig. 5.9(b), the desired FWHM resolution will be achieved. Longer
rise times do lead to a minor decrease in peak image domain signal due to
reduced SNR efficiency and our use of a fixed total scan time. In this case,
a longer rise time means we achieve fewer excitations per unit time. The
theoretical curve of Fig. 5.9(f) takes this into account.

5.5 Discussion

5.5.1 Breaking the Relaxation Wall with a New Encoding
Strategy

The theoretical results from derivation (5.11) as illustrated in Fig. 5.5 and
our experimental data in Fig. 5.8 show excellent agreement. We believe
this rigorously establishes a new encoding strategy in MPI that has many
new compelling features when compared with standard sinusoidal MPI.
Perhaps most importantly, for the first time, we have been able to follow the
Langevin steady-state predictions of resolution, even for large particles with
core sizes over 30 nm. In this respect, we have broken the ‘relaxation wall’
that has plagued canonical MPI. Accordingly, we experimentally report the
best ‘native’ (i.e. without explicit or implicit deconvolution) resolution we
have ever achieved in x-space MPI.

The ability of pMPI encoding and reconstruction to remove the deleteri-
ous effects of relaxation not only improves raw resolution metrics, but also
improves robustness of MPI in at least two more ways. First, pMPI removes
the asymmetry and skew imparted by relaxation on the PSF as illustrated
in Fig. 5.2 and Fig. 5.7. As further illustrated in Fig. 5.7, the asymmetric
skew in canonical MPI makes combining information associated with neg-
ative and positive slewing components of the excitation waveform difficult.
In practice, we often just use an image reconstructed from one or the other
as our final output, throwing away 50% of our data. While methods (e.g.,
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forward model approaches) may be used to combine the images, this has its
own costs and is sensitive to model error. As illustrated in Fig. 5.7, we can
effortlessly combine these data in pMPI due to the removal of the offending
relaxation asymmetry.

Second, the presence of significant relaxation in sinusoidal MPI com-
promises the linearity of the MPI signal, possibly in space- and condition-
variant ways. For example, the presence of disparate viscous environments
in an imaging FOV or use of different excitation amplitudes will augment
the tracer’s peak signal depending on the significance of relaxation effects.
We have isolated this effect in the pMPI analysis of Fig. 5.9, where insuffi-
ciently long readout periods leads to a ‘peak depression’ effect. In Chapter
3, we used these effects to enable color MPI multiplexing precisely by us-
ing small changes in peak signal intensity. At the same time, it also means
that nonlinearities in our signal intensity occur. When due to the excitation
amplitude, we can control and calibrate this; however, when due to spa-
tially varying environmental conditions, we cannot. In pMPI, the complete
removal of relaxation effects from the final image obviates this confound.

5.5.2 Scope of Theoretical Results
We believe the general applicability of the pMPI derivations in 5.2 is com-
pelling. The nature of magnetic relaxation behavior in MPI, especially in
the presence of multiple simultaneously active physical mechanisms, can
be very complex and is not well understood. However, the results of this
chapter pertain across a wide swathe of such physics, without any need
for explicitly accounting for them. We simply require a finite magnetic re-
laxation response and steady-state superparamagnetism. The only obvious
candidates that can violate this broad classification are aggregated ferro-
magnetic tracers.

To realize the pMPI theory, we must use excitation waveforms with
quiescent readout periods (e.g., square wave half-periods) longer than the
longest magnetic response time of the tracer. However, this is easily and
rigorously measured experimentally, without requiring a first principles
knowledge of the mechanics. As we will explore in more detail in the next
chapter, the signal evolution over the course of each quiescent readout pe-
riod is exactly a magnetic impulse response. Furthermore, as Fig. 5.9(a–c)
demonstrate, we can calibrate the required readout period length in a fast
1D parametric search using the AWR or a gradient-less scanner, looking for
convergence of resolution and peak signal as a function of readout time.
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Understanding the tracer physics from first principles will certainly ben-
efit pMPI and MPI at large, but we can proceed with pMPI confidently even
without such a specific knowledge of a tracer’s governing physics.

5.5.3 pMPI Advantages
The pMPI approach has allowed us to achieve Langevin resolution for large
tracers in the limit of small excitation amplitudes. In standard x-space MPI,
use of very small excitation amplitudes (e.g., 1 mT) is untenable, even if
desired. This is because by shrinking down the excitation amplitude (FFR
excursion per oscillation) generally, and well below the Langevin FWHM
in particular, the received signal energy is pushed more and more into the
first harmonic. First harmonic information is lost in all canonical sinusoidal
systems due to necessary excitation feedthrough mitigation strategies. So
use of smaller amplitudes in sinusoidal MPI leads to increasingly ill-posed
reconstruction. In pMPI, however, our use of fast transitions can realize
a temporal decoupling between excitation feedthrough and the tracer re-
sponse. In the limit of an ideal square wave, ideal system response, and
finite relaxing particles, we approach complete separability. In our real sys-
tems, there is some overlap between the two phenomena, but we have ob-
served separation of the majority of the signal energy even with our initial
systems.

Another advantage of the pMPI approach described herein is a new abil-
ity to continuously tradeoff resolution and SNR in a seamless way by chang-
ing the excitation amplitude. This is due to the unique relationship these
two parameters have with respect to the amplitude in pMPI. Specifically,
our integrated gridding reconstruction locally projects the received single
associated with each step excitation across the distance spanned by the ex-
citation. This leads to the appearance of the rectangular function blur in
our new imaging equation. A similar tradeoff is possible in canonical MPI
when using electromagnets by varying the linear gradient strength. How-
ever, having another tradeoff lever is useful generally, and specifically the
amplitude lever pertains when using permanent magnet systems and may
be more seamless to implement in practice compared to dynamically config-
urable electromagnets. Furthermore, the physically large, high inductance,
and high power gradient electromagnets cannot be dynamically modified
as fast as the excitation fields.
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5.5.4 pMPI Challenges
There are challenges associated with pMPI as we’ve outlined so far. Most
importantly, and as discussed in 5.2.4, in taking advantage of pMPI to al-
low us to realize very high resolution using larger tracers, we must accom-
modate the longer tracer relaxation with long square wave hold times that
allow us to approach steady-state conditions. Because this follows from the
fundamental physics of the tracer that is the basis of our signal in MPI, it
will ultimately impose limits on achievable SNR and SNR efficiency. This is
true both in pMPI as presented in this chapter as well as when using other
excitation strategies such as sinusoidal MPI with reduced excitation slew
rates.

One challenge specific to the square wave pMPI approach we described
in this chapter is the tradeoff between SNR and resolution imposed by the
rectangular blur that appears in our imaging equation. To achieve very high
resolutions in square wave pMPI, e.g., at or near the Langevin limit, we must
use very small excitation amplitudes. For example, in our experimental
data, we reduced the excitation amplitudes (1 mT) greatly compared to that
typically used in sinusoidal MPI (20 mT). This leads to reduced signal per
unit time than if we could use much higher amplitudes. We consider this
effect, however, an implementation detail of our simple integrated gridding
reconstruction method. Namely, we are locally projecting (spatial blurring)
all information associated with a square wave step excursion and do not
attempt to resolve information inside this range.

There are also practical, cf. theoretical, challenges associated with im-
plementing pMPI. Namely, the transmit and receive systems must be re-
designed from resonant chains to broadband systems capable of potentially
very rapid step-like excitations. The desire for highly sensitive and large
volume coils can be in conflict with, for example, the desire for low in-
ductance coils when implementing pre-emphasis and linear amplifier based
systems as presented here. Alternatively, resonant switcher circuits may be
employed. The strain of step response-like feedthrough on the receive sys-
tem may motivate the use of cross diodes, variable gain pre-amplifiers, and
other new receive chain features. In general, pMPI leads to a different set
of design parameters to optimize for when building excitation and receiver
systems. These new challenges have been explored deeply in other fields
and we do not see these challenges as more difficult than the canonical MPI
systems, only different.
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5.5.5 Other Sequence and Reconstruction Approaches
As described, our definition of pMPI is very broad, including a variety of
excitation waveforms constructed by composing the basic primitives of fast
transitions and constant field or readout periods. Here we only explored the
simplest of such waveforms: periodic square and trapezoidal waveforms.
With regards to SNR efficiency challenges, for example, it is quite possible
that more sophisticated pulsed waveforms could further mitigate this chal-
lenge while preserving the benefits of pMPI. More generally, we believe that
pMPI waveforms have a rich ability to manipulate and exploit the encoding
of the MPI signal during acquisition, perhaps one day providing a system
as rich as pulse sequence design in MRI which, among other things, can
manipulate contrast encoding due to the presence of T1 and T2 relaxation
parameters. Indeed, we believe there are many parallels between pMPI and
MRI sequencing in terms of encoding and the mathematics even though the
specific physics differ greatly in nature.

The amplitude-dependent blur of our current reconstruction method
arises because we do not try to spatially disambiguate any of the signal as-
sociated with a square wave half-period. By integrating the total signal and
gridding this value to a single pixel, we are locally projecting all spatial in-
formation over the size of the excitation amplitude. We expect to be able to
discriminate spatial information inside of a half-period in the future, which
will release us from the amplitude based SNR limitations of this chapter.
For example, we may be able to use much larger amplitudes and perform
projection reconstruction, locally or globally, to recover this spatial infor-
mation. More exotic approaches such as excitation along the line of an FFL
system may also be possible.

5.5.6 Safety
We have left the assessment of safety (e.g., considerations at the human
scale) outside the scope of this chapter. At a basic and intuitive level, how-
ever, we do not expect this to be an issue. Or at least we expect the flexibility
in our excitation parameters will allow us to conform to the imposed limita-
tions. The low amplitudes and long static readout periods described in this
chapter may be viewed as a relatively low energy and low duty cycle excita-
tion waveform when considering RMS safety in terms of specific absorption
rate (SAR) energy deposition. Furthermore, when using very rapid step ex-
citations, as in the case of a square wave, the high frequency nature of the
step jump should generally remain outside of the frequency range known
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to elicit a magnetostimulation response. Nonetheless, in our future work,
we will explore this in more detail both theoretically and experimentally.

5.6 Conclusions
We have described a new signal encoding and acquisition strategy, pulsed
MPI. We derived fundamental signal and imaging equations in 1D and con-
firmed the predictions of the derivations with experimental 1D data. pMPI
allows us to break the ‘relaxation wall’ encountered in canonical MPI by re-
moving the deleterious effects of magnetic relaxation on the MPI image,
allowing us to achieve continued resolution improvement with increase
tracer core size, even for tracers larger than 30 nm. With this development
we have showed native 1D MPI FWHM resolution below 500µm for the first
time. Additionally, our derivations show that these achievements of pMPI
encoding apply generally to MPI tracers regardless of the specific nature of
their relaxation.

pMPI provides other new advantages, such as an ability to significantly
decouple excitation feedthrough from the tracer response, and an ability
to seamlessly use received signal associated with any arbitrary excitation
direction when producing a single output image. We have also contem-
plated new challenges associated with square wave pMPI such as reduced
SNR efficiency in some cases and requirements for new transmit and re-
ceive system design. Here we have assessed only the simplest square and
trapezoidal pMPI pulse sequences in our initial description. We expect that
future developments will demonstrate myriad pMPI pulse sequences that
further exploit aspects of MPI signal encoding, perhaps in ways similar to
T1 and T2 relaxation contrast in MRI.

Future work will demonstrate pMPI in multidimensional imaging, ex-
plore the ability to quantify and exploit the relaxation information encoded
directly in the readout periods of pMPI acquisition, rigorously analyze safety
considerations, and explore novel and more sophisticated pMPI pulse se-
quences.
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Chapter 6

Pulsed MPI Relaxation Imaging in
1D

In this chapter we explore ways of measuring and exploiting relaxation in
1D pMPI. This is in contrast to Chapter 5 where we concerned ourselves
only with removing deleterious effects of relaxation. We first describe and
develop theoretical models for field-dependent Néel and Brownian relax-
ation. Using these models and our square wave signal and imaging equa-
tions from Chapter 5, we then propose methods to construct relaxation im-
ages and quantify magnetic relaxation. We also propose methods to com-
bine the relaxation spatial encoding in pMPI with standard square wave
imaging for improved resolution using what we call ‘relaxation weighting’
techniques. We describe these methods using signal and imaging equation
derivations as appropriate. We then demonstrate and evaluate these pro-
posed techniques with proof-of-concept experiments. We show that exper-
imental data aligns well with our theoretical framework, show compelling
capabilities to quantify the effect microenvironmental variables such as vis-
cosity, pH, and binding have on magnetic relaxation, and show the ability
to improve resolution to less than 300 µm and beyond the limits of Langevin
theory using relaxation weighting methods. We conclude with a lengthy
discussion of the results that contemplates various issues and unexpected
behavior that we observed and propose various future directions to follow
this initial work. We believe these results introduce and demonstrate pow-
erful new methods of exploiting magnetic relaxation that pMPI can provide
over canonical continuous wave methods. To us, these approaches are es-
pecially exciting because they are due to new usage of fundamental physics
– the best kind of improvement. However, it is very important to follow up
on these early results in more detail and, especially, in a multi-dimensional
imaging format.
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6.1 Introduction
In the previous chapter, we described a new approach to signal encoding
and acquisition in MPI we call pulsed MPI. In particular, we focused on
rigorously developing a new imaging equation that encodes only steady-
state tracer magnetization in the final image, allowing us to overcome previ-
ous relaxation-induced resolution limitations in canonical continuous wave
MPI. In particular, the square wave paradigm we described provides com-
plete removal of relaxation effects from the final output image. Insofar as
these effects are deleterious, such as secondary blurs and signal nonlineari-
ties, this is desirable. On the other hand, Section I illustrated how relaxation
information can be used to enhance desirable image contrast and provide
colorized multiplexing. In this chapter, we will explore in detail the second
half of the story told in the last chapter – how pMPI offers unprecedented
new ways of encoding and exploiting magnetic relaxation.

We first show that we can produce new types of MPI images, relaxation
images, that quantify magnetic relaxation on a per pixel basis using the
same square wave acquisition described in chapter 5. In this manner, we
can fully orthogonalize our inspection of steady-state Langevin physics, as
in chapter 5, and our inspection of relaxation-based information, both de-
rived from the same data set. We will contrast this approach to our similar
approach explored for continuous wave MPI in chapter 2.

We will then describe the first non-square wave pMPI pulse sequence:
Using a ‘steady-state recovery’ sequence that allows us to sensitively quan-
tify parameters such as environmental viscosity and tracer binding state
that affect relaxation dynamics. Our discussion of this new sequence also
serves to introduce the myriad possibilities of more sophisticated pulse se-
quencing in pMPI.

Finally, we will show that pMPI allows us to combine relaxation phe-
nomena and Langevin phenomena (i.e., not keep them orthogonal) in ways
that can improve native resolution well below the previously fundamental
Langevin limit. The fundamental physics enabling this is a second spatio-
temporal encoding provided by relaxation (and distinct from the steady-
state spatio-temporal encoding described by the Langevin equation). By
moving beyond the strictures of single tone AC excitation, pMPI is a much
more capable platform for exploiting the rich physics provided by MPI trac-
ers. The greatly improved resolution and new SNR-resolution tradeoffs we
describe are accomplished through encoding and exploiting raw physics
– an approach, as we discussed in Chapter 1, that we deem preferable to
model-based postprocessing techniques such as deconvolution.
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FIGURE 6.1: Field and position dependent MPI relaxation in pulsed MPI. (a) Consider
tracer located at three different positions relative to the MPI FFR isocenter during a pMPI
step excitation. (b) Both the total signal energy (from steady-state Langevin M-H curve)
and the relaxation dynamics depend on location and thus applied field via the gradient
fields of MPI. (c) In an imaging context, the inductive Rx in MPI superposes these contri-
butions. Early stage signal will be weighted relatively more by tracer farther from the FFR
while later stage signal will be composed almost solely of signal from tracer nearer the FFR.
This is a second spatio-temporal encoding, independent of the Langevin spatio-temporal
encoding, that we can exploit.

6.2 Field Dependent Relaxation Models
In Chapter 5 we showed that the implications of establishing steady-state
during periods of temporally constant applied field in pMPI were applica-
ble generally, regardless of the nature of the magnetic relaxation physics. In
this chapter, we consider quantifying and exploiting magnetic relaxation.
While it is still possible to measure and report relaxation information with-
out specific knowledge of relaxation physics, optimizing pulse sequence de-
sign to most effectively achieve these goals, choosing proper quantification
metrics, and properly interpreting the results motivate a more explicit un-
derstanding or modeling of relaxation phenomena.

Perhaps the most important feature of magnetic relaxation physics that
underly the methods in this chapter is a strong dependence on the applied
field strength. In Chapter 2, we showed a first attempt at ‘relaxation maps’
that capture this field dependence by gridding adjacent pFOV cross corre-
lation delays against the mean applied field. In this chapter, we will explore
field dependent relaxation in much more detail, including both theoreti-
cal and empirical analysis. Much of the literature of magnetic nanoparticle
physics is concerned with activity in the absence of an applied field, but
MPI involves high total applied magnetic field magnitudes, large magnetic
field gradients, and rapid temporal shifts in these fields – a complex applied

121



Chapter 6. Pulsed MPI Relaxation Imaging in 1D

field space. One of the reasons it has been difficult to fully understand MPI
relaxation phenomena in general is this complexity of the applied field.

Fig. 6.1 describes how field-dependent relaxation manifests in pMPI. In
the previous chapter, we showed mathematically that the raw time domain
MPI signal after an ideal step excitation is exactly the magnetic relaxation
impulse response. As we will show, we can directly measure or fit a relax-
ation parameter of merit for each half-period of our square wave excitation
and grid this value to the mean location of the total field. This is a much
better approach than the relaxation maps constructed from sinusoidal ex-
citation because we can directly evaluate the relaxation impulse response
at a specific location of the FFR. In contrast, the cross-correlation technique
of Chapter 2 is a relatively indirect measure that is averaged over an entire
excitation oscillation.

Fig. 6.1(b) shows experimental data where the impulse response and its
field-dependent nature are apparent. Tracer farther away from the FFR dur-
ing a square half-period step excitation will contribute a relatively small
(e.g., integrated) total signal over the duration of the half-period due to near
Langevin saturation but will be characterized by the fastest relaxation times
due to the strong field-dependence of magnetic relaxation. Signal closer to
the FFR will exhibit the opposite behavior – large total signal magnitude
evolving more slowly over time. Furthermore, as Fig. 6.1(c) depicts, this
field-dependent relaxation (and position-dependent in the presence of an
MPI gradient field) leads to a spatio-temporal encoding independent of the
core Langevin spatio-temporal encoding. We will take advantage of this
phenomenon in this chapter.

First we consider how we might model the field dependence of the MPI
signal. We will build models of the two relaxation mechanisms that typi-
cally dominate MPI tracers: Néel and Brownian. Both of these mechanisms
are known to have a strong dependence on the applied field (Arami et al.,
2013; Deissler, Wu, and Martens, 2014).

6.2.1 Néel Relaxation
The literature describes various Néel models, often derived from an initial
Fokker-Planck starting point. We begin with the zero field expression for
the Néel time constant (Deissler, Wu, and Martens, 2014):

⌧
N

(0) =

p
⇡�(1 + ↵2)M

sat

4�↵(�K)3/2
· exp(�K) (6.1)
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where V
c

is the magnetic core volume of the tracer in [m3], k is Boltzmann’s
constant in [JK�1], T is the ambient temperature in [K], and � = V

c

/kT in
[m3 J�1]; ↵ is a a dimensionless damping constant, M

sat

is the tracer satura-
tion magnetization in [Am�1] or equivalently [Jm�3 T�1]; � is the electron
gyromagnetic ratio in [rad s�1 T�1]; and K is the tracer anisotropy constant
in [Jm�3].

We now consider Néel relaxation in the presence of a non-zero applied
field. Deissler et al. (Deissler, Wu, and Martens, 2014) report that a high
barrier approximation for the Néel relaxation time associated with a mag-
netic step excitation initially provided by Brown (Brown Jr, 1963) agrees
well with numerical simulations of the base Fokker-Planck derivation:
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where H
k

is a normalized and dimensionless applied field value: H
k

=
M

sat

B/2K, B is the applied field magnitude in [T], ↵
K

= 2K� is a dimen-
sionless constant, and we have the relation
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An important ramification of this result is that we should expect Néel time
constants to be vary strongly with the locally applied field strength.

6.2.2 Brownian Relaxation
The perhaps more intuitively accessible Brownian physics can be under-
stood as the attempt of the magnetic nanoparticle to physically rotate in
space to align with the applied field, driven by the magnetic torque from
the applied field and opposed by viscous resistance and stochastic torques
imparted by the Brownian motion of the surrounding solvent. Accordingly,
we can model Brownian physics in one dimension with a torque balance
equation (Raible and Engel, 2004):

I ✓̈(t) = �M
sat

V
c

B(t) sin(✓(t))� 6⌘V
h

✓̇(t) +
p
2Dw(t) (6.3)
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where I in [kgm2] is the magnetic nanoparticle’s moment of inertia, ✓(t) is
the angle between the moment of the particle and the applied field, ⌘ is the
viscosity in [Pa s], V

h

in [m3] is the hydrodynamic volume of the nanopar-
ticle, and the expression

p
2Dw(t) with hw(t)i = 0 is a stochastic term that

represents the torque imparted on the particle by the Brownian motion of
the solvent. While rigorously a deterministic function of the trajectories of
all interacting solvent molecules, our practical inability to obtain this de-
tailed information motivates use of a stochastic term that captures the ag-
gregate behavior.

The nonlinear and inhomogeneous equation (6.3) can be solved numeri-
cally for arbitrary magnetic field trajectory B(t), but here we focus on square
wave-like excitation and consider the evolution of the tracer state over a
single square wave half-period such that B(T ) = B is constant. We further
simplify this equation by assuming negligible inertia (I ⇡ 0), which is well
motivated for the very small magnetic nanoparticles used in MPI. Further-
more, we make the small angle approximation such that sin(✓(t)) ! ✓(t)
and neglect the effects of stochastic Brownian motion. The small angle ap-
proximation is, in general, not well motivated to describe the dynamics gen-
erally. But our goal here it to obtain an approximate understanding of the
expected behavior, and these last two steps provide a pathway to simplified
analytical solution: We are left with a first order homogeneous differential
equation that is readily solvable, yielding an exponential solution:

⌧
Bo

(B) =
6⌘V

h

M
sat

BV
c

����
B>0

(6.4)

where the subscript ‘o’ indicates this is an overdamped solution. In this
context, our model predicts a Brownian time constant that is inversely pro-
portional to the applied field strength, proportional to the viscosity, and
proportional to the ratio of the hydrodynamic and magnetic core volumes.
These latter two predictions indicate that MPI tracers with significant Brow-
nian character can report physiologic and microenvironmental state, and
that we can easily modify this behavior by modifying the tracer shell char-
acteristics. Equation (6.4) approaches infinity in the limit of small applied
field strengths. The zero-field Brownian relaxation time is widely reported
as:

⌧
B

(0) =
3⌘V

h

kT
(6.5)

which is a statement that, under no applied field conditions, the stochastic
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Brownian torques will eventually drive a population of tracers that were
previously polarized by a non-zero applied field to zero net magnetization.
To model Brownian relaxation maps, we combine this zero-field expression
with our derived field-dependent expression as follows. This effectively re-
introduces the effects of the stochastic Brownian term, which we ignored
earlier, to govern very low field conditions:

⌧̂
Bo

(B) =
3⌘V

h

(1/2)M
sat

BV
c

+ kT
(6.6)

where this equation reduces to (6.5) in the limit of small applied fields and
reduces to (6.4) in the limit of large applied fields.

Finally, we also consider a simplified underdamped case for Brownian
relaxation, where for very large particles, inertia is non-negligible. In this
case, ignoring the stochastic term is also well motivated. If we again make
the small angle approximation, we can solve the manifest second order ho-
mogeneous equation that arises with relaxation time envelope (here under-
damping leads to ringing) characterized by the time constant:

⌧
Bu

(B) =
I

3⌘V
h

(6.7)

where the subscript ‘u’ indicates this is an underdamped solution. Interest-
ingly, in this regime, the model predicts an inversely proportional relation-
ship between relaxation time and viscosity, the opposite of the overdamped
case. The model also predicts no dependence on the step excitation strength
or core volume, only on the hydrodynamic volume. While this expression
should not apply for any of the currently used MPI tracers, we will run
macroscopic experiments to confirm the relationship.

6.2.3 Visualizing Model Predictions
It is common in the literature to model the observed relaxation as the par-
allel combination of the Néel and Brownian relaxation times (Deissler, Wu,
and Martens, 2014):

⌧(B) =
⌧
N

(B) · ⌧
B

(B)

⌧
N

(B) + ⌧
B

(B)
(6.8)

The accuracy and applicability of this parallel model, however, have
been questioned because, among other things, it assumes that the Néel and
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FIGURE 6.2: Magnetic relaxation field dependencies predicted by theoretical models.
(a) Depiction of Néel relaxation with internal realignment of the moment cf. Brown-
ian relaxation with physical rotation of the entire particle. (b) Model predictions using
the following parameters: 20 nm magnetic core, 10 nm polymer shell, ambient temper-
ature of 300 K, magnetic damping coefficient ↵ = 0.1, electronic gyromagnetic ratio,
�1.75e11 [rad s�1 T�1], magnetic anisotropy constant K = 11000 [Jm�3], magnetic satu-
ration Msat = 474000 [Jm�3 T�1], and viscosity ⌘ = 1.0049 [mPa s]. (c) Néel relaxation
map dependence on core size. (d) Brownian relaxation map dependence on core size with
fixed shell thickness. (e) Brownian relaxation map dependence on shell thickness with
fixed core size.

Brownian mechanisms are fully decoupled, which is not necessarily the case
(Deissler, Wu, and Martens, 2014).

Fig. 6.2 visualizes these field dependent derivations. Fig. 6.2(a) depicts
the different nature of Néel vs. Brownian relaxation mechanisms (internal
moment realignment vs. physical particle rotation, respectively). Fig. 6.2(b)
shows the model predictions for the following base parameter values: 20
nm magnetic core, 10 nm polymer shell, ambient temperature of 300 K,
magnetic damping coefficient ↵ = 0.1, electronic gyromagnetic ratio, � =
1.75 ⇥ 1011 [rad s�1 T�1], magnetic anisotropy constant K = 11 000 [Jm�3],
magnetic saturation M

sat

= 474 000 [Jm�3 T�1], and viscosity ⌘ = 1.0049
[mPa s]. The Néel, Brownian, and parallel combination of the two are all
plotted.

126



Chapter 6. Pulsed MPI Relaxation Imaging in 1D

Fig. 6.2(c) demonstrates the significant predicted sensitivity of the Néel
relaxation maps on magnetic core size, Fig. 6.2(d) demonstrates the rela-
tively minor predicted sensitivity of the Brownian relaxation maps on core
size, and Fig. 6.2(e) demonstrates the significant sensitivity of the Brownian
relaxation maps on the tracer shell thickness predicted by our model.

In addition to being derived with explicit simplifying assumptions we
listed previously, these models include a number of parameters that are dif-
ficult to measure precisely for tracers of interest and the situation is further
complicated by the significant parameter polydispersity and non-ideality
that exists in real tracer samples. For these reasons, we are not necessar-
ily interested in the exact absolute values of relaxation times predicted by
these models. However, we believe the gross shape, patterns, and relative
parameter sensitivities are instructive. In this context, we make the follow-
ing observations:

• Néel relaxation and Brownian relaxation times can be very similar in
the MPI tracer regime of 15–30 nm. For example, the model predicts a
‘crossover’ event whereby the zero field Néel time constant becomes
longer than the zero field Brownian time constant in this range.

• The Néel relaxation maps have a much stronger sensitivity to the ap-
plied field strength. Thus, while for larger core sizes the zero field
Néel relaxation time may be orders of magnitude larger than the zero
field Brownian relaxation time, the situation may be reversed for high
field strengths (e.g., � 10 mT). This implies a high degree of crossover
and mixing of mechanism dominance in the complex applied field ge-
ometries encountered in every MPI excitation trajectory.

• Brownian relaxation is much less sensitive to the magnetic core size,
but is very sensitive to the shell thickness, or core-to-shell ratio. As
an internal process, Néel phenomena are expected to have no depen-
dence on the nature of the shell. This means there should be great
flexibility in tuning Brownian behavior by tracer shell functionaliza-
tion.

6.3 Using Relaxation Information in pMPI
With this modeling apparatus in place, we now consider how to exploit
magnetic relaxation information in pMPI. First we consider ways of mea-
suring/fitting/quantifying relaxation information in pMPI and reporting
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this information in an imaging or sensing format. In this context, we are
considering methods orthogonal to the tracer mass imaging of Chapter 5
and akin to the relaxation maps we constructed in Chapter 2. We then con-
sider how we might incorporate relaxation information into the tracer mass
imaging to benefit parameters of merit such as resolution.

6.3.1 Orthogonal Relaxation Imaging Approaches
In Chapter 2, we explored gridding time delays between adjacent sinu-
soidal excitation half-periods against the mean location of the FFR in 1D.
Although this method is indirect and blurs together relaxation informa-
tion across the whole sinusoidal oscillation, this did provide us with our
first relaxation maps and an MPI image distinct from the standard tracer
mass/concentration images. These relaxation maps may be valuable on
their own or may be overlayed or otherwise combined with the standard
tracer mass image from the same dataset (e.g., used to fit an N-compartment
model for color MPI as in chapter 3). Using pMPI encoding, we can pro-
duce more resolved relaxation maps that directly report information about
the tracers’ impulse response(s).

We will explore two distinct approaches to reconstructing relaxation maps
and measuring relaxation behavior in pMPI: square wave impulse response
maps and steady-state recovery analysis.

Square Wave Impulse Response Fitting

In the case of square wave pMPI, the raw time domain signal associated
with each half-period is a superposition of the impulse response of the
tracer distribution in space, weighted both by the Langevin function (the
change in magnetization from the initial field state to the stepped-to field
state) and the field dependence of relaxation. In Fig. 6.3(a), raw time do-
main data associated with a single half-period of a square wave excitation
is shown. We can easily fit the data to a parameter of merit, such as a single
exponential time constant as shown.

Beginning with the raw time domain voltage equation from chapter 5
for 1D square wave excitation, associated with each n-th half period of the
square wave, we have:

s
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Directly measure/fit raw received data associated
with each square wave half-period, which is exactly
a (spatially weighted) relaxation impulse response.

Expose the tracer to a train of short pulses, each
separated by increasingly longer inter-pulse periods.
The quiescent time to achieve steady-state can be
measured or fit from the raw data.

FIGURE 6.3: Raw time domain encoding of relaxation information in pMPI examples. (a)
In square wave pMPI, the time domain signal associated with a square wave half-period
is exactly the (spatially weighted) magnetic impulse response for the tracer stimulated by
the step excitation. (b) Alternatively, we can consider a more complex pMPI excitation
waveform in which short pulses are applied with longer and longer inter-pulse quiescent
hold periods. We can then measure the inter-pulse time required to achieve steady-state.

for the square wave pMPI signal equation. Let:

h̄
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(t) = B
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(t, u� u
n

) du

Now we make two assumptions: 1) our magnetic relaxation dynamics can
be modeled by field-dependent impulse responses with an exponential form
(as in the prior theoretical analysis of Néel and Brownian physics) and 2) we
can approximate a weighted sum of exponentials as a single aggregate ex-
ponential. Then:
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where we have equated the integration of weighted exponentials to a sin-
gle exponential with amplitude A and weighted time constant ⌧ and �t =
t
n+1

� t
n

is the square wave half-period. We can further impose A
n

=
⌧�1

n

(e.g., a Debye model). This is motivated because we know that after
achieving steady-state, the integration of the raw time domain signal must
equal the steady-state difference in magnetization before and after our step
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FIGURE 6.4: Relaxation imaging in 1D with square wave pMPI – relaxation maps. (a) We
use a simple pulse sequence consisting of a periodic square wave excitation waveform and
a linearly ramping bias field to cover the full 1D magnetic FOV. (b) The raw time domain
data associated with each half-period reveals the magnetic relaxation impulse response
associated with a fixed applied field value. We can fit this to a model of our choosing, e.g.,
an exponential time constant, and grid the results against the mean location of the applied
field producing a relaxation map or 1D relaxation image as shown in (c). This represents a
new type of image, distinct from the standard tracer mass/concentration image and which
may contain rich physiologic contrast.

excitation. This is true for tracer evolution at a given point and in ag-
gregate. This requires

R1
0

h̄
m

(t) = B
1

�M
n

. In this context, we note thatR1
0

⌧�1exp(�t/⌧) = 1 and so we must have A
n

= ⌧�1

n

in our model. Because
we have access to the full steady-state data, we can integrate the area un-
der the entire half-period to isolate B

1

�M
n

, allowing us to divide by these
values before fitting against our raw data. Finally, then, we can isolate the
weighted time constant through various fitting approaches, such as linear
regression in ln-space. Let
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Then we estimate our 1D relaxation map as:
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In this manner, we can calculate a single value characterizing magnetic
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FIGURE 6.5: Relaxation analysis with pMPI steady-state recovery pulse sequence. (a) A
simplified depiction of the tracer response to a train of excitation pulses separated by in-
creasingly longer inter-pulse periods. This allows us to query how long it takes for the
tracer distribution to fully establish steady-state conditions. For a Brownian-dominant
tracer, any changes to microenvironmental state, such as viscosity, binding, or similar pa-
rameters, will change the time required for steady-state induction. (b) Experimental data
showing a tracer’s MPI response to a steady-state recovery sequence as a function of vis-
cosity.

relaxation associated with each square wave half-period. Fig. 6.4 shows
how this fits into an overall reconstruction strategy to produce a relaxation
image using our AWR. In the simplified case of a relaxometer, we need only
the square wave excitation waveform and a linearly ramping bias wave-
form as depicted in Fig. 6.4(a). We then fit a single parameter of merit for
each square wave half-period as in (6.12) and grid to the mean field location
as depicted in Fig. 6.4(b). After interpolating to a desired output pixel grid,
the result is our relaxation image as illustrated in Fig. 6.4(c) which shows
the simulation of a relaxation map from our Néel model.

Steady-State Recovery Sequence

Fig. 6.5 describes a steady-state recovery pMPI pulse sequence. This se-
quence is different than the square wave pulse sequence we have described
thus far. Namely, instead of alternating step excitations, we expose the
tracer distribution to a series of short pulses with increasing hold times in
between. Fig. 6.5(a) depicts a simplified version of how the tracer magneti-
zation might evolve when a sample with significant Brownian character is
exposed to a steady-state recovery pulse sequence under high and low vis-
cosity conditions. The inter-pulse period required to achieve steady-state
magnetization in between excitation pulses is longer for the case of high

131



Chapter 6. Pulsed MPI Relaxation Imaging in 1D

viscosity. In general this time is another view of the tracer’s magnetic relax-
ation dynamics. In the limit of simple single exponential relaxation models,
this approach should yield data identical to the square wave impulse re-
sponse fitting approach.

Fig. 6.5(b) shows raw time domain experimental data for an MPI tracer
exposed to a steady-state recovery pulse sequence when placed in three dif-
ferent viscous environments. The tracer’s magnetic dynamics and sensitiv-
ity to viscosity are revealed both in terms of the time required to achieve
the maximum signal following a pulse (when steady-state is not achieved
during an inter-pulse period, the following response to a pulsed excitation
will be reduced) and the envelope of pulsed excitation responses over time.

We can analyze the MPI signal during a steady-state recovery sequence
by first considering the magnetization. As in chapter 5, we assume ideal
rectangular pulses and LTI magnetic relaxation characterized by impulse
response h

m

and step response r
m

. The magnetization evolution during
the application of the n-th pulse of a series of pulses, each with arbitrary
duration, and of which our steady-state recovery sequence is one example,
can be naturally expressed as a recurrence relation:
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where �M
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, x), M ss
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(x) is the steady-state
magnetization associated with the n-th pulse location, and r
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(t, x) is the
magnetic relaxation step response. In general, because no pulse necessarily
achieves steady-state, �M
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As in chapter 5, assuming MPI inductive signal reception, we can map these
magnetization relations to received signal voltages:
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FIGURE 6.6: Temporal relaxation weighting in 1D square wave pMPI. (a) We consider a 1D
square wave excitation identical to that described in Chapter 5. (b) During reconstruction,
instead of integrating the full area under each half-period, we integrate only a window
comprising the final portion of the signal. Here we are exploiting the relaxation spatio-
temporal encoding. Signal farther from the FFR relaxes quickly due to the high applied
field. We are selectively emphasizing tracer nearest to the FFR with this approach. (c) The
resulting gridded image will have greatly improved resolution and attenuated tails. By
throwing out a large portion of the signal, however, we will pay an SNR penalty.

Note that as the inter-pulse period tends large, we have �M
n

(x) !
�M ss

n

(x) 8x and we observe convergence to steady-state and thus the largest
response to the excitation pulses as observed in Fig. 6.3(b) and Fig. 6.5. We
can quantify the relaxation dynamics from this steady-state recovery data
using various approaches. For example, if we assume an exponential model
as we did in (6.12), then we can fit the exponential envelope of the raw data
to a single time constant using linear regression.

6.3.2 Combining Tracer Mass and Relaxation Imaging
Being able to separate relaxation information and tracer mass information
is very powerful, and this is an important area of difference between canon-
ical sinusoidal MPI and pMPI. But we can also combine the two in spe-
cific ways in pMPI to greatly improve parameters of merit such as reso-
lution. They key is exploiting the distinct spatio-temporal encoding from
field-dependent relaxation that is illustrated in Fig. 6.1(b,c).

Temporal Relaxation Weighting

Fig. 6.6 illustrates our temporal relaxation weighting method, which is able
to greatly improve imaging resolution and remove the ‘long tails’ associated
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with the standard Langevin PSF, all at a cost of SNR. Instead of integrat-
ing the entire received signal associated with each square wave half-period
signal, we only integrate area under a specific window. In particular, we
choose a window offset from the beginning of the half-period, only using
some final fraction of the signal in our reconstruction. This is motivated by
Fig. 6.1(c) and illustrated in Fig. 6.6(b).

From our established theory, we can express the effect of reconstruct-
ing using such a window as follows. We begin with the signal equation of
chapter 5:
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where, s
rlx

(n) is the windowed time domain signal associated with the n-th
square wave half-period. unlike in Chapter 5, we do not integrate the relax-
ation impulse response h

m

to unity because our initial temporal integration
bound, t

n

+t
w

is offset by a window threshold t
w

where t
w

> 0 in the general
case.

We can derive the precise expression for our weighting function w
n

as
follows (the subscript n indicates that the field- and position-dependent re-
laxation is centered about the location of the FFR isocenter specific to each
n-th square wave half-period). Assessing a given half-period excitation, we
let t

n

7! 0 and t
n+1

7! 1where we are assuming the half-period fully estab-
lishes steady-state conditions, as in chapter 5. As before, we also assume a
general exponential form of the impulse response, but we let the time con-
stant vary over 1D space. Then:
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FIGURE 6.7: Temporal relaxation weighting theory and predictions. By simply windowing
the received time domain signal associated with each square wave half-period in pMPI,
we can exploit relaxation spatio-temporal encoding for improved resolution. The theory
predicts a PSF that is the multiplication of a weighting function and the steady-state PSF.
(a) The weighting function for a window covering the latter part of the Rx signal, specified
by the window threshold tw. (b) The weighting function for a window covering the initial
part of the Rx signal. (c) Simulated PSFs for a 27 nm tracer with a 35 nm polymer shell
(Brownian dominant). When using only the latter part of the signal, we get a sharper PSF,
while using the initial part of the signal yields a more poorly resolved PSF than when using
no window at all. The sum of the separately reconstructed PSFs is precisely equal to the
image reconstructed with no windowing.
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where we see that the weighting introduced by our selective integration
is an exponentiated version of our magnetic relaxation map ⌧(x). We fur-
ther note that the signal associated with the initial region of received signal,
(t

n+1

� t > t
n

+ t
w

), which we have excluded, is given by:

w
init

(x) = 1� w(x) = 1� e�tw/⌧(x) (6.17)

and in general, the raw received signal may be broken up into N non-
overlapping regions, each with a separate exponential weighting function.
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The linearity of our system implies that the sum of all images, each recon-
structed from data associated with a separate and non-overlapping win-
dow, should exactly equal a single image reconstructed from the full dataset
without any windowing, i.e., the windowed images represent a simple basis
set.

Returning to (6.15):
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where all definitions are the same as in chapter 5, e.g., 2�x = x
n

� x
n�1

. We
can express this as a new imaging equation:

136



Chapter 6. Pulsed MPI Relaxation Imaging in 1D

⇢̂
rlx

(x) =
s
rlx

(n)

B
1

m

= ⇢(x)
x⇤
⇣
L̇(kGx)

x⇤ u
⇣ x

2�x

⌘
w(x+�x)

⌘����
x=xn��x

= ⇢(x)
x⇤ (h

ss

(x)w(x))

= ⇢(x)
x⇤
�
h
ss

(x) · e�tw/⌧(x+�x)

�����
x=xn��x

= ⇢(x)
x⇤ h

rlx

(x)

����
x=xn��x

(6.19)

where h
ss

(x) is the steady-state PSF derived in chapter 5. We have arrived at
a new relaxation-weighted PSF, in which the steady-state PSF is multiplied
by an exponentiated function of the tracer’s relaxation map, with a window
threshold value t

w

dictating the exact sharpness of this relaxation weighted
function. Fig. 6.7 visualizes aspects of this derivation. In Fig. 6.7(a) we see
different peak-normalized weighting functions, w(x), for various window
threshold values, t

w

, while Fig. 6.7(b) shows weighting functions for the ini-
tial part of the received signal (w

init

). The ‘one minus’ relationship between
the two is apparent and we can see that multiplication of the steady-state
PSF by the former will yield a sharper PSF and multiplication by the latter
will yield an expanded PSF. Fig. 6.7(c) shows simulated predictions for the
new relaxation-weighted PSFs from these windows for a 27 nm tracer with
a 35 nm shell.

We summarize some of the ramifications of this new imaging PSF:

• By leveraging relaxation spatio-temporal encoding, we are predicted
to be able to achieve far better than Langevin resolution by simply
windowing our received data before reconstruction.

• We will pay an SNR penalty to achieve this improved resolution as we
are discarding signal to achieve this result. In general, by sliding the
window threshold around, we can continuously tradeoff resolution
and SNR.

• Unlike post-processing strategies such as deconvolution, we are lever-
aging a basic encoding of the physics. The windowing process re-
quires no a priori knowledge to implement nor does it require a model
(e.g., PSF) in which modeling errors would lead to artifacts.

137



Chapter 6. Pulsed MPI Relaxation Imaging in 1D

• No new acquisition changes were required – we can immediately ap-
ply this method to data acquired as described in chapter 5.

• There is an asymmetry that arises due to the steady-state PSF being
centered about x + �x while the weighting function (and relaxation
map) are centered about x. These relatively shifted components mul-
tiply. For small excitation amplitudes (small �x), this may be negligi-
ble, but we expect significant asymmetric skew for large �x.

• In general, and per its value in physiologic contrast applications, the
relaxation maps, ⌧(x), that form the core of the weighting function
will vary spatially depending on environmental conditions and tracer
state. If severe enough, this could compromise the ideal linearity and
shift invariance of this method. Néel-dominant tracer would be ex-
pected to be robust to such shift variance.

Additionally, these results allow us to concretely understand the ‘peak
suppresion’ whereby resolution is compromised by reducing the signal near
low field. This occurs when we do not wait long enough in square wave
pMPI (the half-period is too short) and is generally observed in sinusoidal
MPI in terms of relaxation induced blur. Namely, these cases are directly
analogous to the case of relaxation-weighted reconstruction using an initial
window. In this sense, Fig. 6.5(b) visually and quantitatively describes these
various phenomena of relaxation-induced ‘peak suppression’ of resolution
(and accompanying SNR loss).

We finish this section by noting that this new relaxation-weighted imag-
ing equation and PSF provide another way of calculating a 1D relaxation
image. For a given window threshold, t

w

:

⌧̂(x) =
�t
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ln(h
rlx

(x))� ln(h
ss

(x))
(6.20)

where we compute an estimate of the relaxation map by using a relaxation
weighted image and a fully reconstructed steady-state image.

Frequency Domain Filtering

In the previous section, we showed explicitly how the spatio-temporal en-
coding illustrated in Fig. 6.1(c) can be exploited by simple windowing in
the time domain. The crux of this approach is the ability to bias our image
toward tracer signal originating nearest to the FFR, which has the longest
relaxation times.
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FIGURE 6.8: Hardware used to demonstrate pMPI relaxation methods. (a) Arbitrary
waveform relaxometer used for all nanoscopic experiments. (b) Macroscopic relaxation
system consisting of a solenoidal Tx coil surrounding a Falcon tube containing a 1 mm
Neodymium magnet suspended by a string. An outer high inductance Rx coil surrounds
both. The Tx coil was driven by a simple function generator using a square wave excitation
while the received signal was obtained from an oscilloscope connected directly to the Rx
coil. (c) To explore viscosity-impulse response time, we filled the Falcon tube with ethy-
lene glycol and varied the temperature to vary the viscosity. We can fit the envelope of the
decaying underdamped signal and compare to theory.

We can also consider approaching this problem from the frequency do-
main. The signal we seek that is slowest varying is composed of the lowest
frequencies in the Fourier domain. If we filter out higher frequencies com-
ponents of the receive bandwidth, we should be able to obtain similar ef-
fects. Moreover, there may be advantages to a frequency domain approach,
such as a better SNR-resolution tradeoff due to the ability to reduce the re-
ceived bandwidth and an ability to optimize receiver systems in the limit of
very low bandwidth or narrow band approaches.

When using a periodic square wave excitation, we establish a pattern in
the Tx and Rx signal. The ideal square wave has energy at the fundamental
frequency f

0

and all odd higher harmonics, decaying / k�1. The received
signal is limited to small bands around these same harmonics. In pMPI, f

0

is
fixed by our need to establish steady-state conditions during a square wave
half-period. We will explore the signal- and resolution-bandwidth tradeoffs
of frequency domain relaxation filtering experimentally and compare with
temporal relaxation filtering.
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6.4 Materials and Methods
Our experimental methods are similar to those described in Chapter 5 where
the hardware and implementation of pMPI using our AWR (shown again in
Fig. 6.8(a)) were described in detail. The primary differences in our pMPI
methods in this chapter concern some pMPI encoding changes, namely the
use of some non-square wave excitation waveforms, and a number of new
reconstruction and fitting techniques.

In general, our experimental approach is to demonstrate each of the re-
laxation exploitation schemes we have described in section 6.3 with proof-
of-concept experiments. We break these down into sections on relaxation
mapping, steady-state recovery acquisitions, and relaxation weighted imag-
ing in 1D. In some cases we provide detailed experimental data to charac-
terize specific aspects of these approaches and explore the highly promising
arena of microenvironmental sensitivity.

In addition to AWR nanoscopic experiments, we use a separate sys-
tem shown in Fig. 6.8(b) to measure magnetic relaxation at the macroscopic
scale. This allows us to compare against the underdamped and overdamped
regimes of the Brownian relaxation theory.

6.4.1 AWR pMPI
When using the AWR setup, all tracer samples consisted of 20-40 µL of
stock tracer placed in PCR tubes. As before, we heavily leverage monodis-
perse tracer samples from Imagion Biosystems (18.5, 21.6, 24.4, 27.4, and
32.1 nm). We also test the nanomag MIP tracer (micromod Partikeltech-
nologie GmbH, Germany) that we explored extensively in Chapter 2–4. We
use some new tracers – a custom 33 nm monodisperse tracer from LodeSpin
Labs (Washington, USA), and a dextran coated polydisperse tracer VivoTrax
(Magnetic Insight, Inc., USA) that is essentially identical to the canonical
MPI tracer Resovist. Finally, we obtained specialized streptavidin-coated
versions of an Imagion Biosystems tracer (25 nm) and the nanomag MIP
tracer for use in binding experiments.

Our pMPI excitation waveforms include many square wave excitations
as well as the newly described steady-state recovery pulse sequence. The
latter are composed of square-like pulses with intervening quiescent peri-
ods. We lengthen these quiescent periods over the course of a steady-state
recovery acquisition, typically using a power law increase in interpulse pe-
riod. We have found that interpulse periods that vary with a power of two
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provide the best balance between density of sampling and range of inter-
pulse periods covered with our desired ⇡1 second of total scan time and
per typically encountered steady state recovery times.

We use the same setup and conditions as described in detail in Chapter 5
to construct our pMPI pulse sequences. For the case of steady-state recovery
sequences, we use the same pre-emphasis calculating tools, only changing
the duration of quiescent hold periods between our pre-emphasized pulses.
Regardless of experiment type, the total scan time per experiment never
exceeded 1 second. In some cases, up to 25 trials were run in series and
averaged together for improved SNR. For some experiments, 3–5 replicates
were performed to report statistical variation.

We test our ability to detect microenvironmental state in several ways
– viscometry, pH and ionic strength, and binding. All of these approaches
consisted of adding some state modifying fluid to stock solutions of tracer in
our PCR sample setup. For viscometry experiments, we mixed various vol-
ume fractions of stock aqueous solution and glycerol, for pH experiments
we mixed buffered acidic solutions with stock tracer solution to achieve
a desired pH, and for binding experiments we used a streptavidin-biotin
model in which a saturating amount of biotinylated albumin was added to
stock solutions of special streptavidin-coated (shell functionalization) trac-
ers provided by commercial suppliers Imagion Biosystems and Micromod.

6.4.2 Macroscopic Relaxation Experiments
We include data demonstrating ‘macroscopic relaxation’ to test our simpli-
fied Brownian model in the underdamped case. Fig. 6.8(b) shows our sim-
ple experimental setup used to obtain these data. A simple copper wire
Tx coil was wound around a Falcon tube containing a ⇡ 1 mm cylindrical
Neodymium magnet suspended by a string which can freely rotate to align
with the field applied by the Tx coil. The magnet and Tx coil were placed
inside of a larger high inductance (> 1000 turns) Rx coil. For our simple
experiments, we used a function generator (Tektronix AFG 3102, Tektronix,
Inc., USA) to power a slow and low amplitude square wave excitation (f

0

⇡ 2 Hz at ⇡ 0.15 mT). A DS0X2004A oscilloscope (Agilent Technologies,
Santa Clara, United States) connected to the receive coil was used for signal
reception.

This simple setup was sufficient to provide a strong magnetic relaxation
impulse response signal due to use of a solid 1 mm Neodymium magnet
and a very sensitive receive coil. To test the relationship between viscosity
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and impulse response time, the Falcon tube chamber was filled with ethy-
lene glycol and heated while acquiring data. A magnetic safe temperature
probe (Neoptix, Canada) placed in the chamber was used to measure the
temperature associated with each square wave excitation half-period. By
correlating the temperature with a known temperature-viscosity calibration
table for ethylene glycol, we can report our data as a function of viscos-
ity. Fig. 6.8(c) shows raw time domain signal from square wave excitation
half-periods at different temperatures and viscosities. To report impulse
response times, we fit an exponential to the decaying envelope of the raw
signal.

6.4.3 Reconstruction
As described in Chapter 5, an initial DSP step of time domain baseline sub-
traction using void baseline scan data was performed in all cases. This
is a robust process on our AWR and helps remove any interference and
feedthrough that remains after the action of our gradiometric cancellation
and SR560 preamplifier. Subsequently, we generally directly follow the
mathematics outlined in 6.3 to reconstruct relaxation images, measure peak
response times, and construct relaxation-weighted images. These algorithms
were implemented in the Python and Rust programming languages.

A common pattern in pMPI reconstruction is calculation of a single value
associated with the data for each half-period excitation. This is true whether
we are reconstructing square wave mass/concentration images as in Chap-
ter 5, or if we consider the new relaxation-based approaches in this chap-
ter. Each value is gridded to 1D space according to the mean location of
our biasing field and any pMPI-specific shifts described in our mathemat-
ical derivations. For example, one of the main methods for reconstructing
relaxation maps as outlined earlier is fitting an exponential time constant
to the decay associated with each square wave half-period as illustrated
in Fig. 6.3. In the case of relaxation-weighted reconstruction, we perform
some specific DSP (Fourier harmonic filtering or time-domain windowing)
before proceeding with integrated gridding as described in Chapter 5 and
illustrated in Fig. 6.6.

For steady-state recovery acquisition, we hold a constant bias field (of-
ten zero field) on top of which a long pulsed excitation train is applied. We
calculate steady-state recovery times by fitting an exponential model to the
envelope of pulse responses as depicted in Fig. 6.3(b) and associating each
time with the bias field used in that acquisition. For many of the steady-
state recovery experiments, we do not develop a full 1D image but instead
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FIGURE 6.9: Square wave pMPI relaxation maps. (a) Comparison between a continuous
wave relaxation map (data from Chapter 2: f0 = 3 kHz and 10 mT) and square wave pMPI
direct impulse response fitting (f0 = 2.5 kHz, 2 mT) for the 32 nm Imagion Biosystems
tracer. (b) Comparison of fitted square wave relaxation maps as a function of tracer core
size using the monodisperse Imagion Biosystems tracers (f0 = 2.5 kHz, 5 mT). (c) Compar-
ison of fitted square wave relaxation maps as a function of excitation amplitude using the
27 nm tracer and a square wave f0 = 2.5 kHz.

are interested in changes in zero field relaxation as a function of some mi-
croenvironmental variable of interest such as viscosity, pH, or binding state.

6.5 Experimental Results
Here we experimentally demonstrate the relaxation methods described in
section 6.3. We first demonstrate relaxation maps constructed by fitting
square wave excitation impulse responses. We then explore use of steady-
state recovery sequences to robustly quantify aspects of the tracer microen-
vironment through relaxation contrast. Finally, we demonstrate and charac-
terize relaxation-weighted imaging with square wave excitation, using both
time- and frequency-domain methods.

6.5.1 Square Wave Relaxation Imaging
Fig. 6.9 shows 1D relaxation images (relaxation maps) using square wave
excitation data. In Fig. 6.9(a) we compare a typical square wave pMPI re-
laxation map (f

0

= 2.5 kHz, 5 mT), with a continuous wave relaxation map
(f

0

= 3 kHz, 10 mT) described in Chapter 2. Both of these relaxation maps
were taken using 32 nm tracer from Imagion Biosystems. The square wave
relaxation map is narrower and more resolved and also achieves much lower
absolute time constant values for higher field conditions.
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FIGURE 6.10: Pulsed MPI steady-state (SS) recovery data. (a) A sparse relaxation map
constructed with SS recovery times sampled at 5 discrete bias field offsets. (b) Zero field SS
recovery times change significantly across a physiologically-relevant range of viscosities
for a 33 nm tracer. Viscosity was controlled by volume fraction of glycerol and water. In
this overdamped nanoscopic case, a linearly varying relaxation time with viscosity is ob-
served. (c) Step response time from viscometry with a 1 mm magnet. In this underdamped
macroscopic scale, an inverse relationship between viscosity and the step response time
constant is observed as predicted by theory. (d) SS recovery can detect binding events.
Here, a larger monodisperse and streptavidin-coated tracer (25 nm, Imagion Biosystems)
and a smaller polydisperse and streptavidin-coated tracer (nanomag MIP) were both ex-
posed to a saturating amount of biotinylated albumin. A control non-labeled version of
the monodisperse tracer was also tested. In terms of the labeled tracers, only the larger
monodisperse tracer shows a non-trivial change in SS recovery time. The untagged control
shows a significantly smaller but clear change as well. Even the traditional Resovist tracer
(here as VivoTrax) can benefit from SS recovery pMPI, showing sensitivity to pH (e) and
viscosity (f).
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Fig. 6.9(b) explores the effect of tracer core size on square wave relax-
ation maps (f

0

= 2.5 kHz, 5 mT). As expected from theory, there is a strong
dependence on the magnetic core size. A peak relaxation time of only⇡4 µs
was observed for the small 21 nm tracer, rapidly lengthening to⇡17, 26, and
37 µs for our 25, 27, and 32 nm samples, respectively. Some minor relative
peak shifts are observed with no clear pattern between the relaxation maps.
The FWHM values of the relaxation maps were, however, quite conserved,
all appearing in the ⇡ 8–10 mT range.

Fig. 6.9(c) explores the effect of excitation amplitude on square wave re-
laxation maps when exciting at f

0

= 2.5 kHz and using the 27 nm monodis-
perse tracer from Imagion Biosystems. There is a clear dependence on the
square wave excitation. As the excitation amplitude is increased, the relax-
ation map begins to spread out and shift slightly in the direction of excita-
tion. For the smallest amplitude of 0.5 mT, a peak relaxation time of⇡ 31 µs
is observed compared to a peak of ⇡18 µs in the case of a 20 mT excitation.
This is a 42% decrease in peak relaxation time for a 40x increase in excitation
amplitude. The FWHM of the relaxation maps goes from ⇡7 mT for 0.5 mT
excitation to ⇡10 mT for a very 43% increase in FWHM for a 40x increase
in excitation amplitude. Overall, a consistent change of ⇡ 2% reduction in
peak relaxation time and increase in FWHM is observed per mT increase in
excitation amplitude across the range of excitation amplitudes tested.

We note that the 8–10 mT values for the relaxation image PSF FWHM are
equivalent to 1.1–1.4 mm 1D resolution assuming a 7 Tm�1 gradient. This
means both that pMPI relaxation images may be relatively high resolution
on their own (independent of tracer mass imaging), and that we can expect
relaxation weighting, which exploits this second spatial encoding, to greatly
improve resolution.

6.5.2 Steady-State Recovery Relaxation Imaging
Fig. 6.10 explores the use of steady-state recovery (SS recovery) pMPI pulse
sequences. We largely explore the ability of SS recovery sequences to pro-
vide relaxation contrast based on microenvironmental conditions.

Fig. 6.10(a) shows a very sparse SS recovery ‘relaxation map’ with only
5 distinct applied field data points joined by a spline fit. This serves to illus-
trate both that we can build relaxation maps using our steady-state recov-
ery technique but also highlights a major scaling difference we have seen
between relaxation times calculated via SS recovery methods and those cal-
culated by direct fitting of square wave impulse responses as in Fig. 6.9. SS
recovery analysis yields up to an order of magnitude larger relaxation time
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– even for the same tracer. Whereas SS recovery times are typically in the
100s of µs or even greater than 1 ms, peak square wave impulse response
times are typically much less than 100 µs. We will have more to say about
interpreting these results in our discussion section.

Fig. 6.10(b) shows very promising viscometry results using steady-state
recovery sequences at a zero bias field. These results were obtained by test-
ing the LodeSpin 33 nm tracer sample in various volume fraction mixtures
of glycerol and water. These mixtures have well known viscosities, allow-
ing us to map our measured steady state recovery times against viscosity.
Here we show a linear dependence of the relaxation time with viscosity over
a small and physiologically relevant range of ⇡1.5–4.5 cP. Over this range,
the measured tracer relaxation time varies from⇡410 µs to 710 µs for a slope
of about 127 µs cP�1. This linear relationship between relaxation time and
viscosity matches precisely with our overdamped Brownian theory of 6.2.2.
Three acquisition and fitting replicates were performed per viscosity state
demonstrating very little statistical variation in the measurement process.
Our results indicate great sensitivity, repeatability, and robustness of this
measurement.

Fig. 6.10(c) shows macroscopic viscometry results using a 1 mm magnet
and our simple macroscopic square wave system. As previously described,
viscosity was varied by modifying the temperature of the measurement
chamber filled with ethylene glycol and correlating this with well known
temperature-viscosity calibration tables. As the theory of section 6.2.2 pre-
dicts, in this underdamped regime we observe an inverse linear relationship
between measured relaxation time and viscosity. Here we see the relaxation
time of the magnet vary from ⇡ 53 ms to 22 ms over the much broader
viscosity range of ⇡5 – 50 cP. In terms of inverse relaxation time, this corre-
sponds to a range of 19 – 45 Hz and a slope of approximately 0.58 Hz cP�1.
Here we also performed three acquisition and fitting replicates per viscosity
(temperature) to report statistical variation in our measurement process.

Fig. 6.10(d-f) further explore sensitivity to microenvironmental condi-
tions for other tracers. In Fig. 6.10(d) we show the relative change in mea-
sured relaxation time before and after applying a saturating amount of bi-
otinylated albumin to stock samples of streptavidin coated 25 nm Imagion
Biosystems tracer (left), uncoated 25 nm Imagion Biosystems tracer (center),
and streptavidin coated nanomag MIP (right). Because albumin and aggre-
gated albumin are physically large, we expect attaching biotinylated albu-
min to a streptavidin coated tracer to significantly increase the hydrody-
namic diameter/size of the tracer. If a tracer’s MPI response is non-trivially
driven by Brownian rotation, we expect this increase in hydrodynamic size
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FIGURE 6.11: Exploiting relaxation spatial encoding with relaxation weighting in pMPI.
(a) Time domain relaxation filtering using square wave excitation data (f0 = 2.5 kHz and 2
mT) and a windowing threshold of 40 µs (20% of a half-period). We confirm the theoretical
predictions: the PSF constructed from the initial window is broader than the standard
square wave PSF while the PSF from the latter window is narrower with greatly reduced
tails. Additionally, when we sum the separately reconstructed windows, they precisely
recapitulate the standard (no windowing) square wave PSF. (b) We accomplish very similar
results when reconstructing PSFs using only information from the first harmonic (narrower
PSF, reduced tails) and all higher harmonics (broader PSF). The sum of these two PSFs is
also equal to the standard square wave PSF. (c) Using a temporal window of 20 µs and
reconstruction with only first harmonic data are almost exactly equivalent. We can also
perform both temporal windowing and harmonic filtering for improved results.

to significantly lengthen the relaxation time per our theory developed in
section 6.2.2. We observe such a change along these lines in the case of the
larger monodisperse tracer coated with streptavidin but see no statistically
significant change in relaxation time for the smaller multi-core nanomag
MIP tracer. Interestingly, the uncoated monodisperse tracer also showed
a smaller, but significant change in relaxation. This implies that bulk vis-
cous or related changes due to addition of a large saturating amount of bi-
otinylated albumin led to increased relaxation times independent of bind-
ing phenomena. We will further discuss sensitivity and specificity issues in
our discussion.

Fig. 6.10(e) shows relaxation time results for the VivoTrax (essentially
Resovist) tracer exposed to changes in pH and temperature. Stock VivoTrax
at room temperature and at 37 �C shows identical relaxation times, however,
by buffering the stock solution to pH 5, we see a change in relaxation time
both at room temperature and 37 �C. Moreover, a difference between the
two temperatures emerges when the tracer solution is buffered to pH5.

Fig. 6.10(f) shows steady-state recovery results when stock VivoTrax so-
lution is mixed with equal parts by volume of de-ionized (DI) water and
glycerol. First, we note that the DI water results are significantly longer
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FIGURE 6.12: Signal and resolution tradeoffs using pMPI relaxation weighting methods
with our 27 nm tracer (f0 = 2.5 kHz, 2 mT). In (a–c) we show relationships for time do-
main filtering. (a) Increased window-based filtering leads to narrower PSFs but at a cost
of SNR. (b) Peak signal as a function of the fraction of the half-period data retained, based
on specification of the window threshold. (c) FWHM resolution as a function of the half-
period data retained. In (d–f) we show relationships for frequency domain filtering. (d)
We can reconstruct a relatively high SNR and modestly more resolved PSF by only using
information associated with the fundamental frequency of the square wave excitation. (e)
Peak signal as a function of the received bandwidth, in this case, by choosing the number
of harmonics included in reconstruction. (f) Resolution as a function of the received band-
width. Note these results (improved resolution with reduced bandwidth) are opposite that
predicted by steady-state Langevin theory in continuous wave MPI.

than the relaxation times associated with unaltered stock VivoTrax solu-
tion, as shown in Fig. 6.10(e). In comparison to both of these cases, the
mixed stock-glycerol condition leads to a much longer observed relaxation
time. This is as expected if, for example, VivoTrax (Resovist) has some sig-
nificant Brownian character. In general the results of Fig. 6.10(e,f) show that
relaxation-based pMPI approaches can be used with smaller and canonical
MPI tracers in MPI, i.e., we are not limited to the larger core tracers.

6.5.3 Relaxation Weighted Imaging
Fig. 6.11 experimentally demonstrates the effects of our proposed relaxation
weighting mechanisms in which we use the secondary spatial encoding of
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relaxation to improve resolution in our tracer mass images. All data was
taken with square wave excitation conditions of f

0

= 2.5 kHz and a Tx am-
plitude of 2 mT.

Fig. 6.11(a) shows that temporal relaxation filtering behaves precisely as
predicted by the theory of section 6.3.2. Here we choose a relaxation win-
dow threshold of 40 µs, or 20% of the 200 µs excitation half-period. The PSF
constructed from the initial window is broader than the standard (no win-
dowing) square wave PSF, while the PSF constructed from the later window
is narrower with significantly reduced ‘tails’. Additionally, the sum of the
two windowed PSFs exactly equals the standard square wave PSF.

Fig. 6.11(b) shows frequency domain filtering behavior that is very sim-
ilar to the temporal windowing behavior. The PSF constructed solely from
first harmonic information is narrower and has significantly reduced tails
while the PSF constructed only from higher harmonic information is broader
than the standard square wave PSF. As before, the sum of the two PSFs ex-
actly equals the standard square wave PSF.

Fig. 6.11(c) directly compares temporal and frequency domain relax-
ation filtering mechanisms, showing that a first harmonic PSF and a PSF
constructed using a temporal window of 20 µs are almost identical, given
the specific tracer and square wave excitation used. Furthermore, we can
perform both methods during reconstruction: A 20 µs windowed, first har-
monic image shows improved FWHM and tails than either method alone.

Fig. 6.12 explores the signal and resolution tradeoffs for temporal relax-
ation filtering and frequency domain relaxation filtering. This analysis used
experimental data using the Imagion Biosystems 27 nm tracer with excita-
tion conditions f

0

= 2.5 kHz and amplitude 2 mT. In Fig. 6.12(a-c), the rela-
tionships for time domain filtering are shown. We plot the normalized peak
signal (to the maximum when no windowing is used) (b) and resolution (c)
as functions of the window threshold, given as a fraction of the half-period.
Both have a strikingly similar exponential relationship and the range of the
tradeoffs possible with time domain relaxation filtering are apparent – we
can go from approximately 680 µm resolution down to approximately 280
µm when we use only 20% of the data. This is a 70% (approximately 2.5
fold) improvement in resolution over the steady-state square wave case, it-
self able to achieve improved resolution compared to canonical sinusoidal
MPI. With a more conservative tradeoff, we can achieve 400 µm resolution
while retaining 40% of our original signal. We note that this is a represen-
tative case study using Imagion Biosystems 27 nm tracer and is in no way
limiting for other (e.g., larger) tracers.
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Fig. 6.12(d-f) shows the same relationships for frequency domain filter-
ing where we plot the normalized peak signal and resolution as a func-
tion of the received bandwidth (e.g., the number of harmonics included
in the square wave case). We see a completely different relationship than
that described in canonical steady-state Langevin analysis of MPI (Good-
will and Conolly, 2010), notably, we observe an inversion of the resolution-
bandwidth relationship, where in this case reducing the bandwidth, and
only keeping lower frequency portions in particular, improves resolution
at a modest cost of signal. We observe an exponential-like relationship in
both the signal vs. bandwidth and resolution vs. bandwidth curves, as in
the case of temporal relaxation filtering, although with an inversion of the
exponential behavior. In this square wave incarnation, we are limited to
the finite number of harmonics that constitute our total signal bandwidth
when choosing our signal-resolution tradeoff. Furthermore, the choice of
square wave period fundamentally shifts this relationship. This is different
than the case of temporal relaxation filtering where the relaxation window
threshold can be varied continuously. Relatedly, in the case of the excita-
tion and tracer used here, we are limited to improving resolution to just
above 500 µm from the original 680 µm when using only the first harmonic
information, retaining approximately 58% of the original peak signal in the
process.

6.6 Discussion
Our main goal in this chapter was to showcase several intriguing ways
of measuring and exploiting relaxation made possible by the flexibility of
pMPI. Futhermore we wanted to make clear the scale of possibilities in
pMPI specifically, but MPI in general, when it comes to exploiting tracer
physics.

We spent time rigorously exploring the theory that suggests this is pos-
sible and then described proof-of-concept experimental results experiments
for each of the major approaches we describe. In doing so, many intriguing
phenomena were confirmed and others came to light. Here we will try to
discuss some of the main ramifications of this work and address some of
the most important questions and inconsistencies that arose. We will also
make a point to suggest directions for future investigation along these lines.
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6.6.1 Comparing Theoretical Analysis and Experimental Re-
sults

We spent time constructing specific relaxation models for Néel and Brown-
ian relaxation and developing signal and imaging equations for each of the
main new methods: relaxation map fitting, steady-state recovery analysis,
and relaxation weighted imaging. We believe the proof-of-concept results
we have shown confirm that our theoretical developments have been highly
predictive and represent a strong basis for continued development of pMPI
methods.

In terms of gross behavior – peak relaxation times, relaxation map shapes
and FWHM values – the relaxation maps we reconstructed experimentally
were very similar to those predicted by the theory. We do not draw any
more specific conclusions due to the difficulty in comparing across the vari-
ous parameter values easily (outside the scope of this chapter). But we also
note that the models predict significant Brownian character/dominance in
tracers in the range of 20–30 nm. The steady-state analysis results clearly
indicate that tracer relaxation is very sensitive to local microenvironmental
conditions, indicating that Brownian phenomena are significant. We were
also able to confirm the ability of our simplified torque balance equation
results to predict the type of relationship between relaxation time and vis-
cosity at the two extremes of scale: nanoscopic (underdamped) and macro-
scopic (overdamped). We do note that some of the minor shifts in terms of
peak signals relative to zero field (common to all measurements) is due in
part to a known minor DC offset in our calibration of the bias field of our
AWR system.

Our signal and imaging equations developed for relaxation weighted
imaging are strongly supported by our experimental data. For example,
Fig. 6.7 and Fig. 6.11 match extremely well. Furthermore, close inspection
of Fig. 6.11(a) shows that temporal relaxation weighted results are slightly
skewed relative to the standard square wave PSF due to a relative shift (2
mT in this case) between the steady-state square wave PSF and relaxation
weighting functions involved, as predicted by our theory and expressed in
(6.19). We have further confirmed this phenomenon with larger excitation
amplitudes (data not shown) where the skew, which depends on the exci-
tation amplitude, is much more pronounced. We note that this skew is not
manifest with our frequency domain relaxation filtering approach. In gen-
eral, our understanding of temporal relaxation weighting as introducing
a series of weighted versions of the standard square wave PSF, with PSFs
from latter windows having improved resolution and reduced tails, and in
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which non-overlapping windows form a basis set that can be summed to
recover the full steady-state image has been confirmed.

We believe these results highlight a powerful ability to assess and de-
scribe pMPI relaxation methods generally, even when specific relaxation
dynamics are incompletely understood.

6.6.2 Relaxation Maps
We described two ways of building relaxation images or maps in this work.
These methods are also ways of reporting only relaxation information in an
imaging format, although this information may easily be incorporated into
tracer mass imaging via methods such as those described in Chapter 3.

The impulse response fitting method shown in Fig. 6.9 is able to measure
relaxation dynamics in a much more direct way than the cross-correlation
method described in Chapter 2. This is due to square wave MPI allowing
us to directly observe the relaxation impulse response, untransformed, in
the raw data. First of all, we believe this could be a boon for basic science
researchers and our field’s quest to fully understand the competing relax-
ation dynamic processes in the high field environment of MPI. Although we
do not report detailed theoretical and experimental comparisons or signifi-
cant testing of the myriad parameters that affect the relaxation map in this
chapter, we believe these are important next steps in using these relaxation
maps.

While we did show a dependency of impulse response relaxation maps
on core size that agrees with theory, we also show that the impulse response
relaxation maps have a dependency on the excitation amplitude that is not
necessarily predicted by our theory. Instead, our models assume that the
absolute field conditions alone determine dynamics. In this context, an ex-
citation at 2 mT or 20 mT should yield the same relaxation maps. But as
Fig. 6.9(b) clearly shows, our experimental relaxation maps have reduced
peak time constants, become slightly broader, and shift slightly as the ex-
citation amplitude is increased. Going from 0.5 mT to 20 mT excitation
leads to about a 42% change in both peak relaxation time and relaxation
PSF FWHM.

We believe this could be a manifestation of the angular and vector nature
of magnetization that we ignored in our theory (e.g., making the small angle
approximation). For example, consider a 1 mT and a 10 mT square wave ex-
citation. When we sample the relaxation at the applied field value of 3 mT
in the 1 mT excitation, we are jumping from an applied field value of 1 mT
to 3 mT (peak-to-peak amplitude). In this case, we are staying in the same,
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probably linear, region of the Langevin curve for the tracer. The tracer pop-
ulation will go from lightly polarized, on average, to moderately polarized
in the same direction, on average, between these two states. Now consider
the 10 mT excitation case where we jump from -7 mT to 3 mT when we
query the relaxation at 3 mT. In this case, we go from a state of almost com-
plete saturation aligned in the negative direction to moderately polarized
in the positive direction. We might imagine that many more components
of the tracer population will move through a much smaller net angle in the
former than the latter. How might we expect these angular considerations
to affect the relaxation maps? If the larger excitation can be thought of as
introducing larger angles to move through, on average, then these larger
angles would lead to relatively larger torques than smaller angles, leading
to a relatively faster relaxation response, at least at the initial part of the re-
sponse. Our method of fitting a single exponential to the raw time domain
response is quite sensitive to the initial burst of magnetization flux. What
we observe is, indeed, that larger excitation relaxation maps show faster
overall fitted response times.

We do not assert that this intuitive discussion necessarily explains the ex-
citation dependence of our relaxation maps or that we have demonstrated
this to be the case in any way, but we believe thinking in this and related
directions can be fruitful when exploring these unexpected behaviors in fu-
ture work.

6.6.3 Discrepancy Between Impulse Response and Steady-
State Relaxation Measures

We focused on steady-state recovery excitation in exploring microenviron-
mental sensitivity (cf., impulse response relaxation fitting) for a couple of
reasons First, steady-state recovery methods appeared to be much more
sensitive and robust to microenvironmental-based relaxation contrast in gen-
eral. Second, and importantly, in early experiments, the impulse response
relaxation maps showed the opposite behavior as expected when we var-
ied the microenvironmental conditions. For example, when increasing the
viscosity using glycerol and water mixtures, the peak relaxation time as-
sociated with impulse response relaxation maps decreased with increasing
viscosity. When we look at raw time domain data associated with indi-
vidual excitation half-periods, what we see is that the initial part of the
exponential-like response is very similar in all cases, but the latter parts
of the response are greatly attenuated by higher viscosity conditions. When
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fitting a single exponential in this regime, of course the latter will be fit as a
faster decaying exponential.

It’s as if the responses generally consist of a Néel or at least a relatively
static initial response in superposition with a much longer Brownian com-
ponent. By selectively attenuating the Brownian component, a single fit to
the combined process will register a faster response in the face of higher
viscosity.

With this in mind, we also point out that peak impulse response relax-
ation times are typically in the range of ⇡10–40 µs while the steady-state
recovery method measures peak relaxation times typically in the range of
100 µs to 1 ms. This is a very large discrepancy, sometimes close to two or-
ders of magnitude. We can consider the differences in the two approaches:
The impulse response fitting fits the raw time domain data directly and is
mostly determined by the high dM/dt signal immediately after each step
excitation. The steady-state recovery approach, on the other hand, queries
how long it takes for the tracer to fully establish steady-state. A very slowly
varying, but high integrated total area (i.e., energy) component (e.g., that
may always be beneath the noise floor in the raw signal) that is superposed
with a rapidly varying component could be completely unobserved by the
direct impulse response fitting method. The steady-state method, however,
will register this component and will report a total response time dictated
by this slow component. The discrepency in the reported relaxation time
scale could, then, be further evidence of at least two simultaneous relaxation
process, one fast and Néel-like and one signficantly slower and Brownian-
like.

Considering the parallel model of relaxation and the assumed indepen-
dence of the various relaxation methods, how can we explain the presence
of multiple relaxation mechanisms that differ in time constant by an or-
der of magnitude or more but yet both contribute significant energy to the
process? Why would the fast process not completely take care of all mag-
netization change? These are important questions to answer in the future.
Perhaps the processes are not so independent and we could have a scenario
where a ‘fast Néel’ process can quickly align to the nearest easy axis (or di-
rectly to a hard axis), but the much slower Brownian process must complete
the rest of the change in magnetization to achieve the lowest energy, steady
state in magnetization.
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6.6.4 SS Recovery Sensitivity to the Microenvironment
Setting aside these intriguing discrepancies between the two methods of
assessing relaxation time, we have shown in this chapter that pMPI can
be very sensitive to local microenvironmental conditions such as viscosity,
binding state, and pH/ion concentration state. Fig. 6.10 shows not only
that we can indeed have significant relaxation contrast for relaxation imag-
ing but that we can precisely quantify these relaxation effects. Furthermore,
we believe the quantitation and sensitivity shown in these data indicate that
pMPI methods can be many times more sensitive and robust for color MPI
and related molecular imaging applications in MPI than that which is avail-
able in continuous wave MPI. We simply have much more flexibility to en-
code relaxation information into the raw signal with pMPI methods. Spe-
cific applications of interest include colorizing live vs. dead cells in MPI cell
tracking applications and targeted cancer contrast via parameters such as
pH, viscosity, and binding to various markers.

We note that we can perform our SS recovery analysis by operating at
a static bias field rather than zero field. In general, this can improve time
efficiency and the signal strength, and in some cases, we may prefer the
relaxation contrast at some bias field, while at other zero or low field condi-
tions may provide the most desirable relaxation contrast. To use SS recovery
to create relaxation images, we must shorten the⇡1 second pulse sequence-
per-pixel we have shown in this work. We believe optimized steady-state
recovery sequences with many fewer interpulse periods can provide a much
better balance between SNR for fitting and throughput.

We also point out that the data of Fig. 6.10 indicate that non-imaging
biosensors could be a very interesting application area for pMPI in the fu-
ture. Although it is always difficult to compete with the fantastic optical
technologies for ex vivo analysis, biosensors applications such as glucose
sensing could be attractive. For example, a small hydrogel sensitive to a tar-
get analyte could be embedded with large MPI tracers and placed subcuta-
neously. A small wristwatch-sized pMPI biosensor device could then report
the viscosity and therefore analyte concentration locally. Advantages of
such an approach could include relative insensitivity to tracer mass or con-
centration (we only fit the dynamics, which is independent of the amount
of tracer as long as we have a certain baseline SNR) and perhaps an easier
time with biofouling issues due to lack of a 2D electrode-like interface.
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6.6.5 Sensitivity and Specificity in Relaxation Encoding
One consideration we must contend with in pressing forward with pMPI
relaxation contrast applications is specificity. Taken together, the data of
Fig. 6.10 show that we can be very sensitive to many different local envi-
ronmental conditions, but we may be too sensitive in these proof-of-concept
experiments in the sense that we have poor specificity. For example, the
difference in the VivoTrax signal of the neutral, room temperature case of
Fig. 6.10(e) and the case of stock VivoTrax diluted with de-ionized water in
Fig. 6.10(f) indicate that simply adding DI water (and changing osmolarities
and ionic concentrations) can greatly affect MPI relaxation. This calls into
question how much of the results of Fig. 6.10 are due to pH and how much
to other ionic states? Furthermore, the significant change in relaxation time
for the Imagion Biosystems tracer not functionalized with streptavidin in
Fig. 6.10(d) calls into question how much of the streptavidin functionalized
change is due to binding and how much to bulk changes to viscosity, etc.,
from adding a large amount of biotinylated albumin? We do note, that the
nanomag MPI streptavidin coated results in this case do indicate that some
tracers are impervious to these microenvironmental changes (presumably
smaller and Néel dominant).

It is very important that we perform careful experiments in the future
to answer these questions and isolate variables. This also implies that work
by chemists and material scientists to design optimal tracer shells that have
only the specificity we desire will be an important part of pressing these
new capabilities into the service of specific applications.

6.6.6 Relaxation Weighting Provides Sub-Langevin Resolu-
tion

The ability to use relaxation to improve resolution beyond what Langevin
theory predicts is a particularly exciting feature of pMPI, as demonstrated
in our relaxation weighted methods. Fig. 6.12 shows that we can achieve be-
low 300 µm resolution using a 27 nm MPI tracer by leveraging time domain
relaxation weighting. This is well below the Langevin theory and the best
reported native resolution we’ve ever achieved in MPI. This is made pos-
sible, again, because of the second spatial encoding we have in MPI that is
provided by the field dependence of magnetic relaxation dynamics and has
been, until now, untapped. In fact, we have completely turned relaxation
effects around with pMPI – from previously a resolution limiting factor in
continuous wave MPI to a resolution enhancing factor in pMPI.
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Aside from providing a pathway to approximately 250 µm resolution
and perhaps beyond, relaxation weighting is a particularly simple and flex-
ible approach. We have developed a relatively straightforward imaging
equation and theoretical exposition in section 6.3.2 which has been demon-
strated convincingly in experiments. Furthermore, relaxation weighting,
whether in the time or frequency domain is implemented as a reconstruc-
tion step and requires no changes to, for example, a standard square wave
pMPI excitation (although we may find that certain parameters optimize
this flexibility). This is very significant – no extra up front effort beyond the
initial square wave encoding is required to implement relaxation weighted
improvements (as well as to construct relaxation maps).

Given that resolution is arguably the most lacking feature of MPI, having
an ability to tradeoff resolution and SNR continuously to achieve previously
unheard of resolution is compelling.

6.6.7 SNR Tradeoff and Challenges in Relaxation Weighted
pMPI

We do want to mention a few words of caution in leveraging relaxation
weighted pMPI for high resolution imaging. First of all, it does come with
an SNR cost. Given that square wave pMPI itself may have reduced SNR
efficiency with respect to canonical MPI methods, we need to avoid paying
too steep of a penalty for the improved resolution. In terms of time domain
relaxation weighting, we note that the binary window used in this work
may not be ideal. Guided by theory, use of a ramping or nonlinear weight-
ing applied before integrated gridding, could accentuate relaxation spatial
encoding while retaining a better SNR tradeoff. We caution that such ap-
proaches need to be rigorously motivated and evaluated and not devolve
into ‘widget’ parameters.

Ultimately, the SNR loss per unit improvement in resolution over the
best sinusoidal MPI case is an important metric to keep in mind. This
also implies that the frequency domain relaxation weighting can be par-
ticularly attractive. Although it appears somewhat less flexible (finite har-
monic number and relationship fixed with choice of excitation period) than
time domain relaxation weighting, it may have better SNR tradeoff parties.
Namely, although we lose some peak signal in first harmonic-only imaging
to gain resolution, our concomittant significant reduction in Rx bandwidth
can end up being a net win in terms of total SNR. And if frequency domain
relaxation filtering allows for true narrowband signal reception (e.g., only at
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the fundamental harmonic), then we could gain even more by use of spe-
cialized Rx chain electronics optimized for narrowband conditions cf., the
current broadband systems.

A second aspect of relaxation weighted pMPI to note is that it may com-
plicate the quantification and shift invariant nature of MPI. While square
wave pMPI is decidedly LSI because it removes all traces of possibly shift-
varying relaxation, relaxation weighted pMPI directly exploits this relax-
ation to improve resolution. Ultimately, a relaxation weighted image is lo-
cally scaled and shaped by local relaxation conditions. Especially when we
are intentionally drawing such contrast out in relaxation imaging, if relax-
ation conditions are sufficiently different across a sample, this will manifest
in our imaging as shift variance. The potential to disrupt quantitation is
perhaps the most concerning. We will need to keep this in mind when de-
ploying pMPI in a full imaging context in the future.

6.6.8 Future Directions
We believe pMPI is an exciting new platform in MPI, and we have only
scratched the surface in this and the previous chapter. Future work should
expand on the proof-of-concept experimental demonstrations of this chap-
ter and develop a rigorous characterization of these methods. It is also im-
portant to demonstrate pMPI in a multi-dimensional imaging format by
modifying existing scanners to support the new Tx/Rx modules required
in pMPI. Finally, as our steady-state recovery pulse sequence has indicated,
pMPI offers a huge flexibility in excitation encoding beyond that which we
have explored in this work. We believe many new pulse sequences await
discovery that can improve various aspects of pMPI, perhaps in application-
specific ways, through modification of the basic signal encoding. For exam-
ple, the math and theory indicate that relaxation weighting that we have
demonstrated on the reconstruction side can apply equally to the encoding
specified by signal excitation pulses. In general, a notion of dynamic ‘mag-
netization preparation’ followed by a quiescent ‘readout’ periods emerges
when considering possible pMPI pulse sequence design. Collaborative work
with tracer developers and chemists will be integral to such approaches.
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6.7 Conclusions
In this chapter we have demonstrated several unique ways that pMPI can
report and exploit magnetic relaxation. We described the theory and moti-
vation behind relaxation imaging in which we can images of relaxation di-
rectly rather than tracer mass or concentration, we proposed a steady-state
recovery technique as a very sensitive method of quantifying the impact of
microenvironmental conditions on magnetic relaxation, and we proposed
methods to exploit the relaxation spatial encoding to improve resolution in
tracer mass imaging. We then verify, demonstrate, and characterize these
methods with proof-of-concept experiments. We have shown the first re-
laxation maps in MPI drawn directly from magnetic relaxation impulse re-
sponses; show an ability to detect and quantify changes in viscosity, pH,
and binding state; and show the ability to improve native resolution to bet-
ter than 300 µm – well below the Langevin limit. We now know that the
Langevin theory is not a fundamental limit in MPI and that magnetic relax-
ation can play a significant role in our spatial encoding. The work in this
chapter is only the tip of the iceberg and shows in dramatic fashion how
underexploited magnetic relaxation is in canonical MPI and how pMPI can
provide an impressively flexible platform for exploiting it.
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Chapter 7

Generalizing Pulsed MPI and
Future Directions

In the previous two chapters, we described and demonstrated many promis-
ing features of pulsed magnetic particle imaging, but only in the 1D case.
Ultimately, the most important proof-of-concept for an imaging technique
is to produce compelling multidimensional images. We are very early in
our exploration of pMPI and have only just begun attempts to implement it
in a full MPI scanner context. In this short final chapter we consider some
of our expectations for and implications of multidimensional pMPI. This
discussion will extrapolate upon the intuition and mathematical structure
we have explored in detail in the 1D case. We will show numerous results
from a multidimensional pulsed MPI simulator we have developed and also
show the first multidimensional pMPI image.

7.1 Introduction
We have shown that pulsed excitation waveforms can enable various new
abilities in MPI, including the complete removal of relaxation effects in
tracer mass imaging, improving resolution beyond the previously funda-
mental Langevin limit with relaxation weighting, and direct quantification
and imaging of tracer relaxation dynamics which can in turn provide quan-
titative contrast based on the tracer’s local microenvironmental state. We
have demonstrated all of these effects in a 1D MPI format using our AWR
(Tay et al., 2016). The crucial next step is implementation in an MPI scan-
ner. We are currently working in this direction, but doing so does require
significant hardware changes to the Tx and Rx systems.

In this short chapter, we will describe our current approach to and per-
spective on multidimensional pMPI. The main goal is to provide background
and framing for future pMPI development. As we will show, we expect
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multidimensional pMPI to be very similar to the standard case, except be-
ing simpler to implement in terms of reconstruction. Many of our distinct
pMPI results can be obtained from a single dataset (e.g., steady-state images,
relaxation-weighted higher resolution images, and relaxation map images).
This flexibility is possible in part because the crux of pMPI is a modification
of the fast excitation waveforms we apply to the tracer while the rest of our
x-space MPI implementation can stay the same. The other, and fundamen-
tal, enabling factor is our ability to encode relaxation in the raw signal in
very particularly ways in pMPI, as we described in detail in Chapters 5 and
6.

In addition to describing how multidimensional MPI can be implemented,
we will also take some time to describe how we might take advantage of
the flexibility of pMPI. In particular, we will discuss generalized pulse se-
quencing which implies that myriad methods of encoding desired imaging
properties in application-specific ways should be possible. This could one
day lead to pulse sequence design analogous to that available in MRI. As we
consider some of these approaches, some conceptual patterns emerge, such
as distinct ‘magnetization preparation’ and signal readout components of
an excitation sequence. We will also mention intriguing, if exotic, possi-
bilities such as excitation along the line when using a field-free line (FFL)
system.

We believe the new capabilities enabled by pMPI are incredibly broad
and, when more completely developed, may imbue MPI with new imaging
characteristics (resolution, molecular imaging contrast) that are much more
powerful than that available in the relatively restricted domain of canonical
continuous wave excitation. In this contexst, we hope this chapter might
serve as a helpful guide in exploring multidimensional pMPI in the near
future.

7.2 Multidimensional pMPI
We first describe how we can implement pMPI in a multidimensional con-
text, namely, what multidimensional x-space pMPI acquisition trajectories
and reconstruction may look like, in contrast to both continuous wave meth-
ods and the simplified AWR system used to develop pMPI in Chatpers 5
and 6. We seek to provide an intuitive description of these methods, which
we are actively developing in our in-house scanners. We will show some
simulations of multidimensional pMPI that confirm our intuition and proof-
of-concept experimental data.
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FIGURE 7.1: Depiction of multidimensional pMPI scanning. (a) Our pMPI acquisition is
very similar to canonical x-space in terms of the shift field, although we do not necessarily
require any overlapping of sample points (a simplification). Instead of a sinusoid, how-
ever, we can excite with a periodic pulsed waveform. (b) By repeating our core pulsed
waveform as we raster across the imaging FOV, we can sample the image in full with our
new encoding. (c) This x-space raster scanning procedure is followed by a simple gridded
reconstruction as before to produce images, which may be much higher resolution or even
consist of a measure of relaxation dynamics. Here we show a steady-state square wave
pMPI simulation of a Berkeley phantom.

7.2.1 Implementing pMPI in an Imaging Format
Fig. 7.1 shows the multidimensional x-space pMPI process, similar to Fig. 1.3
but updated for the case of pulsed excitation. In general, we do not need
to significantly change anything about our gradient or shift waveforms as
shown in Fig. 7.1(a). These components provide spatial selectivity and al-
low us to query a large FOV with our sensitive region, respectively, and
this paradigm applies generally to MPI, regardless of the nature of the ex-
citation waveform. Due to our ability to temporally decouple excitation
feedthrough and our received signal, we can simplify the raster trajectory
because we no longer require overlapping patterns (Lu et al., 2013).

In pMPI, as in the case of continuous wave MPI, we apply a periodic
excitation waveform while slowly moving our sensitive region around the
FOV. This is illustrated in Fig. 7.1(a,b) and Fig. 7.2. This emphasizes how
pMPI is concerned primarily with changing the encoding provided by our
periodic excitation waveform. We are still just querying the position associ-
ated with our FFR over time, but our pMPI waveforms provide improved
and more flexible encoding of relaxation information. Fig. 7.1(c) depicts
pMPI imaging of a Berkeley phantom, using a large tracer (e.g., ⇡ 35 nm
core) and a small excitation amplitude (1–2 mT) as described in Chapter
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FIGURE 7.2: Depiction of simple x-space reconstruction in multidimensional pMPI. Many
pMPI reconstruction approaches fall into the conceptual category of calculating a single
value (integrated signal, windowed or not for relaxation weighting, or a measure of the
relaxation impulse response) for each period of the periodic excitation waveform and grid-
ding this value to the mean location of the FFR. Aside from DSP steps, the entirety of
acquisition and reconstruction simply consists of slowly rastering our FFR across the FOV
while applying the fast periodic excitation, gridding, and then interpolating onto a final
regular pixel grid.
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5. We will analyze results of our simulator in more detail in subsequent
paragraphs.

Fig. 7.2 illustrates the simplicity of pMPI reconstruction and how we
can obtain various different types of pMPI images from the same dataset.
For example, as shown, a single square wave excitation acquisition can pro-
vide access to relaxation-free and high resolution images per the methods of
Chapter 5, a sub-Langevin relaxation weighted image as described in Chap-
ter 6, and a ‘relaxation image’ where we image mean relaxation time con-
stants over space. All of these different images are obtained from a similar
and simple process: first the signal associated with each square wave half-
period is processed uniquely (integration, windowed integration, or expo-
nential fitting) and then this single value is gridded to the image domain
using knowledge of the mean FFR location associated with that readout pe-
riod. In a final step, we can interpolate this possibly irregular sampling of
the image domain onto a desired regular pixel grid.

Ultimately, many different pMPI encoding schemes can use this simple
x-space gridding reconstruction. This is a simpler regime than the case of
canonical sinusoidal MPI, where necessary loss of the first harmonic signal
first requires an overlapping trajectory in acquisition and then a method of
recovering the lost information, canonically using an assumption of conti-
nuity and known zero signal boundary conditions at the edges of the FOV
(Lu et al., 2013). Because of the ability to temporally decouple excitation
feedthrough, these methods should not be required in multidimensional
pMPI.

7.2.2 Simulation Results
Our simulator calculates the integrated magnetization changes associated
with each periodic pMPI readout period but does not generate a fully sam-
pled time-domain raw signal. In this context, the simulator can be applied
to steady-state square wave imaging, relaxation weighted imaging based
on equations provided in Chapter 6, and can simulate integrated gridding
imaging using arbitrary periodic pulse sequences. The simulator was coded
in a multi-threaded manner using the low-level Rust programming lan-
guage to achieve high performance.

In Fig. 7.3 we show PSF simulation results for multidimensional pMPI.
Fig. 7.3(a–c) show simulations for the case of a 27.4 nm tracer, 1 mT ex-
citation, and a 7 ⇥ 7 Tm�1 2D gradient. We show the standard x-space
MPI ‘collinear’ (b) and ‘transverse’ (c) images, as derived by Goodwill and
Conolly (Goodwill and Conolly, 2011). A collinear image is obtained from
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FIGURE 7.3: Pulsed MPI 2D PSF simulations. Here we simulate a 27.4 nm tracer as featured
in Chapters 5 and 6 and a gradient strength of 7 Tm�1. (a–c) Simulations of steady-state
square wave pMPI with a 1 mT excitation amplitude. (a) 1D plot of the center line of the
collinear PSF image. (b) The collinear image (PSF). (c) The transverse image (PSF). (d–f)
Simulations with a 5 mT excitation amplitude. (d) 1D center line plot of the collinear PSF.
(e) The collinear image (PSF). (f) The transverse image (PSF). As derived in the 1D case,
we see the excitation amplitude leads to a rectangular function blur in the direction of
excitation.

data from a receiver coil oriented along the same axis as the excitation coil,
whereas the Tx and Rx coils are orthogonal in the case of a transverse image.
Most x-space images reported in the literature are collinear images, in this
jargon. These simulated data indicate that pMPI in multiple dimensions re-
capitulates the traditional theory but includes a rectangular blur, as derived
in Chapter 5, that scales linearly with the amplitude of the excitation and is
applied in the direction of the excitation. As in our 1D analysis, we must
use small excitation amplitudes to achieve high native resolution. In terms
of the transerve image, we also see an excitation amplitude-dependent blur-
ring and separation of each pair of negative/positive lobes that constitute
the transverse PSF structure.

Fig. 7.4 shows collinear simulations of a simple ‘Cal’ phantom at both
1 mT and 10 mT excitation amplitudes. These images are very similar
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FIGURE 7.4: Cal logo phantom simulations. An approximately 7 x 4 cm phantom was
simulated using a pMPI square wave excitation of 1 (b) and 10 (c) mT. The single collinear
image in (b) is a higher resolution than we have been able to achieve in sinusoidal MPI thus
far, while (c) is worse than the best canonical MPI results due to the large pMPI-specific
amplitude blur caused by excitation with the larger 10 mT. Given our current reconstruc-
tion method, large excitations induce a secondar blur in the direction of the excitation as
described in detail in Chapter 5.

to the canonical collinear image from sinusoidal excitation except for the
excitation-direction blur. The 1 mT amplitude scan is higher resolution than
we have ever achieved in canonical MPI since we have not been able to cap-
italize on the high resolution of a 27 nm tracer without suffering secondary
relaxation-induced blur. Although this secondary-relaxation induced blur
is completely removed when using square wave steady-state imaging as
simulated here, use of the larger 10 mT excitation amplitude, as shown in
Fig. 7.4(c), leads to the pMPI-specific amplitude blur that is worse than the
relaxation blur of the better performing tracers in sinusoidal MPI. We must
use low amplitudes to retain our resolution advantage in pMPI, at least with
our current reconstruction scheme described in Chapters 5 and 6.

7.2.3 Initial Proof-of-Concept Data
My colleague, Zhi Wei Tay, has provided the first multidimensional pMPI
data and image by modifying the AWR (Tay et al., 2016) to include small
permanent magnets that provide a 3.5 Tm�1 FFL over the sensitive volume
of the AWR (the bottom of a standard PCR tube). With this hardware up-
grade, we are able to acquire and reconstruct 2D projection images with the
AWR and using an acquisition trajectory as depicted in Fig. 7.1.

Fig. 7.5 compares these first experimental results with a corresponding
simulation using the simulator developed in this chapter. We used the 27.4
nm monodisperse tracer from Imagion Biosystems that was featured heav-
ily in Chapters 5 and 6. Note that the entire phantom is approximately 4 x 3
mm in size as shown in Fig. 7.5(a). Our first experimental multidimensional

166



Chapter 7. Generalizing Pulsed MPI and Future Directions

a b c d
Phantom
Photograph

2D AWR Data Simulation
Mask

Simulation

FIGURE 7.5: Comparison of proof of concept experimental 2D pMPI image and simulation.
Our AWR, in 2D imaging mode provided by the addition of a 3.5 Tm�1 permanent magnet
system, was used to provide a multidimensional pMPI image (courtesy Zhi Wei Tay) (b)
of a very small phantom (a). We also simulated the phantom using our pMPI simulator
(c,d). Light relaxation weighting was used in reconstructing the experimental data (b) but
was not modeled in the simulation (d) (case of no relaxation weighting). This explains the
minor discrepancy between the two, in particular, the experimental image is more resolved
and has reduced peripheral haze, as expected. Because the AWR imaging volume consists
of the very small region at the base of a typical PCR tube, we had to use a particularly
small phantom, and we note that the 3.5 Tm�1 is relatively weak as far as our systems are
typically constructed.

data is shown in Fig. 7.5(b) with corresponding simulation in Fig. 7.5(d).
The experimental data was obtained using first harmonic-only relaxation
weighted reconstruction as described in Chapter 6. For this reason, the ex-
perimental data has less haze and is better resolved than the simulation
(which only models steady-state square wave reconstruction without relax-
ation weighting in this case). This is both a first proof-of-concept demon-
stration of multidimensional pMPI and of relaxation weighted approaches
in multidimensional pMPI. Indeed, we see that the long tails/haze and a
modest resolution improvement is obtained with these techniques in this
2D MPI data as predicted from our 1D analysis.

The extremely small volume of the AWR and the relatively weak gradi-
ent of this system mean that it is difficult to see significant features in these
data, although we note that sinusoidal experiments with the same phan-
tom (data not shown) are completely unresolved. We think this very first
dataset is nonetheless important for demonstrating and proving the con-
cept of multidimensional pMPI. Furthermore, the simulation lines up well
with the experimental data, lending some degree of verification to our the-
ory, simulations, and discussions in the rest of this chapter.
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by a readout period for each mean
location of the FFR
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associated with each mean location
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Generalized Pulse Sequencing in pMPI
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FIGURE 7.6: Generalized pulse sequencing in pMPI. (a) Square wave excitation. (b)
A generic pulse sequence, whose fundamental period contains a distinct magnetization
preparation/shaping train of pulses followed by a distinct readout component. (c) A
steady-state recovery sequence as described in Chapter 6 contained within a repeated pMPI
excitation period. Many types of pulse sequences can be composed using pulsed MPI prim-
itives. We believe this flexibility may lead to a pulse sequence design space similar to that
present in MRI.

7.3 Generalized Pulse Sequencing
One of the most intriguing aspects of pMPI is the variety of excitation wave-
forms available. Pulsed excitation encompasses much more than the simple
square wave emphasized in Chapters 5 and 6. The steady-state recovery
sequence that we described in Chapter 6 is an example of another distinct
pMPI pulse sequence that we leveraged to show high sensitivity report-
ing of tracer microenvironmental state. We can contemplate many types of
pulse sequences and we believe many are waiting to be discovered, perhaps
with application- and context-specific utility as in the case of MRI pulse se-
quence exploitation of T1 and T2 contrast.

In addition to pMPI pulse sequencing, we can also consider other excita-
tion methods that may improve pMPI performance, such as high amplitude
excitation with projection reconstruction and excitation along the line when
using an FFL scanner.

7.3.1 Magnetization Preparation and Readout Model
Fig. 7.6 depicts some of our ideas that fall under the umbrella of generalized
pulse sequencing. Fig. 7.6(a) depicts the ‘standard’ square wave excitation
that we have used extensively so far. Fig. 7.6(b) depicts a more complex,
but periodic excitation pulse sequence. Here, in each fundamental period,
there is an initial pulse train consisting of pulses with varying amplitudes
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FIGURE 7.7: Simulations of relaxation weighting in generalized pulse sequencing. We can
take advantage of relaxation weighting in pMPI reconstruction but also in pulse sequence
encoding. In (a) we show a standard square wave PSF with no relaxation weighting in
reconstruction while in (b) we show a relaxation weighted square wave PSF. Notice the
removal of the long tails/haze in all directions due to selective removal of fast-relaxing
signal. (c,d) Arbitrary examples of the type of generalized pulse sequences that are possible
in pMPI using relaxation weighted encoding. (b) a ‘Pac-Man’-like PSF and (b) a heart-
shaped PSF (constructed by the author on Valentine’s Day no less).

and polarities followed by a final long quiescent holding period. This is
representative of a broad family of excitation sequences in which an initial
‘magnetization preparation’ (mag prep) or ‘magnetization shaping’ series
of pulses excites the tracer distribution, perhaps in ways that encode desir-
able contrast through relaxation-weighting and careful timing of the pulsed
components. This magnetization shaping component is then followed by
a quiescent ‘readout’ period, in which we obtain our signal that has been
set up in a specific manner. In this context, a square wave represents the
simplest waveform in which the rapid transition between half-periods and
the previous half-period readout is the magnetization preparation.

We can receive signal during a mag prep series as well, of course. But
we think this framing is helpful for pulse sequence design – perhaps we
can design sequences that selectively null tracer with a specific relaxation
behavior, for example. Fig. 7.6(c) shows how we might employ our steady-
state recovery sequence in an imaging format. We carefully choose a pulse
train in terms of the interpulse periods to capture the steady-state recovery
time associated with each sample point in our trajectory. In this case, our
fundamental period contains a mix of ‘pulse’ and ‘readout’ sections and
does not neatly fit in our sequential mag prep-then-readout model.
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Fig. 7.7 shows simulated PSFs demonstrating the predicted effects of re-
laxation weighting in both reconstruction and encoding. Fig. 7.7(a) shows
the ‘standard’ square wave excitation PSF that we have used extensively so
far, while Fig. 7.7(b) depicts use of the same standard acquisition but with
temporal relaxation weighting in reconstruction. Importantly, relaxation
weighting greatly attenuates the long tails and haze in our PSF. This signal
comes from when the FFR is not directly coincident with the tracer, which
is thus exposed to a relatively high-field leading to fast relaxation. This fast
relaxation signal is removed by our windowing based on secondary relax-
ation spatio-temporal encoding, as described in Chapter 6. This effect of
relaxation weighting in multidimensional pMPI may obviate the need for
techniques such as use of an equalization filter (Lu et al., 2015) in canonical
x-space MPI.

Whereas Fig. 7.7(b) demonstrates exploitation of relaxation weighting in
reconstruction, Fig. 7.6(c,d) demonstrate that we can also exploit relaxation
weighting in our encoding/acquisition to produce unique PSFs. Fig. 7.7(c)
shows a ‘Pac-Man’-like PSF obtained from a pulse train with linearly in-
creasing interpulse-periods. Fig. 7.7(d) shows a heart-shaped PSFs con-
structed with a pulse train containing pulses with both positive and neg-
ative polarities (with respect to the constant excitation direction). These
arbitrary examples serve only to show the flexibility possible in pMPI pulse
sequence design provided by relaxation weighting in the encoding phase of
acquisition (e.g., through mag prep periods).

7.3.2 Rethinking Other Aspects of Excitation and Reconstruc-
tion

We have significantly focused on the specific pulse sequences and encoding
strategies available in pMPI, but these are not the only type of new methods
available to us. For example, our integrated gridding reconstruction may
be improved upon. While simple, it currently limits our SNR per excitation
period per unit time, as discussed in Chapters 5 and 6, due to our need to
use very low amplitudes to achieve high resolution.

Because temporal decoupling of excitation feedthrough and our received
signal in pMPI frees us from some of the acquisition restrictions in canon-
ical sinusoidal pMPI, we can also consider interesting approaches such as
exciting along the line when using an FFL scanner. Such an approach may
be able to remove the excitation amplitude barrier without requiring any
changes to our simple reconstruction method.
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Excitation Along an FFL

In our canonical FFL MPI systems, we always apply our excitation orthog-
onal to the axis of our FFL. This intuitively shifts the FFL in this orthogonal
plane to sample (via projection) our FOV as depicted in Fig. 7.1. What if we
consider applying our excitation waveforms (and a receiver coil) oriented
along the axis of our FFL? What might this look like?

Excitation along the line will still generate signal that is projected along
the dimension of the FFL long axis. However, since we are already pro-
jecting along that dimension, we can consider using much larger excitation
amplitudes in the case of pMPI. We will recover the spatial information in
this dimension using projection reconstruction which is well understood
and standard with FFL scanners (Konkle et al., 2013). In terms of the ini-
tial production of projection images, our gridding is also simpler than the
traditional case – simply grid the data to the mean location of the FFL,
and since it is not translating in the orthogonal plane, this is fully deter-
mined by our shifting fields. This feature makes sinusoidal x-space MPI
untenable with excitation along the line, as currently performed. This is
because we require overlapping excitation trajectories which then enables
us to recover lost first-harmonic information using a continuity algorithm
(Lu et al., 2013). In pMPI, however, we can temporally separate excitation
feedthrough and our tracer signal significantly and generally do not lose
any tracer signal. This means we do not need overlapping trajectories or
continuity algorithms in reconstruction, freeing us to consider implement-
ing excitation along the line of an FFL.

One interesting aspect of excitation along the line of an FFL is that we
can remove any zero-field region in the entire FOV. By applying a homoge-
neous field oriented along the line of the FFL, we effectively bias the FFL
to some non-zero minimum field value but maintain the geometric struc-
ture of the FFL, which is important for maintaining spatial selectivity. One
interesting ramification of this is that we can acquire our pMPI data in a
context where the minimum field value is dictated by the excitation am-
plitude. For example, consider a square wave pMPI excitation along the
line that switches between -5 and +5 mT. Our hold times/signal readout
will occur in a context where the tracer along the line is exposed to -5 or
+5 mT. One ramification is that the slowest/worse case relaxation time is
now not the zero-field relaxation time constant for our tracer, but the relax-
ation time associated with 5 mT. An approach such as this could greatly
increase the speed of signal acquisition and SNR efficiency since waiting
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for steady-state conditions during each signal readout can require signifi-
cantly less time. We can, of course, also step between some bias field, e.g.,
10 mT and an unbiased FFL in our excitation, if low field signal readout is
important for certain relaxation-weighting methods or relaxation contrast
encoding. By choosing the bias field during readout, we may also be able to
select the governing relaxation physics we desire in a scan (e.g., the differ-
ences between a tracer’s relaxation at 5 mT vs. 0 mT).

Clearly, we need to rigorously explore the mathematics and other ramifi-
cations of excitation along the line in detail before making serious assertions
about the technique. Perhaps, for example, vector effects will mix conven-
tional transverse signal with conventional collinear signal in an untoward
manner with this approach. Regardless, we believe this discussion implies
there could be huge benefits to SNR and SNR efficiency for pMPI with such
an approach and it is worth exploration. These benefits could be two-fold:
from the ability to use much larger excitation amplitudes and the ability
to scan much faster due to much faster achievement of steady-state during
signal readout at a non-zero, biased field.

Other Reconstruction Approaches

The reason we must use very low amplitudes in our current square wave
pMPI method is that our reconstruction scheme treats such an excitation
in a projective manner. That is, by integrating the entire signal associated
with a step excitation in pMPI, we are locally projecting all spatial informa-
tion over the excursion distance of the FFR before and after a step. Math-
ematically, this manifests as our excitation amplitude-dependent rectangu-
lar function in our square wave pMPI PSF. In contrast, in canonical MPI,
we grid the data associated with each time point to its own unique instan-
taneous position based on knowledge of the smoothly and continuously
varying FFR location.

By using small excitation amplitudes in pMPI, we can locally project
across a small distance with respect to, for example, the Langevin FWHM
we expect from our tracer. This is an implementation-specific and self-
imposed limitation. Surely we can devise reconstruction methods that are
not so limiting in the future.

We can first consider not independently gridding the integrated signal
associated with each excitation half-period. The mathematics described
in Chapter 5 indicate that each successive half-period signal samples two
steady-state magnetization values where the final magnetization state of
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each previous square wave half-period is equal to the initial magnetiza-
tion state of the next square wave half-period. We can use this knowledge
to avoid the rectangular blur by solving for the exact magnetization states
(and not a difference between pairs). This can be performed by, for exam-
ple, setting up the reconstruction problem as a series of coupled difference
equations or inverting an appropriate Toeplitz matrix. Unfortunately, these
methods as naı̈vely formulated are ill-posed. But perhaps clever sequencing
and alternative methods in the future can lead to well-posed reconstruction
that avoids the rectangular function blur.

Another possibility is to use as large excitation amplitudes as possible
(e.g., limited only by hardware constraints and magnetostimulation / non-
specific SAR) and reconstruct using projection reconstruction in the excita-
tion direction. This would require an ability to rotate the relative geome-
try between the excitation coil(s) and sample arbitrarily and would be an
orthogonal dimension in an FFL system. Local projection data could be
taken associated with a partial FOV (pFOV) of the image corresponding to
the excursion size associated with each step excitation. A set of such data,
after acquiring data at many different angles (excitation directions) could
be reconstructed with projection reconstruction algorithms to reconstruct a
single 2D pFOV of the image. This process could be repeated for as many
such pFOVs are needed to completely cover the desired full FOV, with the
pFOVS stitched or averaged together to form a final image. Alternatively,
large amplitude excitation could be applied as we slow shift across the en-
tire FOV in the excitation dimension. These data can then be combined and
integrated to form a single projection data point along the excitation axis.
This can then be repeated for each line required to cover the full FOV in the
orthogonal dimension, and for each rotation of the excitation axis needed to
provide a well-posed single projection reconstruction.

While potentially inefficient and difficult to implement, incompletely
described, or even ill-posed, we discuss these exotic methods to highlight
possible avenues of exploration in future pMPI development. We do need
to solve the problem of limited excitation amplitudes and more generally,
explore the incredible new flexibility provided by pMPI. Undoubtedly, we
have only scratched the surface and much more efficient and compelling
implementations await discovery and exposition.
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7.4 Conclusions
In this chapter we have described multidimensional pMPI, in contrast to
the 1D focus of Chapters 5 and 6. We have described intuitively how multi-
dimensional pMPI is very similar to canonical multidimensional MPI, pro-
vided many simulations illustrating the process, and compared the simula-
tor with proof-of-concept 2D data. In this analysis, we have shown that
the major features of pMPI described in Chapters 5 and 6 hold in a fa-
miliar way in the multidimensional context. For example, our PSF is the
steady-state Langevin PSF as traditionally described, but blurred in an ex-
citation amplitude-dependent manner in the direction of excitation. Addi-
tionally, our simulations and data showing relaxation weighting in multi-
dimensional pMPI indicate that it is a very powerful effect, both improving
resolution and significantly attenuating the long tails and haze associated
with the canonical multidimensional Langevin PSF.

We also described the great flexibility inherent to use of arbitrary pulsed
excitation waveforms in discussion of generalized pulse sequencing. We
showed how we can shape and tailor our imaging PSF by changing the
pulse sequence and leveraging relaxation weighting during encoding and
described a potentially useful conceptual framework that breaks down a
pMPI pulse sequence into magnetization preparation and signal readout
periods. Finally, we describe untested and unimplemented possible ap-
proaches in pMPI that may generally improve the method but, in particu-
lar, provide a way of avoiding the low amplitude limitations of our current
methods when high resolution is desired. Perhaps most intriguing is imple-
menting pMPI excitation oriented along the axis of the FFL in an FFL MPI
scanner.

We hope this chapter suggests the feasibility, flexibility, and opportunity
inherent in pMPI. But the technique is very new and unexplored. We hope
future work will continue to develop and mature the pMPI approach, pos-
sibly greatly increasing what is possible in MPI.

7.5 Acknowledgements
I thank Zhi Wei Tay for providing the data showing an experimental demon-
stration of multidimensional pMPI that was featured in Fig. 7.5(a,b) of this
chapter and allowed for a comparison between data and my simulator.

174



Bibliography

Ahrens, Eric T and Jeff WM Bulte (2013). “Tracking immune cells in vivo us-
ing magnetic resonance imaging”. In: Nature Reviews Immunology 13.10,
pp. 755–763.

Ahrens, Eric T et al. (2005). “In vivo imaging platform for tracking im-
munotherapeutic cells”. In: Nature biotechnology 23.8, pp. 983–987.

Arami, Hamed et al. (2013). “Size-dependent ferrohydrodynamic relaxom-
etry of magnetic particle imaging tracers in different environments”. In:
Medical physics 40.7.

Bauer, Lisa M et al. (2015). “Magnetic particle imaging tracers: state-of-the-
art and future directions”. In: J. Phys. Chem. Lett 6.13, pp. 2509–2517.

— (2016). “High-performance iron oxide nanoparticles for magnetic parti-
cle imaging–guided hyperthermia (hMPI)”. In: Nanoscale.

Bean, CP and JD Livingston (1959). “Superparamagnetism”. In: Journal of
Applied Physics 30.4, S120–S129.

Behrends, Andre, Thorsten M. Buzug, and Alexander Neumann (2016). “Mag-
netic Particle Spectrometer for the Analysis of Magnetic Particle Heat-
ing Applications”. In: International Workshop on Magnetic Particle Imaging,
p. 47.

Beyer, Thomas et al. (2000). “A combined PET/CT scanner for clinical on-
cology”. In: The Journal of nuclear medicine 41.8, p. 1369.

Biederer, S et al. (2009). “Magnetization response spectroscopy of super-
paramagnetic nanoparticles for magnetic particle imaging”. In: Journal
of Physics D: Applied Physics 42.20, p. 205007.

Bloch, Felix (1946). “Nuclear induction”. In: Physical review 70.7-8, p. 460.
Branquinho, Luis C et al. (2013). “Effect of magnetic dipolar interactions on

nanoparticle heating efficiency: Implications for cancer hyperthermia”.
In: Scientific reports 3, p. 2887.

Brown Jr, William Fuller (1963). “Thermal fluctuations of a single-domain
particle”. In: Physical Review 130.5, p. 1677.

Cho, E, G Cho, H Cho, et al. (2014). “Simulational validation of color mag-
netic particle imaging (cMPI)”. In: Physics in medicine and biology 59.21,
p. 6521.

175



BIBLIOGRAPHY

Creixell, Mar et al. (2011). “EGFR-targeted magnetic nanoparticle heaters
kill cancer cells without a perceptible temperature rise”. In: Acs Nano
5.9, pp. 7124–7129.

Croft, Laura R et al. (2016). “Low drive field amplitude for improved im-
age resolution in magnetic particle imaging”. In: Medical physics 43.1,
pp. 424–435.

Debye, Peter Josef William et al. (1954). “collected papers of Peter JW De-
bye”. In:

Deissler, Robert J, Yong Wu, and Michael A Martens (2014). “Dependence
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