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Abstract
Novel Scanning Strategies in x-Space Magnetic Particle Imaging for

Improved Imaging Performance and Theranostic Applications

by

Zhi Wei Tay

Joint Doctor of Philosophy
with University of California, San Francisco in Bioengineering

University of California, Berkeley

Professor Steven Conolly, Chair

Magnetic particle imaging (MPI) is an emerging tracer imaging modal-
ity. In this work, we develop novel scanning strategies to improve the
imaging performance of MPI and explore novel methods to use MPI for
theranostic applications. A major focus is inventing and exploring different
scanning strategies to overcome or leverage the magnetic relaxation dynam-
ics associated with the tracers used in MPI in order to find optimal trade-
offs in imaging performance metrics such as spatial resolution, SNR and
scanning time. In the first part of this thesis, we perform an experimen-
tal study to underscore the significant discrepancy between experimental
performance of large core size tracers and their theoretical performance,
and demonstrate that this is a major obstacle to improving MPI perfor-
mance. Subsequently, we describe the hardware design and construction
of a frequency-flexible, arbitrary waveform tabletop scanner to enable the
investigation of novel scanning strategies to help address this issue. Con-
ventional MPI uses a single frequency excitation wave around 20 kHz. With
this new device, we show the first study of non-sinusoidal excitation wave-
forms such as square, trapezoidal, triangle waveforms, and based on this,
we design a novel approach to scanning and signal encoding in MPI which
we name pulsed MPI (pMPI). Subsequently, we show that pMPI unlocks
the potential of large core size nanoparticles by suppressing deleterious
relaxation-based blurring effects. This enabled the first viable use of these
nanoparticles which previously have been unusable in MPI. We also exploit
the frequency-flexibility to optimize parameters for continuous (sinusoidal)
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wave MPI and elucidate an optimal waveform that achieves both good res-
olution and SNR where previous work has suboptimally traded-off one for
another. Lastly, we show how inter-particle interactions can be exploited to
generate another new form of MPI which we term strongly-interacting MPI
(SiMPI). Despite apparent issues with lack of LSI properties, we develop
strategies to modify the tracers and scanning / reconstruction to enable LSI
scanning with SiMPI in order to exploit its extraordinary characteristics of
positive feedback (Schmidtt trigger) for over 10-fold improvement in both
spatial resolution and SNR.

In the second part, we perform extensive preclinical studies as the first
in vivo proof-of-concept of theranostic MPI. We show that MPI is unique as
a theranostic modality due to many key advantages such as precise local-
ization of therapy in vivo, an ability to receive measure and predict dosage
based on image-guidance, and finally elucidate an approach for future de-
velopment of real-time feedback for fine control and definite quantification
of dosage. Our in vivo proof-of-concept results show robust localization of
the heating dose deposited as well as therapeutic outcomes in a dual tu-
mor xenograft rodent model. Importantly, we prove that this localization
method can address one key challenge in Magnetic Hyperthermia, which
is to avoid collateral damage to off-target organs such as the liver which
tends to accumulate magnetic nanoparticles and is prone to unintended
heat damage. Furthermore, we investigate aerosolized magnetic nanopar-
ticles as a method to image the lungs with MPI. We demonstrate that MPI
lung imaging with magnetic aerosol can be a viable alternative to clinically
established radioaerosol procedures. This lays important groundwork for
use of magnetic aerosols and MPI for safer lung imaging and lung thera-
nostics in combination with the abovementioned work.

We believe a major takeaway from this work is that there remains nu-
merous unexplored possibilities within MPI that can only be discovered by
breaking away from conventional scanning strategies and current dogma
behind the optimal MPI tracer. We believe exploration of these exotic scan-
ning strategies and nanoparticle formulations will result in significant ad-
vances in our field.
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Preface
Magnetic particle imaging has been developed extensively over the last
decade. However, most of the research has been focused on designing and
building the first generation of MPI hardware as well as conducting proof-
of-concept implementations of various imaging only applications. Recent
research has expanded to alternative applications of MPI such as magnetic
steering and magnetic targeting. However, there has been limited explo-
ration of the scanning strategies of MPI as well as the nanoparticles used.
The first generation of MPI scanners and nanoparticles have quickly con-
verged to using a stable and acceptable level of performance without much
regard to further optimization of the available scanning parameters and
nanoparticle designs.

In this work, we set out to comprehensively explore a relatively unex-
plored area of MPI - the scanning strategy which is mainly defined by the
magnetic excitation waveform. We believe that the conventional thinking
that a narrow set of sinusoidal waveforms as well as an optimal nanoparti-
cle core size is a very limiting perspective: 1) the excitation waveform can
be tailored to unlock the potential of non-standard nanoparticles 2) differ-
ent excitation waveforms should be implemented in one scanner in order
to enable flexibility in MPI applications, in particular the theranostics ap-
plication where excitation can be changed to provide a ”heating mode” and
”imaging mode”.

In Chapter 1, we give a general introduction to MPI and outline its
key advantages and niche in medical imaging, an explanation of its key
principles for implementation, some of the applications work that MPI is
well-suited for, and finally a listing of the open challenges in MPI. The
subsequent dissertation is organized into two main parts: (1) exploration
of different scanning strategies and nanoparticle formulations (2) proof-
of-concept studies showing important preclinical applications of MPI
with special focus on theranostics MPI where having differential scanning
strategies for ”imaging mode” and ”therapy mode” is important.

In Part I, we investigate different novel strategies for MPI scanning.
In Chapter 2 we describe the design and construction of an arbitrary

waveform and frequency flexible relaxometer. We term our device the Ar-
bitrary Waveform Relaxometer (AWR). This device enables subsequent in-
vestigations into novel MPI scanning strategies.

In Chapter 3 we experimentally show the performance discrepancy be-
tween Langevin Theory and experimentally achieved MPI performance of
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large core size tracers. This investigation provides critical insight into why
successful MPI nanoparticles fall within a certain size range and provides
the first experimental evidence of a ”relaxation wall” that is a barrier to im-
proving MPI performance. Prior work has not experimentally investigated
the effect of nanoparticle core size on MPI performance.

Chapter 4 focuses on the development of a novel scanning strategy we
term pulsed MPI (pMPI) in order to break past the ”relaxation wall” and
unlock the potential of large core size nanoparticles. This strategy is based
on designing the excitation waveform to minimize blurring resulting from
the sluggish large core nanoparticles. A section is also dedicated to explor-
ing the requisite hardware changes required to perform this new scanning
strategy on a rodent and eventually human scale.

In recognition of the hardware challenges of pMPI, Chapter 5 focuses
on optimization of the MPI scanning waveform within constraints of a sin-
gle tone excitation. Single tone excitation is significantly easier to imple-
ment especially in terms of power (due to resonant design) and also for
feedthrough suppression on the receive end. However, prior work has not
comprehensively optimized the effect of frequency and amplitude of sinu-
soidal excitation. Here, we detail the first comprehensive optimization ex-
ploiting the frequency-flexibility and high-throughput nature of the AWR
and show how to optimally tailor sinusoidal excitation to both small size
and large size nanoparticles.

Up to this point, MPI tracers have generally been understood as single
core nanoparticles with a fixed magnetization behavior. The performance of
multi-core particles have been modeled as an effective single core and there
has been insufficient investigation into inter-particle interactions and how
to optimally modify them to enhance MPI performance. Chapter 6 goes
into our discovery of a new class of strongly-interacting nanoparticles and
the development of a positive feedback theoretical model explaining their
dramatically improved MPI performance with more than 10-fold improve-
ments in both spatial resolution and SNR over conventional. We discuss
strategies in nanoparticle formulation as well as reconstruction to address
some of the non-LSI characteristics of these particles and develop essentially
a new type of MPI that has scanning and reconstruction strategies tailored
to the unique nanoparticle properties. We term this new type of MPI as
strongly-interacting magnetic particle imaging (SiMPI).

We hope that one takeaway from Part 1 is a sense that MPI has many
unexplored aspects and that MPI should not be understood as a single
optimal scanning method. With the advent of pMPI and SiMPI, we hope
that this opens up a new period of investigation in MPI pulse sequences
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tailored to different nanoparticles and different applications of MPI, much
in the same way pulse programming quickly became a very extensive
region of research in MRI after its introduction.

In Part II, we focus on performing proof-of-concept studies on key applica-
tions of MPI, namely theranostics MPI for cancer as well as lung MPI. These
applications are especially compelling as MPI’s unique niche. Furthermore,
the requirement that the ”imaging mode” and ”therapy mode” have differ-
ent MPI scanning strategies allows us to build our application work off the
knowledge created from the waveform optimization research in Part 1.

In Chapter 7, we show in vivo proof-of-concept of theranostic MPI where
we show MPI image-guidance for MPI-gradient localization of magnetic
hyperthermia. This application is compelling as one of MPI’s unique niches
because of the fact that MPI’s imaging mechanism closely matches the heat-
ing mechanism behind magnetic hyperthermia. This provides an especially
robust basis for quantification of heating dose and also implies that the MPI
hardware and scanning enabling imaging resolution improvements can im-
mediately be recycled to provide precise localization of heat deposition. In
our study, we show robust image-guided localization of heat in vivo and
show, critically, that thermal damage and therapy of xenograft tumors is
localized to only our targeted region. This has important implications in
addressing a major obstacle to clinical translation of magnetic hyperther-
mia, which is to precisely localize heating and avoid collateral damage to
healthy organs. Furthermore, the same localization concept can be extended
to localize actuation of drug release nanocarriers and other biomechanical
stimuli for a variety of other applications.

In Chapter 8, we show in vivo proof-of-concept that MPI can track in-
haled aerosol as a radiation-free alternative to clinical nuclear medicine
(radioaerosol) methods for tracking inhaled therapeutics as well as clini-
cal tests such as the pulmonary radioaerosol mucociliary clearance (PRMC)
tests. This application is compelling as one of MPI’s unique niches because
of lung imaging is difficult for many other modalities and since the lung
is one of the more sensitive organs to radiation damage, a radiation-free
alternative to the nuclear medicine clinical standard is certainly safer and
desirable. In our study, we show that (1) MPI can replicate the performance
of nuclear medicine in evaluating the delivery efficiency of different aerosol
delivery methods, (2) MPI can track biodistribution and quantify delivery
of model therapeutics such as doxorubicin and ICG, (3) MPI is well-suited
for timecourse imaging to measure mucociliary clearance and thus serve as
a radiation-free alternative to the clinical PRMC test.
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We believe this work lays essential groundwork and proof-of-concept
for whole new families of MPI approaches (pMPI and SiMPI). The applica-
tions work provide critical in vivo proof-of-concept of MPI’s clinical poten-
tial and is the first step towards bringing MPI closer to benefiting human
patients.

Zhi Wei Tay
Berkeley, CA
Apr 27, 2018
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List of Figures

1.1 Comparison of anatomic vs. functional images. Anatomic
imaging (left) can provide visualization of internal bodily
structures such as the skeleton in this case but is unable to
clearly visualize the tumor or liver. Functional or molec-
ular imaging techniques (center), which often use contrast
agents or tracers specifically target certain organs such as the
liver in the case or may have antibodies that target the tu-
mor. This provides clear visualization of pathology, such as
the tumor, and specific organs, such as the liver, which may
not be highlighted or clearly visualized in the anatomic im-
age. However, functional images typically do not have vi-
sualization of the entire body. The image here is a result of
intratumoral injection of MPI tracer, but similar results are
expected from a tumor targeted contrast agent. (Right) Over-
lay of the anatomic image and the functional image allows
a spatial reference for the highlighted pathology/organ, and
helps the physician accurately locate the tumor for diagnosis
and treatment. These images are part of the data from the
‘MPI theranostics’ study in Chapter 7. . . . . . . . . . . . . . . 2

1.2 Spatial localization of the MPI signal via Langevin physics.
(left) Typical raster trajectory of the field-free-point or field-
free-line used in MPI imaging (right) How the non-linear
ensemble magnetization response of the magnetic nanopar-
ticles can be translated by the inductive receive coils into
a Langevin point-spread-function (red plot) centered at the
precise location of the nanoparticles. This forms the basis of
signal localization in x-space MPI. . . . . . . . . . . . . . . . . 7
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1.3 (Top) Approximate equation for MPI limit of detection in
terms of grams of Fe (assuming SNR = 1). Assumptions are
coil noise dominance, and that the −Hsat to +Hsat region of
the M-H curve approximates the SPIO peak response. Vari-
ables are NF = noise factor of preamplifier; ρ = density of
SPIO; kB = Boltzmann constant; T,R,B = temperature, resis-
tance and sensitivity (T/A) of the receive coil respectively;
Hsat and Msat refers to the applied field needed to reach Msat

and the 90% saturation magnetization value respectively; BW
= final receive bandwidth after digital windowing; ω is the
MPI excitation frequency in radians and Hampl is the MPI ex-
citation amplitude. (Bottom) Approximate equation for MPI
spatial resolution. Variables are µ0 = vacuum permeability;
k is a proportionality constant modulating the blurring ef-
fect of magnetic relaxation; τ is the (Debeye) magnetization
time constant of the SPIO that causes delays in magnetization
leading to relaxation-induced blurring; G is the MPI gradient
strength in Tesla/meter. . . . . . . . . . . . . . . . . . . . . . . 14

2.1 A representative MPI image showing visualization of the
biodistribution of magnetic particle labeled stem cells after
they were injected into the tail vein of a rat. This image
demonstrates the high sensitivity and contrast of MPI and
the capability to perform long-term, in vivo biodistribution
studies without the exponential loss of signal typical in nu-
clear medicine studies. However, as shown by the image
of the lung, liver and spleen in Figure 1, the spatial resolu-
tion of MPI is limited and a prime target for improvement.
We demonstrate in this paper that the AWR enables high-
throughput drive waveform optimization for better MPI res-
olution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
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2.2 a. To-scale SolidworksTM drawing of our arbitrary waveform
relaxometer (AWR) accurately representing the actual phys-
ical device. It comprises a miniature drive coil (Tx) with a
low net inductance of 2.5 µH, two receive coils in gradiomet-
ric configuration (Rx1, Rx2), and a biasing coil to extend the
applied field range. The gradiometer-shimming mechanism
shifts Rx2 relative to Tx2 in increments of 22 µm to fine-tune
the Tx2-Rx2 coupling to match that of Tx1-Rx1, minimiz-
ing net Tx-Rx coupling. The concept of cancellation ampli-
tude adjustment for inductive decoupling is not new (Good-
will et al., 2011a; Graeser et al., 2013), but our novel me-
chanical implementation allows for in-bore facile precision
”spatial-shimming” allowing for simultaneous feedback of
gradiometer performance during adjustment. The in-bore
adjustment is important because removing, adjusting then re-
inserting the receive coil into the MPS setup may incur place-
ment error and we have shown in Figure 2.3a that even tens
of microns can affect gradiometer performance. Prior hard-
ware using inductive decoupling (Goodwill et al., 2011a;
Behrends, Graeser, and Buzug, 2015; Graeser et al., 2013)
do not allow in-bore adjustment. b. Prior sinusoidal MPI
spectrometers/relaxometers requires capacitors in the trans-
mit chain to reduce reactive power and/or a band-stop fil-
ter (BSF) in the receive chain to reduce feedthrough. How-
ever, arbitrary drive waveforms precludes the use of tuned
circuit elements. Instead, the AWR’s novel untuned design
relies on a very low coil inductance of 2.5 µH coupled with
a high coil efficiency of 1.06 mT/ampere for transmit power
handling. An improved gradiometer is used for broadband
feedthrough attenuation on the receive. . . . . . . . . . . . . . 24
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2.3 a. Demonstration of improved gradiometer performance via
fine ”spatial-shimming” the cancellation coil (Rx2) location
relative to the transmit coil (Tx). This has the effect of fine ad-
justing the Rx2-to-Tx coupling factor for improved inductive
decoupling reaching up to -67 dB (10 kHz). b. The gradiome-
ter is capable of wideband feedthrough attenuation which is
essential in the AWR’s wideband excitation context. c. The
very low drive coil inductance of 2.5 µH coupled with high
coil efficiency of 1.06 mT/ampere enables high field ampli-
tudes across an unprecedented DC – 400 kHz despite not
using resonant circuits for reactive power handling. When
compared to the safe scanning limits for a human (Saritas et
al., 2013a), we see that the AWR’s unprecedented drive-field
flexibility allows for testing of almost any drive waveform
that would be used in a safe human scanning context, en-
abling comprehensive drive waveform optimization. In con-
trast, conventional VSM (Mészáros, 2007) and AC Suscep-
tometry (Chen, 2004) are unable to cover the MPI-relevant
parameter space. We limit our device design to below 400
kHz because near zero-field, the delay from magnetic relax-
ation is expected to be > 2 µs (Deissler, Wu, and Martens,
2014), surpassing a half-period of the drive waveform and
causing poor resolution. . . . . . . . . . . . . . . . . . . . . . . 26
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2.4 a. High-throughput magnetic particle spectrometry is en-
abled by the lack of tuned circuit elements in the AWR. In
a single automated acquisition (500 ms total time), we dis-
cretely sample 100 drive frequencies from 16 kHz to 115 kHz
at 25 mT. The data from this single acquisition is shown
as a stack plot of Resovist fourier spectra for 100 discrete
drive frequencies (after background correction and removal
of out-of-band signal). b. Analysis of the spectra in Fig. 3a
shows the expected steeper slope of harmonic decay with
higher drive frequencies. This matches the findings of prior
work (Kuhlmann et al., 2015). A steeper slope implies
a poorer modulation transfer function response leading to
poorer spatial resolution. c. From a single automated acqui-
sition, 33 unique sets of drive parameters were tested (n = 3)
on 125 µg of Resovist. The optimal drive waveform (gray ar-
row) with best resolution is with a 17 kHz, 8.5 mT amplitude
waveform. The FWHM resolution (mm) assumes a 3.5 T/m
gradient. d. The same dataset from part c is plotted for both
spatial resolution and signal strength. While the lowest am-
plitude and frequency (gray arrow) gives the best spatial res-
olution, this is at a significant cost of almost 10-fold lower sig-
nal strength which has implications for MPI sensitivity. The
high-throughput and denser sampling of frequency uniquely
allows the AWR to better optimize for both spatial resolution
and signal strength. This reveals the 100 kHz, 8.5 mT ampli-
tude waveform (black arrow) which shows almost as good
resolution improvement as the gray arrow while having no
loss in signal strength, therefore having better overall MPI per-
formance than the waveform obtained from simply optimiz-
ing for one parameter. . . . . . . . . . . . . . . . . . . . . . . . 28
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2.5 a. Reconstructed PSF from data obtained by the AWR com-
pares well to the theoretical expected PSF with magnetic re-
laxation of a first-order Debye model. The calculation used
the same value of τ (2.3 µs) validated in prior work (Croft et
al., 2016). b. The FWHM of reconstructed PSFs from AWR
data (n = 3) closely matches (R2 = 0.972) actual spatial reso-
lution measured from MPI scanner images (3.5 T/m gradient
23 kHz)Croft et al., 2016. This shows the AWR can accurately
predict for MPI tracer imaging performance. c.The AWR sig-
nal (PSF peak amplitude) is linear with Resovist iron mass
with sensitivity of 13.1 µV/µg for sine wave and 8.3 µV/µg
for triangular wave before amplification. Three experimental
repeats were taken per data point (n = 3). We estimate the
detection limit (SNR = 1) to be ∼ 20 ng and ∼ 30 ng respec-
tively with 6.25 s total acquisition time (25 averages). The
AWR is thus a sensitive and quantitative sensor for magnetic
particles. The difference in sensitivity between sine and tri-
angular wave is due to differences in the waveform velocity
at the zero-crossing point. . . . . . . . . . . . . . . . . . . . . . 32

2.6 a. Experimental data showing the linear chirp from 1 −
400 kHz produced by the AWR (spectrogram obtained from
short-time Fourier Transform of AWR current monitor trace).
Although the maximum slew rate of the power amplifier lim-
its chirp amplitude beyond 200 kHz, this amplitude never
falls below the SAR safety limits (Fig. 2.3) even at 400 kHz,
thus covering the entire safe parameter space. b. The AWR is
capable of arbitrary waveforms as shown by this composite
waveform made up of arbitrary waveform parts: (1) trian-
gular wave (2) linear chirp (3) ramp and (4) composite wave-
form made up by direct addition of 3 sine waves of equal am-
plitude but different frequencies (5, 7 and 12 kHz). The drive
waveform shape is validated by the internal current monitor
of the AE Techron 7224. . . . . . . . . . . . . . . . . . . . . . . 34
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2.7 a. First experimental validation of the DC recovery algorithm
used in x-space reconstruction. DC recovery of the discarded
first harmonic information produces a nearly identical PSF to
a PSF where the analog received signal at the first harmonic
was retained. b. Experimentally reconstructed PSF for Tri-
angle and Sine drive wave showing only minor differences.
This is expected because a triangle and sine wave are similar,
and the x-space theory in 1D shows that various trajectories
with similar spatial sampling densities should yield the same
reconstructed results, excepting variable impacts of magnetic
relaxation. Importantly, this shows the triangle wave main-
tains conventional MPI performance while obviating velocity
compensation which is a major reconstruction step. . . . . . . 36

3.1 (a) Calculated Langevin curves (using eqn. 3) for different
nanoparticle core sizes. The shape of the curves show a dra-
matic change with nanoparticle core size due to the cubic
relationship between nanoparticle core size and saturation
field. (b) Calculated MPI steady-state PSFs show a dramatic
narrowing with increased core size. This is in contrast to
the strategy of increasing MPI gradient strength shown in
(c) where only a linear improvement of the PSF width is ob-
served with increases in gradient strength. Because spatial
encoding in MPI is a linear function of the magnetic field
gradient, conversion between x-axis units of applied field
(mT/µ0) and distance (mm) is done simply by dividing by
the gradient strength (T/µ0m). . . . . . . . . . . . . . . . . . . 44

3.2 MPI hardware. (a) Magnetic Particle Relaxometer used to
obtain point spread functions of SPIOs to measure the full-
width-at-half-maximum spatial resolution. (b) Magnetic Par-
ticle Imager used to obtain images of SPIOs to validate the
measurements of the relaxometer as well as provide visual
images of the differences in spatial resolution as core size
changes. (c) MPI obtains an image by rastering the field-free-
point across the field of view as shown in the figure. The
field-free-point can be considered a sensitive detection point
in 3D space. In x-space reconstruction, the time-domain re-
ceived voltage signal is gridded to the instantaneous location
of the field-free-point to make an image. . . . . . . . . . . . . 47
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3.3 (a) Table of nanoparticle properties and experimen-
tal measurements (b) TEM of Imagion Biosystems
PrecisionMRX R© SPIOs showing narrow size variation
and constant spherical shape as evidenced by the isoperi-
metric quotients (thus implying constant shape anisotropy).
A representative M vs. H plot (Msat = 0.551T/µ0) is also
plotted. See Section 2.1 for more details. . . . . . . . . . . . . . 49

3.4 (a) Experimental 1D point spread functions of Imagion
Biosystems PrecisionMRX R©SPIOs measured on the Magnetic
Particle Relaxometer at 20.25 kHz and 20 mT/µ0. The PSF
narrows as core size increases from 18 to 24 nm, but stops
narrowing and starts widening beyond 25 nm. This shift is
concomitant with a marked displacement of the PSF in the di-
rection of the scan which is similar to that seen in prior work
on MPI relaxation (Croft et al., 2016; Croft, Goodwill, and
Conolly, 2012), suggesting a marked increase in magnetic re-
laxation processes. Data is represented by the smooth solid
lines while the markers are just a visual guide to differentiate
the curves. (b) Comparison of the experimentally achieved
spatial resolution (n = 3) with the predicted spatial resolution
from the Langevin model shows an increasing disparity with
increasing core size after 24.4 nm. . . . . . . . . . . . . . . . . 50

3.5 Magnetic Particle Imager scan of point sources of different
SPIO core sizes. The experimental imaging results have good
agreement with the Relaxometer measurements, showing the
same trend of optimal resolution with 24.4 nm SPIOs. . . . . . 52
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3.6 Trace of the experimental time-domain MPI signal. Data is
represented by the smooth solid lines while the markers are
just a visual guide to differentiate the curves. a) From 18.5
nm to 24.4 nm, a slight increase in delay is seen in the peaks
of each subsequent trace. This is indicative of magnetic re-
laxation processes increasing in magnitude. However, this
effect is surpassed by the narrowing of the signal peak by
Langevin physics. Thus, the narrowest peak and best resolu-
tion is seen at 24.4 nm. b) From 24.4 nm to 32.1 nm however,
magnetic relaxation increases dramatically as evidenced by
the very large time delay (phase delay of almost 40 degrees)
of the 27.4 nm and 32.1 nm signal peaks. This is indicative of
strong magnetic relaxation processes that clearly dominate
the expected peak narrowing from Langevin physics. As a
result, the signal peak is spread out and worse resolution oc-
curs when going from 24.4 nm to 32.1 nm. . . . . . . . . . . . 53

3.7 Low amplitude and low frequency drive waveform strate-
gies have been shown in prior work to reduce the negative
impact of magnetic relaxation (Kuhlmann et al., 2015; Croft
et al., 2016). Both approaches were tested separately (n=3, er-
ror bars are small and within the shape markers). (a) In the
low amplitude approach, frequency is held constant at 20.25
kHz and amplitudes of 20.0, 4.0 and 0.5 mT/µ0 were used.
(b) The low frequency approach keeps amplitude constant at
20 mT/µ0 while frequencies of 20.25, 2.0 and 0.4 kHz were
used. While both strategies help achieve better spatial reso-
lution overall, spatial resolution still stops improving after a
certain core size. These strategies are unable to fully mitigate
the negative impact of the large amount of relaxation seen by
larger core size particles and are unable to achieve the cubic
spatial resolution improvements predicted by the Langevin
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
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4.1 MPI rasters a sensitive point (the zero-field point or field-
free-point) across a 3D volume to form an image of the su-
perparamagnetic iron oxide nanoparticles (SPIONs) present.
Here, a sensitive line setup is shown, which obtains projec-
tion images through the sample like CT. MPI’s inductive sig-
nal is generated by the SPION magnetization response to the
fast raster from the sinusoidal drive waveform. In this work,
we show that by changing the sinusoid drive waveform to
a pulsed waveform (square wave), we are able to signifi-
cantly improve MPI resolution by circumventing relaxation-
induced blurring. . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 Although the Langevin Theory for MPI predicts cubic resolu-
tion improvement with increasing nanoparticle core size, in
practice, resolution gains with increasing core size are lim-
ited. Furthermore, beyond the optimal 24.4 nm core size,
spatial resolution is observed to worsen rather than improve
with core size. This is demonstrated by the stark difference
between the measured image resolution and the Langevin
theoretical resolution of a point source phantom of 27.4 nm
SPIOs (ImagionBio, PrecisionMRXTM). This disparity can
be attributed to relaxation-induced blurring, where blurring
worsens with larger core sizes due to their increasingly slug-
gish response to the excitation drive field. In this work, we
propose a new drive waveform to circumvent this problem
and achieve the ideal (Langevin) spatial resolution. Because
this will unlock the potential of cubic improvement of reso-
lution with core size, significant improvements in resolution
are expected, especially for large core size SPIOs such as the
27.4 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3 Pulsed encoding in MPI acquisition. We can describe an MPI
acquisition scheme in terms of a choice of fast excitation en-
coding waveform, FOV sampling strategy, and reconstruc-
tion formulation. pMPI replaces the canonical sinusoidal fast
excitation encoding with pulsed waveforms. Subsequent as-
pects of the acquisition scheme such as FOV sampling strat-
egy and reconstruction method may be chosen as desired as
long as the pMPI constraints described herein are respected.
For example, slew rates involved in FOV sampling cannot
compromise steady-state induction. pMPI may be incorpo-
rated into the x-space or system matrix paradigm. . . . . . . . 66
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4.4 The strategy behind pulsed MPI explained in 1D. The key
principle is a step-and-wait net excitation trajectory (formed
from a square wave fast excitation + ramp for large FOV sam-
pling). The wait time must be long enough to allow any
delays in magnetization to reach steady-state (the Langevin
magnetization). Instead of making the raw received signal
(instantaneous dM/dt) as our MPI signal, we integrate the
raw signal over the wait time to obtain a ∆M for that step.
This measured ∆M is exactly the change in magnetization of
the ideal Langevin M-H curve as we step from x to x+∆x.
As a result, pulsed MPI is a discrete sampling of the ideal
Langevin dM/dH curve. With finer and finer sampling (∆x
→ 0), the 1D image approaches the continuous, ideal dM/dt
plot. Because for waiting for steady-state at each step, pulsed
MPI completely circumvents any relaxation-induced blur-
ring that is commonly observed in conventional MPI due to
the ”no-wait” sinusoidal trajectory. This conventional blur-
ring can be understood as delays in magnetization resulting
in the dM/dt signal being spread across a larger distance in x. 67

4.5 Hardware implementation of pulsed MPI. (a) Arbitrary
waveform relaxometer (AWR) used in this work. The AWR
is a benchtop MPI system with a frequency-flexible drive coil
that can provide square wave excitation and configurable
with or without field-free line (FFL) producing magnets. (b)
Pre-emphasized voltage waveforms sent to linear amplifiers
in voltage-control mode are used to create square waveforms
in the drive coil. (c) Experimental data from implementation
of pulsed MPI. Current monitor measurements (AE Techron
7224) verified that a square drive field of 1 mT amplitude
was achieved with a rise time of ∼ 2 µs. The measured MPI
raw inductive signal from the magnetization response of a
32 nm core SPIO is shown in blue. The characteristic peak-
and-decay signal expected from SPIOs with significant mag-
netic relaxation is observed in the raw data. Integrating the
blue plot over the wait time of a step gives the net SPIO mag-
netization change (red plot). We observe that magnetization
reaches steady-state as desired (magnetization plateaus) . . . 74
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4.6 Square Wave data acquisition and image reconstruction us-
ing the AWR. (a) In acquisition, a slowly-varying bias field
allows us to sample a large magnetic FOV over time with the
faster square wave excitation (Tx). This pulse sequence leads
to a dense sampling of points in the applied magnetic field
domain. (b) In a simple x-space reconstruction, we can in-
tegrate the signal for each square wave half-period and grid
this value to the mean field location. In a final step we can in-
terpolate the gridded data onto a desired 1D pixel grid. The
result is a 1D square wave PSF. If we divide the applied field
by an assumed gradient, we arrive at a 1D spatial PSF. . . . . . 77

4.7 (a) Feedthrough in pulsed MPI manifests as a narrow spike
coinciding with the pulse. The experimentally measured
feedthrough is greatly attenuated by fine gradiometer tun-
ing as described in prior work (Tay et al., 2016). (b) Without
removal of the feedthrough before reconstruction, this results
in a benign, fixed DC value added to each pixel (variation is
due to noise). (c) Reconstructed point-spread-functions from
experimental data (27nm SPIO, 2.5 kHz 0.5 mT step). Un-
like standard MPI that requires a more complex partial FOV
DC recovery algorithm (Lu et al., 2013), the feedthrough in
pulsed MPI reconstructs as a benign global DC offset that can
be removed using robust a priori assumptions of zero signal
at the edges of the imaging FOV (simple subtraction of the
DC value across the entire FOV). Thus, time-domain baseline
subtraction is not required in pMPI. . . . . . . . . . . . . . . . 78
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4.8 Experimental comparison between conventional sinusoidal
MPI at 25 kHz, 20 mT with square wave pulsed MPI at 2.5
kHz, 1 mT step size.
(a) Standard MPI data shows that resolution stops improv-
ing after 24.4 nm (PSF widens) and significant relaxation-
induced blurring occurs. (b) Pulsed MPI data for the same
range of magnetic core sizes show constant improvement
of resolution (PSF narrows) with core size as predicted by
the Langevin Model (c) Comparison of experimental sinu-
soidal MPI FWHM resolution, square wave pMPI FWHM
resolution, and theoretical Langevin prediction as a func-
tion of tracer core size. Note the inflection point in sinu-
soidal MPI resolution such that larger tracers have worse res-
olution while square wave pMPI allows us to realize with
Langevin theoretical prediction (solid red line) with a small
offset (dashed red line) due to the contribution of the excita-
tion amplitude to FWHM. . . . . . . . . . . . . . . . . . . . . . 79
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4.9 Square wave MPI experimental results as a function of hold
time (half-period of square wave) – the length of time at a
constant applied field to establish steady-state – and com-
parison with theory for 27.4 nm particles. Step size of 1 mT
was used. (a) 1D point spread function with varying hold
time. Resolution and signal strength worsens with shorter
hold times as the SPIO is unable to reach steady-state magne-
tization, resulting in relaxation-induced blurring and lower
peak signal. This is in part due to long relaxation times at
low field strength leading to the observed ‘peak depression‘
of the PSF for shorter hold times. (b) Spatial resolution im-
proves and approaches that of the Langevin Model as hold
time increases→ 3τ . The results match our theory that pMPI
relies critically on waiting long enough for SPIO magneti-
zation to reach steady-state. (c) pMPI peak signal worsens
with shorter hold time as the SPIO does not have enough
time to reach steady-state magnetization, resulting in a lower
measured ∆M than Msteady−state. The results show that long
hold times are desirable, but this must be traded-off against
longer scan times. Because the resolution and signal strength
plots asymptotically approach Langevin values, the optimal
hold time should correspond to the start of the asymptotic
approach to steady-state because diminishing returns occur
thereafter. A good rule-of-thumb for hold time should be 2 –
5 τ where τ is the Debeye relaxation time constant. . . . . . . 80

4.10 pMPI experimental results as a function of excitation step
size and comparison with theory for 27.4 nm particles. 2.5
kHz square wave with varying amplitudes was used. (a)
pMPI 1D point spread functions show higher signal but
worse resolution with increasing step size. (b) Spatial reso-
lution improves and approaches that of the Langevin Model
as step size decreases→ 0. The results match our theory that
pMPI is a discrete sampling of the ideal Langevin dM/dH
curve, and the large step sizes equate coarse discrete sam-
pling that incurs a rect convolution blurring effect. (c) pMPI
peak signal improves with increasing excitation step size as
a larger portion of the SPIO’s M-H magnetization curve is
covered per step. This implies a spatial resolution and SNR
trade-off in optimizing the excitation step size. . . . . . . . . . 82
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4.11 Experimental analysis of the effect of rise time using trape-
zoidal excitation waveforms with different rise times. The
hold time was kept at 1 ms with a fixed step size of 10
mT. (a) Experimental excitation waveforms measured by the
current monitor (AE Techron 7224) and converted to mag-
netic field by calibration with a gaussmeter probe (Lakeshore
InstrumentsTM). (b) Measured 1D point spread functions
show that varying rise time has very little effect on the pMPI
performance. (c) Relative SNR changes very little with in-
creasing rise time. The slight change is from longer square
wave period (fixed flat top hold time + varying rise time)
because the same signal is spread over a larger amount of
time. The results here show that perfect square waves are not
required to realize the benefits of pMPI, thus the hardware
criteria for pMPI is much less stringent as compared to hard-
ware required for near perfect square waves. . . . . . . . . . . 85

4.12 Experimental signal and resolution bandwidth relationships.
(a) PSFs constructed from the same dataset but using only 1
(red) or 15 (blue) harmonics of the fundamental square wave
excitation frequency in reconstruction. (b) PSF FWHM reso-
lution as a function of the number of harmonics used in re-
construction. (c) Peak signal intensity as a function of the
number of harmonics used in reconstruction. Unlike in con-
tinuous wave MPI, resolution worsens with increasing re-
ceive bandwidth and the inclusion of more harmonics. Peak
signal does, however, improve. This peculiar resolution-
bandwidth relationship is a function of the temporo-spatial
encoding of the signal due to the field dependence of the
tracer magnetic relaxation. Tracer located far from the FFR
is characterized by fast relaxation due to the high field con-
ditions while tracer near the FFR is characterized by slower
relaxation. Faster relaxation processes equate to higher har-
monic information in the Fourier domain. In this manner,
signal from tracer near the FFR center is relatively concen-
trated at the lower harmonics. . . . . . . . . . . . . . . . . . . . 88
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4.13 Safety limits for pMPI waveforms. Because optimal pMPI
waveforms use low amplitudes < 5 mTpp and there is
negligible effect of rise time on pMPI performance, opti-
mized pMPI waveforms are safe. In general, any pMPI
waveform that is designed to improve resolution better than
ResovistTMwill require < 10 mTpp step size and will be safe
as long as the rise time is > 2 µs. . . . . . . . . . . . . . . . . . 90
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4.14 The resolution gains of pulsed MPI are verified using two-
line phantoms with various distances between the lines. The
AWR used to obtain 1D point-spread-functions with pulsed
waveforms was outfitted with permanent magnets to gener-
ate a field-free-line scanner geometry similar to the preclin-
ical scanner described in Fig. 7.3 and in (Yu et al., 2017b).
Because the same drive coil is maintained as in the AWR, this
small-bore scanner is able to implement pulsed waveforms
in a 2D FFL-based scanning trajectory (Fig. 7.3). Projection
MPI images are taken of the phantom using standard MPI
and pulsed MPI. The results show that while standard MPI
has significant blurring and is unable to resolve the two lines,
pulsed MPI produces sharp images that are able to resolve
the two lines. In addition, the measured images are very sim-
ilar to the simulated images where the phantom used was
2D convolved with the ideal Langevin point spread function.
This verifies that pulsed MPI approaches the spatial resolu-
tion predicted by the ideal Langevin model in 2D. The results
also show a significant resolution gain of almost 8-fold when
comparing standard MPI (27.4 nm SPIO) and pulsed MPI
(27.4 nm SPIO). This clearly illustrates the large amount of
relaxation-induced blurring present that was circumvented
by the pulsed MPI strategy. Comparing to a typical Ferucar-
botran tracer (vivotraxTM) commonly used in MPI studies,
pulsed MPI still maintains a 5-fold improvement in resolu-
tion over standard MPI, achieving 0.6 mm resolution with a
3.5 T/m gradient. This is almost two-fold better better than
the 1D scans predict because leaving out a bit more of very
initial part of the signal in each half-period improves resolu-
tion beyond that achievable by the Langevin model because
it removes the ”long tails” of the Langevin that cause blur
because the signal from these regions completes very quickly
and is found almost completely in the initial part. By using
only the later parts, we restrict our signal to only the parts
of the Langevin curve that have the largest magnetization
change i.e. when the FFP is just above the SPIO. We name
this strategy tau-weighting as it exploits the difference in mag-
netization time constant between the Langevin tails and the
Langevin middle section, and we show that it improves reso-
lution at the cost of some SNR. Using a 7 T/m gradient would
give a very good 0.3 mm resolution before deconvolution. Fur-
ther resolution improvements could be achieved with decon-
volution by trading-off SNR. . . . . . . . . . . . . . . . . . . . . 91
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4.15 Block Diagram showing the overall hardware changes neces-
sary to implement pMPI on the existing 3D scanner . . . . . . 93

4.16 Linear circuit design for implementation of pMPI . . . . . . . 94
4.17 Switched circuit design for implementation of pMPI. The

switches turn the circuit into a resonant one when rapid tran-
sitions of current through the inductor transmit is required
and switch it back to a linear voltage-powered circuit when
piecewise constant pMPI phases are required. . . . . . . . . . . 95

4.18 Receive circuit design for pMPI to deal with the different
(pulsed) nature of direct feedthrough. . . . . . . . . . . . . . . 96

4.19 Preliminary results from testing of a variable gain ampli-
fier (VGA) on the receive chain to mitigate pMPI direct
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5.1 MPI rasters a sensitive point (the zero-field point or field-
free-point) across a 3D volume to form an image of the su-
perparamagnetic iron oxide nanoparticles (SPIONs) present.
MPI’s inductive signal is generated by the SPION magneti-
zation response to the fast raster from the sinusoidal drive
waveform. While the MPI imaging performance is highly
dependent on the drive waveform, a comprehensive opti-
mization of the drive waveform has yet to be done. In this
work, we optimize the MPI drive waveform across an un-
precedented 0.4 kHz - 416 kHz and 0.5 mT - 40 mT for both
improved resolution and high sensitivity. . . . . . . . . . . . . 102
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5.2 Because MPI uses inductive pick-up coils to receive the sig-
nal, the MPI signal is proportional to drive waveform slew
rate by Faraday’s law of induction. Thus, high sensitivity
MPI needs high slew rate drive waveforms. However, as
slew rate increases, we do not observe a perfectly linear gain
in sensitivity as the ensemble magnetization of the SPIOs
cannot keep up with the drive waveform slew rate due to
(ensemble) magnetic relaxation. Magnetic relaxation at high
drive waveform slew rates leads to blurring of the MPI sig-
nal because of delays in SPIO magnetization. As a result, low
slew rates are favorable for resolution, but high slew rates
are better for SNR and sensitivity. Because either frequency
or amplitude can be adjusted to change the slew rate, and be-
cause the trends are not linear, this manifests as a non-trivial
optimization problem to find the best trade-off for both good
resolution and high sensitivity MPI. . . . . . . . . . . . . . . . 103
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5.3 Our model for MPI resolution expands upon the model from
Croft et al. 2016 (Croft et al., 2016) describing the effect of
amplitude on MPI resolution. The base model describes the
measured resolution as a weighted sum of the base resolu-
tion at steady-state (no blurring) and a blurring term that is
dependent on the measured SPIO phase lag and drive am-
plitude applied. To demonstrate drive amplitude blurring,
we show experimental point-spread-function of IB 32.1 nm
SPIOs with the same drive frequency but varying drive am-
plitudes. The PSFs are normalized to a peak value set by
Faraday’s law. The results show increased blurring with
higher drive amplitudes with negligible deviation of peak in-
tensity from Faraday’s Law. To expand upon the base model,
we found that another effect should be added which we term
’peak depression’. This effect is necessary to account for the
high frequency sensitivity of larger core size SPIOs as well as
for the much larger range of frequencies used in this study. In
essence, peak depression highlights the inability of the SPIO
to magnetize fully when the applied field drive excursion is
centered at the SPIO. This is because the SPIO has to rotate its
magnetic moment through the largest angle here (180o) and
rotation is incomplete when the SPIO cannot keep up with
the applied drive field. However, when the drive excursion is
off-center, the SPIO does not have to rotate through a full 180o

and it keeps up with the drive field better, therefore obtaining
magnetization changes closer to that predicted by the ideal
Langevin. The result is less-than-expected ∆M / less signal
at the peak while full ∆M / normal signal at the sides, giv-
ing a point spread function that only has its peak depressed.
This effectively worsens resolution as the originally intense
signal peak now blends into the background blur. To demon-
strate peak depression, we show experimental point-spread-
function of IB 32.1 nm SPIOs with the same drive amplitude
but varying drive frequency. PSFs are normalized to a peak
value set by Faraday’s law. The results show that an increas-
ing inability to keep up with higher frequencies, as shown
by a deviation of the peak signal from Faraday’s law. For in-
stance, doubling the frequency should achieve twice the MPI
signal peak, but the measured peak is less than twice. . . . . . 109
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5.4 (A) Photo of the modified Arbitrary Waveform Relaxometer
described in previous work (Tay et al., Sci Rep, 2016). While
the drive coils are kept the same, permanent magnets and
selection field coils were installed to create a small bore scan-
ner. (B) Because the same drive coil and drive transmit chain
was maintained, the modified device retains all the frequency
flexibility and drive waveform versatility of the previous de-
vice. This plot shows that our modified device is able to test a
wide variety of drive waveforms. The capability region cov-
ers almost all drive waveforms possible within the human
safety limits and encompasses a much larger range than the
drive waveforms investigated in prior MPI literature. There-
fore, using this device, we are able to do a comprehensive
optimization of the drive waveform (within safety limits) for
MPI by investigating an unprecedented 0.4 – 416 kHz and 0.5
– 40 mT amplitude. (C) We verify the accuracy of resolution
measurements from our modified device by comparing the
measurements to that obtained from our preclinical scanner
that has been extensively validated in prior work. The results
show that the resolution measurements are in good agreement.113
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5.5 Experimental results from varying the drive amplitude over
a wide range (0.5 mT – 40 mT) while keeping drive frequency
constant at 20 kHz. A wide range of nanoparticles with a
spread of magnetic core sizes were used (Vivotrax, 18.5 nm,
24.4 nm, 27.4 nm, 32.1 nm ImagionBio SPIOs). (a) Resolution
generally improves with lower amplitudes and the trend is
similar to the main conclusion reported by Croft et al. (Croft
et al., 2016). A near 2-fold improvement was observed for
Vivotrax. (b) Similar trends in resolution was observed across
the wide range of nanoparticles used. Some SPIOs, such as
IB 27.4 nm and IB 32.1 nm had larger improvements in reso-
lution as drive amplitude was lowered. Solid lines represent
our theoretical resolution model. (c) However, sensitivity de-
creases essentially linearly with amplitude, showing that sen-
sitivity has to be sacrificed for resolution improvement for
the low amplitude strategy. Solid lines represent the linear
trend expected from the SPIO’s dM/dt response to the de-
creased slew rate drive field by Faraday’s law. Interestingly,
while there is less phase lag (relaxation) at higher amplitudes,
the resolution is worse. As Croft et al. 2016 has shown, this is
because the blurring effect is amplified for larger amplitudes
because the MPI trajectory is correspondingly wider and the
blur is mapped onto a larger region in space. This amplifica-
tion effect outweighs the drop in relaxation. . . . . . . . . . . . 115
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5.6 Experimental results from varying the drive frequency over
a wide range (0.5 kHz – 416 kHz) while keeping drive ampli-
tude constant at 20 mT. A wide range of nanoparticles with a
spread of magnetic core sizes were used (Vivotrax, 18.5 nm,
24.4 nm, 27.4 nm, 32.1 nm ImagionBio SPIOs). (a) Resolu-
tion generally improves with lower frequencies and signifi-
cant phase lag, where the MPI signal lags behind the applied
field resulting in an offset point spread function, is observ-
able at high frequencies of 96 kHz. A 4-fold improvement
was observed for IB 32.1 nm going from 96 kHz to 0.5 kHz,
showing the high sensitivity of large core SPIOs to drive fre-
quency. (b) For smaller core SPIOs (VivotraxTM, IB 18.5 nm
and IB 24.4 nm), the results show that resolution improves
with lower frequencies, although to a lesser extent than an
equal change in amplitude as shown in Fig. 5.5. (c) Sensi-
tivity decreases with frequency, showing that low frequency
approaches also sacrifice sensitivity for resolution improve-
ment. However, unlike the varying amplitude strategy in
Fig. 5.5, at high frequencies sensitivity no longer varies lin-
early with drive frequency and falls away from Faraday’s
law. This is because the SPIO rotation cannot keep up with
the high drive frequency. This is confirmed by phase lag mea-
surements that show significant increases in phase lag with
increasing frequency. This increased phase lag also leads to
worse resolution from relaxation-induced blurring. . . . . . . 117
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5.7 Experimental Results when using the low amplitude high
frequency strategy. This strategy is found to be optimal for
small core size SPIOs (VivotraxTM, IB 18.5 nm, IB 24.4 nm).
Optimal points are marked with asterisks and the optimal
overall region considering all the 3 SPIOs is shaded in grey.
For small SPIOs, decreasing amplitude and adapting the fre-
quency to maintain a fixed slew rate of 400 T/s shows that
resolution improves with lower amplitudes. Importantly, we
see that sensitivity stays approximately the same following
Faraday’s law, achieving our objective of improving resolu-
tion without trading-off sensitivity. Beyond 160 kHz, the sen-
sitivity starts to drop and depart from Faraday’s law while
resolution shows no improvement. Thus, we obtain an op-
timum parameter set of 2.5 mT – 5 mT and 160 kHz – 80
kHz. Similar trends were observed for the IB 18.5 nm and
IB 24.4 nm with a very similar optimum parameter set. The
phase delay plot shows that the optimal performance param-
eter set does not correlate well with the minimal phase de-
lay point, again emphasizing that relaxation alone (phase de-
lay) is a limited metric for MPI performance. In contrast,
for large core size SPIOs (IB 27.4 nm and IB 32.1 nm), de-
creasing amplitude and adapting the frequency to maintain
a fixed slew rate of 400 T/s shows a significant drop in sensi-
tivity everywhere across the tested parameter range. Unlike
the smaller cores, we are unable to maintain high sensitiv-
ity by using high frequency to offset lower amplitudes. This
is because the larger nanoparticles simply cannot rotate well
when pushed to a faster frequency. Thus, the low amplitude
high frequency strategy does not work as well for large core
sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xxxvii



5.8 Experimental Results when using the low frequency high
amplitude strategy. This strategy is found to be optimal for
large core size SPIOs (IB 27.4 nm and IB 32.1 nm). Optimal
points are marked with asterisks and the optimal overall re-
gion considering all the 3 SPIOs is shaded in grey. Because
large core sizes have increased sensitivity to frequency, we
need to use lower frequencies. However, we cannot use too
high an amplitude as well, thus we change the slew rate to be
lower at 50 T/s so as to enable low frequency and medium
amplitudes. We observe that this experimental series works
much better for larger cores, obtaining an optimum parame-
ter set of 10 mT and 5 kHz. We see that sensitivity remains
constant up to approximately 5 kHz beyond which large de-
viations from Faraday’s law is observed. 5 kHz is optimal
because spatial resolution is the best for 32.1 nm and very
close to the best resolution for 27.4 nm. For small core sizes,
decreasing frequency and adapting the amplitude to main-
tain a fixed slew rate of 50 T/s does not improve resolu-
tion with decreasing frequency, underscoring that for small
core sizes, amplitude is the dominant factor affecting reso-
lution. Because sensitivity is lower than the low amplitude
high frequency approach while resolution did not improve,
this low frequency high amplitude series is not optimal for
small cores. This shows that for small core sizes, it is bet-
ter to ensure small drive amplitudes and to have a very high
frequency even if the net slew rate is high. . . . . . . . . . . . 121

5.9 Experimental data from Fig 4 - 7 are plotted on resolution vs.
sensitivity axes for easier visualization of optimal points. (a)
Low amplitude only experimental series. The plot shows that
decreasing the amplitude while keeping frequency constant
results in monotonically better resolution but worse sensitiv-
ity. There are no optimal points observed and resolution is
traded off for sensitivity. (b) Low frequency only experimen-
tal series. Similar to (a), no optimal points are observed and
low frequency incurs a significant trading off of sensitivity
for resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
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5.10 Experimental data from Fig 4 - 7 are plotted on resolution vs.
sensitivity axes for easier visualization of optimal points. (a)
In contrast with Fig 5.9, with a low amplitude high frequency
approach (constant slew rate of 400 T/s), we observe optimal
points in the plot. The steep valley like plots show that good
resolution can be obtained at a optimal parameter set with a
minimal cost in sensitivity. Comparison to the 20 kHz 20 mT
standard MPI parameters (*Typ marking) show that resolu-
tion is significantly improved and sensitivity is negligibly af-
fected. (b) Similar results are observed for large SPIOs when
a constant slew rate of 50 T/s is used. Optimal points are eas-
ily identified on the plots. Very significant improvements in
resolution are achieved over standard MPI but at some cost
of sensitivity. This is mainly because a 8-fold lower slew rate
is used to match the large core SPIOs that are not normally
suitable for conventional MPI at 400 T/s slew rate. . . . . . . 126

5.11 MPI drive waveform safety limits in a human compared to
the optimal drive waveforms obtained in this study. The ex-
perimental series of the low amplitude high frequency se-
ries and the high amplitude low frequency series are plotted,
showing that the optimal points obtained for the respective
series fall within safety limits. The optima for low amplitude
high frequency are on the edge of the safety limits but be-
cause this is in the SAR dominated regime and the 4 W/kg
SAR limit used for this plot is relatively conservative, the op-
timal waveform here can be considered to be safe. . . . . . . . 128

6.1 Initial results showing the large improvement in resolution
with SiMPI over the best-performing nanoparticles with con-
ventional MPI. This is the main motivation of developing
SiMPI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.2 (left) Illustration showing the advantage of an emulsion for-
mulation for SiMPI. This is just an initial solution, more ro-
bust solutions could potentially have the oil phase replaced
by some other (more solid) matrix that sets the nanoparticles
in a chain geometry. (middle) Photo of the shaken emulsion
(right) Light microscopy (100x) of the shaken emulsion. . . . . 135
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6.3 (left) Block diagram showing how our model works. (right)
Since the Langevin function saturates and the delay term in-
troduces hysteresis, we see that the output will be very simi-
lar to a Schmidtt trigger, whose symbol is an op-amp with a
hysteresis curve. Essentially, like a Schmidtt trigger which is
a comparator circuit with hysteresis that occurs via applying
positive feedback to the noninverting input of the amplifier,
our SiMPI multi-particle structure applies positive feedback
via local fields to the input field felt by each particle, and the
Langevin behavior of each individual particle gives us the
saturator component. Experimental data showing hysteresis
curves from our nanoparticles that look a lot like Schmidtt
trigger input-output curves is shown in Fig. 6.8 . . . . . . . . . 142

6.4 Simulated plots of the input u(t) and output p(t) of the SiMPI
positive feedback system without considering relaxation de-
lays (the Debeye relaxation term is ignored). 100 recursions
of the positive feedback loops was used in the simulation.
As β approaches and goes above unity, the SiMPI system be-
comes more and more like a step function, which promises
near infinitely good SNR and spatial resolution for MPI in
theory. In practice however, relaxation delays limit the num-
ber of recursions through the feedback loop and therefore
limit the output of the positive feedback since scanning times
must be realistic and cannot afford to ”wait” forever for near
infinite feedback loops to occur. . . . . . . . . . . . . . . . . . 144
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6.5 Plots of the input u(t) and output p(t) of the SiMPI pos-
itive feedback system with relaxation taken into account.
Upon taking into account relaxation, hysteretic behavior is
observed which is similar in appearance to experimentally
obtained data and point-spread-function. Simulation param-
eters use a linear u(t) slew from -5 to 5 over a duration of
25µs which is a half-period of the typical 20 kHz MPI ex-
citation. The reverse slew is then performed to complete
the slew in the other direction and finish off a full period,
forming complete hysteretic loops. β = 1 was assumed and
strong field dependence of the time constant was assumed:
τ(u(t)) = τbaseexp(−10u(t)/umax if u(t) is opposite sign of p(t),
otherwise τ(u(t)) = τbase. Various (Debeye) relaxation time
constant τbase was used, showing the dependence of the hys-
teresis width on relaxation time constant. The shorter the re-
laxation time constant, the better the SiMPI performance. . . . 146
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6.6 Effect of drive/excitation amplitude on SiMPI. If drive am-
plitude is below the threshold, SiMPI behavior is lost and the
conventional MPI response is seen, which is a few orders of
magnitude weaker in SNR and almost an order of magnitude
poorer in resolution. To show that SiMPI is not merely a re-
construction artifact or trick, we show raw time-domain data
from the MPI receiver coil as drive amplitude is changed.
As time passes, the background near-DC field is very slowly
ramped down and passes zero. The zero point of the back-
ground field corresponds to center of the time course. We
observe broad envelopes and then a very sharp peak as the
drive amplitude reaches the threshold, showing the switch
from conventional MPI to SiMPI behavior. The strength of
the raw signal changes by orders of magnitude as well. The
slight broadening of the envelope in 15 mT plot is due to the
envelope widening since there is more leeway above the co-
ercive threshold of 14 mT and thus MPI signal is seen when
the the background field is at zero and when it is near zero
(< 1mT away as well, hence, the broadening of the envelope.
Critically, this suggests that with a drive amplitude equal to
the SiMPI amplitude threshold, we can directly form an im-
age from the raw time domain envelope, opening opportu-
nities to reduce reconstruction computational load and time
as well as possibility of demodulation of our AM signal (the
envelope) and thus using a much lower receive bandwidth. . 148

6.7 Effect of drive/excitation frequency on SiMPI. Lower fre-
quencies lower the coercive threshold, and this is likely due
to there being more time to deal with the delay in the posi-
tive feedback loop, therefore less applied field is needed for
the input argument to switch sign and saturate in the other
direction (thus generating the step response and the sharp
dM/dt peak we receive in MPI). However, the spatial resolu-
tion also worsens, possibly because there is more time spent
near zero field where thermal forces are able to break apart
the chain structure, therefore resulting in a mix of SiMPI and
non-SiMPI behavior. . . . . . . . . . . . . . . . . . . . . . . . . 150
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6.8 Concentration latching in SiMPI. Below a certain threshold
concentration, the dynamic hysteresis curves no longer show
”step-like” behavior and the point spread functions become
broader. SiMPI behavior is lost and MPI performance de-
grades to conventional levels. Note the dynamic hysteresis
curves at high concentrations look very similar to the input-
output function of a Schmidtt trigger. . . . . . . . . . . . . . . 150

6.9 Various 2D Phantoms show dramatic improvement in imag-
ing performance with SiMPI . . . . . . . . . . . . . . . . . . . 152

6.10 TEM imaging show clear chain formation when magnetic
field is applied. At low concentrations, chains barely form
due to abovementioned concentration latching effects. . . . . 153

6.11 Temperature was used to change the toluene viscosity to af-
fect the SiMPI nanoparticles. Higher viscosity shows poorer
SiMPI performance as the nanoparticles have greater diffi-
culty coming together to form chains needed for SiMPI. . . . . 153

6.12 (left) prepolarizing pulse to form the SiMPI chain before per-
forming the MPI scanning and readout. (middle) The prepo-
larizing pulse generates SiMPI behavior where there was no
SiMPI before due to lack of a pre-existing chain. (right) The
prepolarizing pulse has to be parallel to the drive field di-
rection to work. The perpendicular case actually suppresses
SiMPI behavior completely. . . . . . . . . . . . . . . . . . . . . 155

7.1 Simple Pictorial Representation of how theranostic MPI uses
MPI gradients to selectively treat the tumor while avoiding
potential damage to healthy organs like the liver. . . . . . . . . 159
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7.2 Theranostic Workflow demonstrated experimentally on a
U87MG xenograft mouse model with SPIONs present in the
liver and tumor. Step 1: an MPI image scan at 20 kHz,
20 mT enables clear visualization with high contrast of the
SPION biodistribution in regions of pathology (tumor) and
also in healthy clearance organs (liver). Imaging parameters
are such that SPIONs do not heat. Step 2: the user selects a
region, in this case the tumor, to localize the magnetic hyper-
thermia to. Step 3: The MPI gradients are shifted to center the
field-free region (FFR) on the target. This magnetically satu-
rates SPIONs away from the FFR to prevent heating. Step 4:
Heat scan at 354 kHz, 13 mT is performed while the MPI gra-
dients are on and held in position. Heating is experimentally
localized in the FFR (centered at tumor) while minimizing
collateral heat damage to the liver. . . . . . . . . . . . . . . . . 161

7.3 Hardware setup of the MPI scanner and the image-guided
magnetic hyperthermia scanner. Images are first obtained on
our Berkeley MPI Scanner (validated in prior work (Yu et al.,
2017b)). To obtain an image, the sensitive field-free-region
(FFR) is rastered through a volume. In this study, a field-
free-line geometry is used, and images obtained are similar
to projection scintigraphy. A separate higher-frequency MPI
scanner is used for application of magnetic hyperthermia but
has the same geometry, field-free-line. The coordinates are
matched to the coordinates of the field-free-line (FFL) of the
imaging scanner so as to enable image-guidance from the
first scanner. The user is able to pick a target from the image,
and the corresponding coordinates on the image is sent to the
MPI heating scanner. The robot arm shifts the co-registered
animal bed to center the FFL of the heating scanner to the
requested coordinates. To locally heat only the target spot,
the field-free-line is held in place over the spot while a higher
frequency (354kHz) excitation is performed. . . . . . . . . . . 163
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7.4 Illustration of MPI-localized heating in the tumor while spar-
ing the liver. This is compared to a surface coil method that
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SPION accumulations i.e. clearance organs. In contrast, MPI
gradients localizes heating by a completely different mecha-
nism, which is to suppress nanoparticle rotation rather than
shaping the excitation wave. Like MPI which can image at
depth, heating is localized to the field-free-line (narrow axis)
without spreading or attenuation with depth. With a 7 T/m
gradient, localization to within a 4 mm diameter cylinder is
expected. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

7.5 Experimental results demonstrating the mechanism behind
MPI gradient-based localization of heating.(a) Magnitude of
the MPI gradient in the x-z plane (LakeshoreTMGaussmeter).
The gradient field has zero magnetic field at the center and
a high magnitude everywhere else. Due to the field-free-line
geometry along the y-axis, each x-z slice along y has the same
magnetic field profile. (b) SPION dynamic hysteresis loops
was simulated at different positions in the gradient field. The
hysteresis loops are most open at position A (|H| = 0) while
the hysteresis loops are closed at other positions. Because
heating depends on the area bounded by the hysteresis loop,
the gradient field localizes heating to the field-free-line where
|H| ≈ 0. Different drive frequencies have the same trend,
showing that this localization method is flexible and works
for a range of MPI drive fields. (c) Nanoparticles were put at
different locations in the gradient field and heated with 354
kHz, 13 mT excitation. The measured temperature rise and
SAR (NeoptixTMprobes) is observed to be highest when the
nanoparticle is located at position A (field-free-line), in line
with simulations in (b). Heating was suppressed at other po-
sitions due to the large |H| away from the field-free-line. The
2.35 T/m gradient used here localizes heating to within a 7
mm radius region, but doubling the gradient to 7 T/m will
improve localization to 2.3 mm radius. . . . . . . . . . . . . . . 166

xlv



7.6 in vitro experimental demonstration of localization of mag-
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7.9 In vivo experimental demonstration of localization of mag-
netic hyperthermia. The tumor was heated while sparing
the liver. All in vivo local temperatures were measured by
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7.11 Experimental demonstration that MPI can predict the spatial
distribution of heating for image-guided, gradient-localized
magnetic hyperthermia. Because MPI is quantitative for the
mass of SPION, and since SAR is proportional to the SPION
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7.13 Histological assessment of MPI localization of thermal dam-
age. (a) Apoptosis assay (red) and DAPI stain (blue) shows
apoptosis only occurs in the targeted tumor but not in the
neighboring off-target tumor, verifying localization of heat
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Chapter 1

Introduction and Background

1.1 Medical Imaging

Medical imaging can be broadly defined as forming images of the human
body, interior or exterior, that provides anatomic or functional information
leading to diagnosis of pathology or damage in the body. There are a vari-
ety of medical imaging modalities, each of which has its own strengths and
weaknesses. Common imaging modalities are Projection X-ray, Computed
Tomography (CT), Magnetic Resonance Imaging (MRI), Nuclear Medicine
(which encompasses Positron Emission Tomography - PET, scintigraphy
and Single-Photon Emission Computed Tomography - SPECT), and Ultra-
sound. The imaging modalities can be broadly classified into anatomic and
functional imaging modalities.

1.1.1 Anatomical Imaging Techniques

Anatomical imaging modalities derive signal from the biological material
such as tissue and organs in the subject. Typical modalities include mag-
netic resonance imaging (MRI), X-ray projection imaging, X-ray computed
tomography (CT), and ultrasound. Depending on the modality and scan-
ning parameters, contrast between different tissue types can be achieved.
For example, X-ray has excellent visualization of bone but soft tissues do not
show up as brightly. These modalities typically enable high resolution vi-
sualization (spatial and/or temporal) about the internal anatomy and struc-
tures. For pathologies that show up as a clear structural change or defect,
for example a bone fracture, anatomic imaging alone is sufficient to inform
a diagnosis.

While indispensable to any imaging study, there are often limitations to
the contrast achievable by anatomic imaging even after adjusting the rel-
evant imaging parameters. In addition, small amplitude signals carrying
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FIGURE 1.1: Comparison of anatomic vs. functional images. Anatomic imaging (left) can
provide visualization of internal bodily structures such as the skeleton in this case but is
unable to clearly visualize the tumor or liver. Functional or molecular imaging techniques
(center), which often use contrast agents or tracers specifically target certain organs such
as the liver in the case or may have antibodies that target the tumor. This provides clear
visualization of pathology, such as the tumor, and specific organs, such as the liver, which
may not be highlighted or clearly visualized in the anatomic image. However, functional
images typically do not have visualization of the entire body. The image here is a result of
intratumoral injection of MPI tracer, but similar results are expected from a tumor targeted
contrast agent. (Right) Overlay of the anatomic image and the functional image allows a
spatial reference for the highlighted pathology/organ, and helps the physician accurately
locate the tumor for diagnosis and treatment. These images are part of the data from the
‘MPI theranostics’ study in Chapter 7.
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vital information about hidden pathologies are often masked by the large
volume of surrounding (healthy) tissue. In such situations where additional
specific contrast is required, functional imaging of contrast agents and trac-
ers comes into play.

1.1.2 Functional Imaging Techniques

In comparison to anatomic imaging, functional and molecular imaging
methods and modalities specifically target defined physiologic, functional,
or pathological information in the image which are then highlighted for vi-
sualization through the use of contrast agents, dyes or tracers. An anatomic
imaging modality can also be used for functional imaging with the use of
contrast agents, which strongly highlight the defined target, but at the cost
of losing visibility and contrast of other anatomic information (an issue of-
ten solved by simple overlaying of the anatomic and functional images).
Some examples include gadolinium contrast in MRI or microbubbles in ul-
trasound (James and Gambhir, 2012).

Contrast agents modify the anatomic image, much like emboldening the
outlines of a pencil sketch or deepening the shade of select regions of the
sketch. Positive contrast agents raise local pixel intensity in the image (e.g.,
gadolinium T1 agent in MRI) while negative contrast agents reduce local
pixel intensity (e.g., T2* iron oxide tracers in MRI). Typically, positive con-
trast agents are preferred because negative contrast agents are often con-
fused with empty spaces or airspaces in the anatomy which almost always
show up as hypointense or dark regions regardless of imaging modality.

Tracer modalities are different from the abovementioned case of con-
trast agents in anatomic modalities because tracer modalities do not receive
any signal from biological tissue and only receive signal from the tracer it-
self. This manifests as an image where the body is effectively fully transpar-
ent and only the tracer is visualized. Examples of such modalities include
MPI and nuclear medicine modalities positron emission tomography (PET),
scintigraphy, and single photon emission computed tomography (SPECT).
Tracer modalities are powerful because they offer very high contrast of the
target pathophysiology (e.g., 18-FDG in PET) and correspondingly higher
sensitivity as small amplitude signals are not swamped by background
signal from surrounding tissue. As a result, typically orders of magni-
tude lower concentrations of tracer are required than in the case of con-
trast agents, and this helps avoid typical side-effects such as contrast agent
nephrotoxicity that partially result from the high concentrations required.

3



Chapter 1. Introduction and Background

One key drawback is that tracer modalities completely lack anatomic infor-
mation and physicians lack a spatial context or map if looking at the tracer
image alone. For this reason, combined anatomic and molecular imaging
overlays are common as in PET/CT and MPI/CT (James and Gambhir,
2012; Zheng et al., 2016).

1.2 LSI Imaging Systems and LSI Analysis

Linear and Shift Invariance is highly desirable for medical imaging (Gaskill,
1978; Prince and Links, 2006) for many reasons. Key within these is that im-
ages reconstructed from LSI modalities do not depend on a priori assump-
tions about the imaged object and can faithfully provide accurate informa-
tion to aid diagnosis while avoiding non-linear artifacts that can mislead di-
agnoses. Because LSI systems can be completely described by its response
to a point source which is an easy experimental calibration, the expected
(and obtained) image from a theoretical object can be easily and accurately
modeled, allowing easy verification of the accuracy of medical images and
leading to confidence in the accuracy of the technique. While LSI systems
are powerful, it is important to acknowledge that due to inevitable noise
in any imaging detector/system, no realistic medical imaging can be con-
sidered to be perfectly LSI. Noise can be minimized to a level where errors
resulting from LSI assumptions are negligible and thus provide accurate
enough imaging of the human subject in a clinical setting.

Linearity can be defined as compliance to the following equation:

H(αρ(x) + βρ(x)) = αH(ρ(x)) + βH(ρ(x)) ∀α, β ∈ R (1.1)

If ρ̃(x) = H(ρ(x)), then shift invariance is compliance to the following
equation:

H(ρ(x− x0)) = ρ̃(x− x0) (1.2)

The power of LSI systems can be mathematically visualized in the fact
that the relationship of object to image can be simply summed up in one
elegant equation:

y = Ax (1.3)

where A (e.g., represented as a matrix) is a linear operator that acts on the
input x to produce the output y. The operator A describes everything that
occurs in the process of creating an image from the object. For example,
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in MPI, the operator A describes the magnetization point-spread-function
of the magnetic nanoparticle, the conversion of spatial information to tem-
poral information by the receiver coils, and the information encoding the
scanning trajectory(Goodwill and Conolly, 2011b; Rahmer et al., 2009).

Solving a linear system, involves inverting the linear system. This is
the basis of the system matrix reconstruction concept in MPI, but this can
run into problems if A does not have a good conditional number which in
turn means the inverse problem is not well-posed. The deleterious effects of
trying to solve such a problem has been extensively investigated (Shahram
and Milanfar, 2004) and typical issues include dramatic magnification of
noise and other sources of coherent error.

To address this, we consider that the operatorA can be broken down into
a product of individual operators, each representing the linear operation
that results from each physical mechanism occurring in the chain of events
from scanning the object to image generation:

A = ANAN−1 . . . A1

As a result, we can choose to only perform inverse problem solution on
the well-posed operators within this cascade, and accept a net solution that
is not exactly the object but something close, for example, the object spa-
tial distribution convolved with the magnetization point-spread-function,
which if narrow enough, will approximately equal the actual spatial distri-
bution of the object. This is the concept behind x-space reconstruction in
MPI, where inversion only occurs for the well-posed operators such as MPI
trajectory spatio-temporal encoding. This is powerful as it avoids the am-
plification of noise during image reconstruction and significantly reduces
the computational load of reconstruction.

1.3 Magnetic Particle Imaging

Here we introduce the field of MPI broadly, starting with the physical prin-
ciples underlying MPI, then describing the advantageous characteristics re-
sulting from this that give MPI it’s unique niche amongst imaging modali-
ties, and finally complete the introduction with a listing of some of the open
challenges remaining.
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1.3.1 Basic Principles

MPI is a fundamentally a tracer-based modality that directly visualizes
magnetic nanoparticles. The MPI signal comes from applying an excitation
magnetic field which magnetizes the magnetic nanoparticles. The resultant
change in nanoparticle ensemble magnetization is measured and recorded
as the MPI signal. To interrogate only a single point in 3D space at a time,
MPI relies on strong magnetic gradients that magnetically saturate all mag-
netic nanoparticles except those located at the field-free-point of the mag-
netic gradient. This key aspect of MPI depends critically on the non-linear
magnetic response of the superparamagnetic iron oxide nanoparticles typ-
ically used in MPI - in the sense that these nanoparticles can become satu-
rated and magnetize no further at some point. As a result, only unsaturated
nanoparticles, which are those located at the field-free-point, can change
their magnetization in response to the excitation. To form an image, the
field-free-point is rastered across the entire 3D volume to interrogate each
point in space in turn.

1.3.2 Imaging Metrics of MPI

In any imaging modality, there are a few key metrics of interest that deter-
mine the performance of that modality and serve as a basis for comparison
between modalities. One key metric is spatial resolution, which is the abil-
ity of the imaging modality to resolve two separate points. This is critical
in medical imaging to visualize and diagnose pathology, for example, being
able to see a fine crack in the bone for x-ray diagnosis of fracture. Finer res-
olution allows the use of smaller pixels leading to a better resolution image
(similar scenario as the usage of a computer screen with more pixels per
square inch) where smaller features can be visualized and resolved. Strictly
speaking, digital images can use pixels of any size desired, but if the analog
received data from the imaging device has a certain blur, then having very
small pixels in the digitization does not increase the perspicuity of the im-
age and the blur from the device is still observed. As such, it is typical to
match the pixel size to the analog resolution. In this thesis, we will use the
Houston criterion Houston, 1927 of resolution, which defines two points as
resolved if they are separated by at least a full-width-half-maximum dis-
tance (FWHM). This in turn is defined as the distance from the point source
where the image intensity falls to half of the (central) maximum.
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FIGURE 1.2: Spatial localization of the MPI signal via Langevin physics. (left) Typi-
cal raster trajectory of the field-free-point or field-free-line used in MPI imaging (right)
How the non-linear ensemble magnetization response of the magnetic nanoparticles can be
translated by the inductive receive coils into a Langevin point-spread-function (red plot)
centered at the precise location of the nanoparticles. This forms the basis of signal localiza-
tion in x-space MPI.
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Another key metric is sensitivity or signal-to-noise (SNR). This defines
if very low concentrations of the imaging agent can be detected and visu-
alized, and is critical for medical imaging because it is desirable to visual-
ize pathologies in their early stages / screening purposes, where either the
mass of the pathology (i.e. tumor) is small or the available binding sites for
targeted imaging agents (18-FDG PET) are very limited. Here, we report
sensitivity in terms of MPI signal (in volts) per gram of nanoparticle, or as
a dimensionless SNR number. For reference, the minimum acceptable SNR
is 5 by the Rose criterion but typically, medical imaging requires an SNR
of 10 or above. SNR will differ between different MPI devices, but in our
analysis, we seek to normalize for this effect by ensuring all our results are
taken on the same device with the same amount of averaging.

Other important metrics are contrast-to-noise ratio, temporal resolu-
tion and safety. MPI has very good contrast-to-noise ratio because there
is zero tissue signal. Thus, if the imaging agent is targeted to the pathology,
the contrast between pathology and background tissue can be very high.
This excellent contrast is a hallmark of tracer modalities such as nuclear
medicine, where only the radioactive imaging agent is visualized (body tis-
sue has negligible radiation output). MPI is the same, since it only visu-
alizes the non-linear magnetic flux response from the magnetic nanoparti-
cles (the paramagnetic response from the body tissue is removed together
with the direct feedthrough from the MPI excitation wave). As such, one
can consider MPI to be at least conceptually, a magnetic version of nuclear
medicine (exact performance of resolution, sensitivity etc may differ, but
the key hallmark of excellent contrast and zero tissue background signal is
the same). MPI has been shown recently to have good temporal resolution
of 46 frames per second too (within a limited FOV) Ludewig et al., 2017.
Temporal resolution is needed to resolve fast changing phenomenon in the
body, such as blood flow and perfusion. Lastly, the safety of MPI is rela-
tively good since it uses FDA and EU approved imaging agents (for MRI)
such as Resovist TM. These magnetic nanoparticles are safely cleared and
broken down by the liver into iron for bodily uptake or excretion. Because
the nanoparticles are very small (< 100nm) in hydrodynamic size, they do
not clog capillaries and can move around freely with the blood circulation.
Critically, as a ”magnetic tracer modality”, MPI is not restricted by the same
radiation dose constraints as nuclear medicine and avoids radiation related
health risks from imaging. Lastly, the low frequency magnetic fields used
in MPI do not cause magnetostimulation or heating (SAR) hazards as long
as a maximum amplitude of excitation is observed.
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We will not go in detail about what factors determine the MPI perfor-
mance for each metric here, as the subsequent chapters will discuss all of
these at length in the introduction/theory sections in order to provide a con-
text for the spatial resolution or SNR optimization that we perform when
creating novel scanning strategies that try to improve MPI performance in
these key metrics. Notably, resolution is discussed at length in Chapter 3,
SNR is discussed at length in Chapter 5, and safety (magnetostimulation
and heating) is discussed in the end of Chapter 4.

1.3.3 Key Characteristics of MPI

MPI has several intrinsic advantages. First, because MPI images the elec-
tronic magnetic moment which is 22 million times stronger than nuclear
magnetic moment imaged in MRI, MPI has high sensitivity. MPI has been
shown recently to approach near picogram sensitivity Graeser et al., 2017;
Them et al., 2016a; Them et al., 2016b. Furthermore, MPI has high tem-
poral resolution, with real-time MPI image-guidance of catheters demon-
strated Salamon et al., 2016; Rahmer et al., 2017. Temporal resolutions
of 46 frames per second have been shown in recent state-of-the-art scan-
ners Ludewig et al., 2017.

Second, MPI has been demonstrated to be high-contrast since it only
images magnetic nanoparticles. The human body has no native magnetic
sources and is therefore entirely invisible to MPI. The iron in hemoglobin is
not ferromagnetic because it does not associate together to form magnetic
domains and therefore do not show the non-linear magnetization behavior
requisite for MPI. Ferrohemoglobin (without oxygen attached) is weakly
paramagnetic and its paramagnetic response is removed together with the
excitation feedthrough by analog filtering and thus does not appear in the
MPI signal.

Third, MPI is quantitative for the SPION mass Zheng et al., 2015; Zheng
et al., 2016; Yu et al., 2016; Ludewig et al., 2017; Tay et al., 2016 because the
strength of the induced magnetization is linearly proportional to the mass of
magnetic tracer present. Furthermore, the low excitation frequencies used
imply that the magnetic flux lines emitted by the magnetized tracer fully
penetrate through the body and is picked up by the receive coil without
any attenuation unlike the gamma rays used in nuclear medicine. In addi-
tion, the tracer nature of MPI means that quantification is not hindered by
surrounding background tissue signal.

Fourth, MPI is robust anywhere in the body and can image at-depth
without any signal attenuation. Because of the low excitation frequencies
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used, the excitation magnetic fields and the signal magnetic fields penetrate
fully through tissue and bone. Because MPI can be thought of as imaging
the very strong susceptibility of the magnetic nanoparticles, small changes
in susceptibility resulting from air-tissue interfaces that have a large impact
on image quality in MRI have zero impact on the MPI image.

Fifth, the magnetic tracers used in MPI do not radioactively decay over
time unlike radiotracers used in nuclear medicine. As a result, tracers can
be stored and taken out for use just before the imaging procedure, while
the only other tracer modality, nuclear medicine, needs to prepare a fresh
batch of tracer before every scan. Furthermore, due to the radioactive nature
of the tracers, extensive facilities (in-house cyclotron, radiation shielding) is
required, and time-consuming, cumbersome hot chemistry is needed to link
the radiotracer to molecules of interest such as antibodies or albumin just
before the study.

Lastly, magnetic tracers used in MPI are proven to be safe. Resovist,
which is a typical tracer in MPI, has been FDA approved for prior use in
MRI. The iron oxide in MPI tracers is broken down safely in the liver. This
is in contrast to the radiation dose requisite in any nuclear medicine study,
where lifetime dose limits severely limit the total number and frequency of
nuclear medicine studies possible.

1.4 MPI Applications

As a result of the key characteristics of MPI described above, MPI is well-
suited for several imaging applications.

1.4.1 Angiography and Perfusion Imaging

Key advantages of MPI specific to this application are the high contrast,
quantitative nature and safety. Because of its tracer nature, capillary level
perfusion can be imaged where otherwise impossible because there is no
background tissue signal to mask the weak capillary signal. As a result, di-
rect quantification of perfusion is possible where other modalities must rely
on indirect methods to calculate local perfusion from major vessel input
and output measurements. A recent stroke and brain perfusion study has
demonstrated real-time MPI with 46 fps (Ludewig et al., 2017). Recently, we
have shown the first in vivo traumatic brain injury imaging in MPI (Oren-
dorff et al., 2017). MPI tracers may also have important safety advantages
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over the contrast agents, such as gadolinium and iodine, that are used in
other contrast agent-based angiographic methods.

1.4.2 Cell Tracking

Amongst all the applications, cell tracking can be considered one applica-
tion uniquely suited to MPI. Cell tracking critically requires safety and long
lifetime of the tracers, since it is important to minimally affect the function
of tracked cells, especially stem cells, yet monitor their biodistribution over
long periods of time. Due to the small numbers of cells, sensitivity and high
contrast is also highly desirable. However, the only other tracer modality,
nuclear medicine, is fundamentally ill-suited for this application due to the
radioactive decay of the tracers. If tracers with very long half-life are used
(such as Indium-111), there is a significant trade-off in SNR because there
are much few photons available during the scan duration.

Recently, our group showed MPI’s promise for cell tracking with the
first in vivo MPI cell tracking studies (Zheng et al., 2015; Zheng et al., 2016).
Sensitivity of 200 labeled cells was reported with linear quantification of
the stem cell number. It is important to note that this incredible MPI sensi-
tivity is achieved with a heterogenous tissue background. While MRI may
achieve single cell sensitivity, this requires a very homogeneous tissue back-
ground such that the signal from the cell will not be confused with natural
anatomic variation. Furthermore, the fate of neural stem cells injected into
the brain was tracked over the course of three months. This clearly shows
the longitudinal and quantitative capabilities of MPI.

Lastly, MPI’s capability to have image-guided, localized heating of the
nanoparticles can serve as a much-needed kill switch that is vital in stem
cell translation to the clinic. One major issue is stem cells going rogue and
generating teratomas. MPI’s ability to selectively heat and kill teratomas
formed from the initially injected labeled stem cells could be crucial in as-
suring safety of stem cell therapies.

1.4.3 Lung Imaging

The lung is also a key niche for MPI. In general, the lung is a relatively inac-
cessible organ for many imaging modalities such as MRI and Ultrasound.
CT and Nuclear Medicine are typically used, but pose significant radiation
risk especially since the lung is well-known to be one of the more sensitive
organs to radiation damage. MPI’s robustness anywhere in the body and its
relative safety pose it as a promising alternative to the current procedures
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used. For example, traditionally, nuclear medicine ‘V/Q’ techniques have
been used for diagnosis of pulmonary embolism. The ’Q’ or perfusion scan
uses macro-aggregated albumin entities tagged with a radiotracer. Upon
injection, the aggregates get stuck in the capillaries of the lung and allow
visualization of the lung perfusion, with empty spots indicating blockage of
perfusion. Zhou et al. were able to show the use of MPI for this application
in a recent paper from our group (Zhou et al., 2017). The ’V’ or ventilation
scan using aerosolized MPI tracers is detailed in Chapter 8. Combining the
two is a potential future work, allowing us to provide a fully MPI alterna-
tive to clinical VQ studies.

MPI is also a promising alternative to gamma scintigraphy tracking of
inhaled therapeutics. Currently, radioaerosols are used to evaluate mucocil-
iary clearance, assess delivery efficiency of inhaler devices and finally to
track deposition of inhaled therapeutics. Chapter 8 provides in vivo proof-
of-concept of MPI being a viable alternative to these nuclear medicine pro-
cedures.

1.4.4 Cancer and Theranostics

Tracer modalities are very useful in the early diagnosis of cancer. While
anatomic imaging modalities can provide some visualization of the tumor
when it reaches a large size, tracer modalities such as 18FDG PET are well-
known to be sensitive for smaller tumors. Our lab has investigated the
potential of MPI as an alternative to nuclear medicine for the imaging of
cancer. Recently, our group has shown the first in vivo cancer imaging in
MPI (Yu et al., 2016). Here, tumor xenografts in a rat were imaged with
high contrast and sensitivity. Notably, the nanoparticles were untargeted
and accumulation in the tumor came from the enhanced permeability and
retention (EPR) effect exhibited by some lesions. The excellent visualization
of the tumor over the imaging timecourse confirms that MPI, like PET, is
able to provide superior imaging of cancer.

In addition to imaging, MPI can be leveraged for cancer theranostics.
After confirming the presence of cancer, the magnetic tracer already present
at the tumor can be selectively heated for thermal therapy of the cancer.
In vivo proof-of-concept of MPI cancer theranostics, complete with proven
therapy of tumors in a rat model, is detailed in Chapter 7.

12



Chapter 1. Introduction and Background

1.5 Open Challenges in MPI

The MPI field has made a lot of progress since its invention in 2005 by Gle-
ich and Wiezenecker (Gleich and Weizenecker, 2005). But many open chal-
lenges still remain.

One key challenge is MPI’s relatively mediocre spatial resolution. Cur-
rent preclinical resolution is limited to around 1 mm. While deconvolution
to improve resolution is possible, this often comes at a steep price for SNR.
In this dissertation, we investigate novel scanning methods to improve spa-
tial resolution in other ways such as mitigating relaxation-based blurring
(pMPI) as well as leveraging the positive feedback in nanoparticle magne-
tization (SiMPI).

Another key challenge is ”Color MPI”, where MPI provides additional
sensing of several microenvironment parameters such as viscosity, binding
state, pH and temperature. ”Color MPI” could also refer to the generation
of different magnetic tracers, each with its own MPI signature where the
resultant MPI image can be unmixed into its component tracers, each tracer
thus being assigned a ”color”. This would be very powerful and a at-depth,
magnetic version of fluorescence imaging. While much recent research has
been directed towards developing MPI techniques and tracers for ”Color
MPI”, there still remains a lot of work to be done to make ”Color MPI”
viable and powerful.

1.6 Path Towards Clinical Implementation of
MPI

Here we briefly discuss key issues in the path towards clinical implementa-
tion.

1.6.1 Specific absorption rate (SAR) Limits

Like MRI, MPI must address magnetic-based safety parameters such as
magnetostimulation and tissue heating as measured by SAR. This is because
MPI, like MRI, exposes the human body to time-varying magnetic fields (ex-
citation field). (Saritas et al., 2013a) has shown that certain MPI excitation
limits need to be observed to stay within safety limits. Key in this is a re-
duction in excitation amplitude but this can be compensated by a possible
increase in excitation frequency (Gleich and Weizenecker, 2005) since MPI
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FIGURE 1.3: (Top) Approximate equation for MPI limit of detection in terms of grams
of Fe (assuming SNR = 1). Assumptions are coil noise dominance, and that the −Hsat to
+Hsat region of the M-H curve approximates the SPIO peak response. Variables are NF =
noise factor of preamplifier; ρ = density of SPIO; kB = Boltzmann constant; T,R,B = temper-
ature, resistance and sensitivity (T/A) of the receive coil respectively; Hsat and Msat refers
to the applied field needed to reach Msat and the 90% saturation magnetization value re-
spectively; BW = final receive bandwidth after digital windowing; ω is the MPI excitation
frequency in radians and Hampl is the MPI excitation amplitude. (Bottom) Approximate
equation for MPI spatial resolution. Variables are µ0 = vacuum permeability; k is a propor-
tionality constant modulating the blurring effect of magnetic relaxation; τ is the (Debeye)
magnetization time constant of the SPIO that causes delays in magnetization leading to
relaxation-induced blurring; G is the MPI gradient strength in Tesla/meter.

uses very low frequencies (∼ 20 kHz). This should not negatively affect MPI
performance since recent work has shown that low excitation (drive) am-
plitude helps, rather than hinder, MPI spatial resolution (Croft et al., 2016).
As such, a human-safe MPI scanner using safe excitation sequences should
perform well at least on the MPI excitation parameters (barring sensitivity
changes due to receive coil scaling).

1.6.2 Maintaining Good Performance while Scaling up to
Human Size

Next, it is important to discuss the factors that affect MPI performance in
general to understand the problems associated with scaling the hardware
up to human-size. Fig. 1.3 shows the generic equations governing MPI sen-
sitivity (limit of detection at SNR = 1) and MPI spatial resolution, and these
were derived with reference to prior mathematical work from (Gleich, 2014;
Goodwill and Conolly, 2010).

Current MPI preclinical scanners are able to produce a high gradient
field of 6.3 T/m (Yu et al., 2017a) and it is known that MPI spatial resolution
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scales linearly with gradient strength. When scaling up to human-size, it is
a challenge to maintain the same high gradient field strength. Gradient coil
design has been analyzed in-depth for MRI (Turner, 1993), and coil efficien-
cies scale as 1/r2, which means power requirements in scaling-up to human
scale as r5 since current required scales with r2, coil resistance scales as r
and overall power dissipated scales as I2R. But having at least reasonable
gradient strengths of > 3.5 T/m is necessary for competitive spatial resolu-
tion. As with MRI scanners, superconducting main (gradient) magnets may
thus be an important cost-cutting measure for human MPI scanner designs.

Another approach towards human MPI is to develop better MPI-tailored
SPIOs. Improving MPI resolution from the SPIO quality can then be traded-
off for lower gradients to ease implementation of human-size MPI scanners.
For instance, improving the phase purity of the SPIO tracer have resulted
in better MPI spatial resolution. The MPI performance showed almost 2-
fold better spatial resolution than ResovistTM. (Ferguson et al., 2015a) This
can then be traded-off for a 2-fold weaker gradient which will dramatically
reduce hardware requirements for a human scanner.

One important factor is the FDA approval of these new MPI-tailored
SPIOs. Iron oxide nanoparticles have already been approved clinically for
various uses. For example, ResovistTMis approved in Japan as an MRI con-
trast agent, FerahemeTMis approved in North America for anemia treatment
and NanothermTMis approved in Europe for magnetic hyperthermia treat-
ment. It has also been shown that the very rare cases of anaphylactic shock
from SPIO injections can be attributed to the surface coating on the nanopar-
ticles. We believe that with careful biocompatibility and anti-immunogenic
design of the SPIO coating, the path to FDA approval for new MPI-tailored
SPIOs should be smooth.

Lastly, MPI is still a relatively new field and is far from completing hard-
ware, scanning and SPIO optimization for MPI performance. From the
equations shown in Fig. 1.3, MPI performance could still improve in each
of the color-coded sections. For example, use of 77K cryogenic litz / HTS
receive coils which have not been implemented yet could improve MPI sen-
sitivity. As noted above, optimizing the SPIO could lead to large gains in
MPI performance. Lastly, while there is some work already done in opti-
mizing MPI scanning sequences, as the Part 1 of this dissertation will show,
MPI scanning strategies are mostly unexplored and there are still large gains
possible from investigating this field. In Part 1, we investigate 3 differ-
ent and novel MPI scanning strategies (pulsed MPI, optimized continuous-
wave MPI and strongly-interacting MPI) to improve MPI performance. We
hope that the work presented in this dissertation will demonstrate the vast
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unlocked potential in each of the possible color-coded ”improvement re-
gions” for MPI and contribute towards existing and future work towards
improving MPI to become a more attractive and compelling modality to
be added to the repertoire of clinical imaging modalities such as CT, MRI,
Ultrasound and Nuclear Medicine.
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Part I

Novel Scanning Strategies to
Improve MPI Imaging

Performance
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Part 1 Preface

This part of the dissertation aims to elucidate several novel MPI scan-
ning strategies I developed over the course of my graduate school career.
In Chapter 2, I describe the design and construction of a miniature arbi-
trary waveform relaxometer (AWR) with unprecedented frequency flexibil-
ity and ability to perform non-conventional, arbitrary waveforms. These
new capabilities will prove vital to the development and testing of all the
novel scanning strategies in this chapter. Chapter 3 describes a short study
on MPI tracers (superparamagnetic iron oxide nanoparticles or SPIOs) that
investigates the failure of MPI theory to achieve cubic spatial resolution
gains with larger SPIO core sizes. The obstacles discovered and outlined
in this short study will serve as motivation for the new scanning strategy
in Chapter 4 that seeks to circumvent these obstacles. Chapter 4 describes
this new scanning strategy, which we call pulsed MPI (pMPI), and demon-
strates how it circumvents the problems discovered in Chapter 3. pMPI is a
huge departure from conventional continuous-wave MPI (cwMPI), with its
hallmark being square-like pulsed excitation waveforms. Its ability to un-
lock the cubic scaling potential of large core size SPIOs will prove enabling
for nanoparticle development that has been unable to proceed past ∼ 25
nm core sizes. Furthermore, the transition of MPI from continuous wave to
pulsed excitation sequences could mark the beginning of pulse sequencing
in MPI, with parallels to pulse sequencing in MRI, which is an extremely
vast and still growing field.

Chapter 5 takes a step back into conventional cwMPI, and exploits the
high-throughput and frequency-flexible nature of the AWR to perform an
optimization of the MPI excitation/drive waveform across an unprecedent-
edly large parameter space and across a wide range of SPIOs. The results
will prove useful for MPI system designers to improve current MPI scan-
ners with minimal hardware modifications.

Chapter 6 challenges the commonly held notion in MPI that each SPIO
nanoparticle exists as non-interacting entities. SPIO nanoparticles were
made to strongly interact with each other during MPI scanning, and the
results from this Strongly-Interacting MPI (SiMPI) show dramatic improve-
ments in both SNR and spatial resolution. The crux of this MPI scanning
strategy depends on creating favorable conditions for individual SPIOs to
gather and strongly interact. The resultant system was modeled as a pos-
itive feedback system, taking inspiration from Schmidtt triggers in electri-
cal engineering, and this positive feedback enables near-step-function-like
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magnetization response which in turn becomes a delta-function-like point-
spread-function which closely approaches the MPI ideal point-spread-
function. Initial results are very promising, with two orders of magnitude
improvement in SNR and 10-fold improvement in spatial resolution over
the current gold standard of ResovistTMwith cwMPI.

I hope the several novel scanning strategies demonstrated in this work
will serve to advance Magnetic Particle Imaging (MPI) and make it a more
compelling imaging modality. There is still so much to discover and create
in MPI and I believe that the breadth of work presented here is only the tip
of the iceberg and will help to demonstrate the vast area still unexplored
in MPI that could be harnessed for dramatic improvements in MPI perfor-
mance.
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Chapter 2

Design and Construction of the
Arbitrary Waveform Relaxometer

2.1 Attribution

Reproduced with permission from Nature Publishing Group:
Tay ZW, Goodwill PW, Hensley DW, Taylor LA, Zheng B, Conolly SM. A
High-Throughput, Arbitrary-Waveform, MPI Spectrometer and Relaxome-
ter for Comprehensive Magnetic Particle Optimization and Characteriza-
tion. Sci Rep. Nature Publishing Group; 2016 Sep 30, 6, 34180. Copyright
2016 Nature Publishing Group.

2.2 Introduction

To enable investigations in novel scanning strategies, new hardware must
be designed and constructed that is capable of flexible, almost arbitrary,
scanning and excitation trajectories. The current MPI hardware available
are all single tone or have a handful of limited frequencies that are swapped
by changing the tuning capacitor (Croft et al., 2016). As such, in this chap-
ter, we detail the design of novel hardware capable of arbitrary waveform
excitation. This device is a tabletop scanner capable of assessing the MPI
performance of many different types of MPI waveforms. To make the de-
sign specifications realistic, we limited the specifications to only cover the
human-safe parameter space for MPI waveforms (in terms of effective am-
plitude and frequency) as outlined in prior work (saritas˙2013). Regardless,
this parameter space is still very large. We demonstrated an unprecedented
400 kHz excitation bandwidth and capability of high-throughput acquisi-
tion of harmonic spectra (100 different drive-field frequencies in only 500
ms). We also demonstrate the first capability of arbitrary drive-field wave-
forms which have not been experimentally evaluated in MPI to date. The
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high-throughput capability, frequency-agility and tabletop size makes this
Arbitrary Waveform Relaxometer/Spectrometer (AWR) constructed in this
study a significant advance in MPI hardware and a convenient yet power-
fully flexible tool to enable high-throughput, comprehensive investigation
and optimization of the MPI excitation waveform / scanning strategy.

2.3 Background

FIGURE 2.1: A representative MPI image showing visualization of the biodistribution of
magnetic particle labeled stem cells after they were injected into the tail vein of a rat. This
image demonstrates the high sensitivity and contrast of MPI and the capability to perform
long-term, in vivo biodistribution studies without the exponential loss of signal typical in
nuclear medicine studies. However, as shown by the image of the lung, liver and spleen
in Figure 1, the spatial resolution of MPI is limited and a prime target for improvement.
We demonstrate in this paper that the AWR enables high-throughput drive waveform op-
timization for better MPI resolution.

The spatial resolution of native MPI images, limited by scanner hard-
ware and the magnetic behavior of MPI tracers at around 1 mm currently, is
a prime target for improvement. This is an important limitation especially
when MPI is used for visualization of anatomy. For example, in Figure 2.1,
which is a representative MPI in-vivo image of stem cell tracking, the shape
of the spleen is not well resolved. Most of the effort to-date has been di-
rected to designing better MPI tracers (Ferguson et al., 2015b; Ferguson et
al., 2013b; Ferguson, Khandhar, and Krishnan, 2012; Ferguson et al., 2013a;
Ludwig et al., 2014; Khandhar et al., 2013; Arami et al., 2013; Dhavalikar
and Rinaldi, 2014) and improved scanner hardware with higher magnetic
gradients (Yu, Goodwill, and Conolly, 2015; Goodwill, Yu, and Conolly,
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2015; Lyu et al., 2014). Recent literature have shown that the drive wave-
form affects MPI spatial resolution (Kuhlmann et al., 2015; Croft, Good-
will, and Conolly, 2012; Shah, Ferguson, and Krishnan, 2014; Tomitaka et
al., 2015; Vogel, 2014; Croft et al., 2016; Sarica and Saritas, 2015). Unfor-
tunately, current MPI hardware is limited to only sinusoids at a few dis-
crete frequencies (Ludwig, Wawrzik, and Schilling, 2012; Wawrzik, Lud-
wig, and Schilling, 2010; Schilling et al., 2013; Biederer et al., 2009a; Lyu et
al., 2014; Goodwill and Conolly, 2010; Buzug et al., 2012; Saritas et al., 2013b;
Goodwill et al., 2012d; Yu, Goodwill, and Conolly, 2015; Goodwill, Yu, and
Conolly, 2015; Goodwill et al., 2012b). Multiple simultaneous frequencies
(Philips-Bruker 3D Fast MPI demonstrator scanner (Rahmer et al., 2015)) is
limited to a narrow range (24.51 kHz, 25.25 kHz, and 26.04 kHz). Discrete
drive frequencies at 10, 25, 50 and 100 kHz was shown by Kuhlmann et
al. (Kuhlmann et al., 2015), although denser frequency sampling is helpful
in optimizing for both spatial resolution and signal strength. Also, the use of
two frequencies to decouple signal intensity and SPIO mobility information
by Kuhlmann et al. (Kuhlmann et al., 2016) suggests that denser frequency
sampling could further optimize color MPI contrast. Furthermore, the use
of square waves in the ferrofluid literature (Shliomis, 1974; Shliomis and
Raikher, 1980) and constant velocity scanning (same scanning trajectory as
triangular drive wave) by Vogel et al. (Vogel et al., 2014) showing benefits of
simplified reconstruction suggest that various unexplored arbitrary drive-
field waveforms could be useful in MPI.

All of these recent studies suggest that a high-throughput, frequency-
flexible, arbitrary-waveform MPS device will be of significant interest to
the MPI community for optimizing drive waveforms for spatial resolution,
signal strength and contrast. In order to build hardware capable of arbi-
trary drive frequencies, the main technical challenges are to generate MPI
drive fields with a wide bandwidth while reducing direct feedthrough and
reactive power. Previous MPI hardware have been unable to meet this re-
quirement as bandstop filters are used to deal with feedthrough and/or
tuned circuit elements are used for reactive power handling (Graeser et al.,
2013; Behrends, Graeser, and Buzug, 2015; Goodwill et al., 2011a; Erbe,
Sattel, and Buzug, 2012; Fidler et al., 2015; Debbeler et al., 2015). Fig-
ure 2.2b shows a typical circuit design in conventional MPI hardware.
Thus, prior work has been limited to a few discrete drive frequencies.
Changing frequencies require time-consuming switching of tuning capac-
itors (Behrends, Graeser, and Buzug, 2015; Goodwill et al., 2011a), although
some frequency-tunability within a small bandwidth (19 – 25 kHz) is possi-
ble (Behrends, Graeser, and Buzug, 2015).
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In this paper, we present a novel Magnetic Particle Spectrometer that
is uniquely capable of high-throughput and comprehensive optimization
of the MPI drive waveform. We greatly expand the optimizable parame-
ter space with unprecedented frequency agility across DC – 400 kHz (Fig-
ure 2.3c) and capability for non-conventional drive waveforms. We also
obtain harmonic spectra at 100 different drive frequencies (16 − 115 kHz)
within a single 500 ms acquisition (Figure 2.4a), demonstrating more than
100-fold improvement in throughput due to time savings from instanta-
neous frequency switching. Because we have validated against an MPI
imager the accuracy of spatial resolution measurements from this device
(Figure 2.5b), this hardware allowed for the first time experimental eval-
uation of MPI performance under arbitrary drive waveforms (Fig. 2.6 and
Fig. 2.7). Thus, the AWR’s tabletop size without need for dedicated facilities
poses it as a convenient yet powerfully flexible tool for nanoparticle experts
looking to characterize magnetic nanoparticles as well as MPI systems de-
signers looking to optimize drive waveforms for MPI resolution and signal
strength.

2.4 Design and Methods

2.4.1 Working Principles of Magnetic Particle Imagers

The basis of MPI is the non-linear magnetization response of superparam-
agnetic iron oxide (SPIO) tracers. Magnetic gradient fields are applied in
order to magnetically saturate SPIOs in all spatial regions other than the
field-free-region (FFR) of the gradient field. The FFR may be shaped as a
line (FFL) or as a point (FFP). The FFR is then shifted rapidly (at frequencies
of 10 – 25 kHz) by a drive coil and the corresponding induced signal from
the magnetization response of SPIOs spatially located at the FFR is picked
up by an inductive receive coil. The combination of the gradient and drive
coils shift the FFR across the entire field of view and allows reconstruction
of the image from the voltage time series. Reconstruction can be done in the
frequency domain by obtaining a system function and then solving the in-
verse problem of the spectral image data (Rahmer et al., 2009). This can also
be done in the time domain by mapping the time domain signal to a spatial
grid through knowledge of the instantaneous FFR location (Goodwill and
Conolly, 2010). In the literature the former approach is often referred to as
system matrix reconstruction while the latter is referred to as x-space recon-
struction (Goodwill and Conolly, 2010; Goodwill et al., 2012d; Goodwill et
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FIGURE 2.2: a. To-scale SolidworksTM drawing of our arbitrary waveform relaxometer
(AWR) accurately representing the actual physical device. It comprises a miniature drive
coil (Tx) with a low net inductance of 2.5 µH, two receive coils in gradiometric configu-
ration (Rx1, Rx2), and a biasing coil to extend the applied field range. The gradiometer-
shimming mechanism shifts Rx2 relative to Tx2 in increments of 22 µm to fine-tune the Tx2-
Rx2 coupling to match that of Tx1-Rx1, minimizing net Tx-Rx coupling. The concept of can-
cellation amplitude adjustment for inductive decoupling is not new (Goodwill et al., 2011a;
Graeser et al., 2013), but our novel mechanical implementation allows for in-bore facile
precision ”spatial-shimming” allowing for simultaneous feedback of gradiometer perfor-
mance during adjustment. The in-bore adjustment is important because removing, adjust-
ing then re-inserting the receive coil into the MPS setup may incur placement error and we
have shown in Figure 2.3a that even tens of microns can affect gradiometer performance.
Prior hardware using inductive decoupling (Goodwill et al., 2011a; Behrends, Graeser,
and Buzug, 2015; Graeser et al., 2013) do not allow in-bore adjustment. b. Prior sinu-
soidal MPI spectrometers/relaxometers requires capacitors in the transmit chain to reduce
reactive power and/or a band-stop filter (BSF) in the receive chain to reduce feedthrough.
However, arbitrary drive waveforms precludes the use of tuned circuit elements. Instead,
the AWR’s novel untuned design relies on a very low coil inductance of 2.5 µH coupled
with a high coil efficiency of 1.06 mT/ampere for transmit power handling. An improved
gradiometer is used for broadband feedthrough attenuation on the receive.

al., 2012b; Croft, Goodwill, and Conolly, 2012; Lu et al., 2013; Goodwill and
Conolly, 2011a; Tamrazian et al., 2011).

High quality MPI requires a large magnetic moment and a steep dy-
namic magnetization curve or M(H) response. This yields a sharp Langevin
curve. In the frequency domain, this implies higher amplitudes for all har-
monics and a gentle slope of the harmonic decay envelope (Kuhlmann et
al., 2015). In x-space reconstruction, this corresponds to a tall and narrow
point-spread function (PSF) where spatial resolution is quantified with the
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Houston criterion (Houston, 1927). In this paper, we will use x-space recon-
struction. Similar conclusions may be obtained with harmonic or system-
matrix reconstruction.

As such, the non-normalized peak height of the x-space PSF and its
FWHM are thus key parameters for characterizing tracer performance in
MPI. Deconvolution could be applied in post processing to improve resolu-
tion as demonstrated in prior MPI work (Weizenecker et al., 2009; Rahmer
et al., 2009; Rahmer et al., 2012; Knopp et al., 2011).

2.4.2 Design of the Arbitrary Waveform Spectrometer / Re-
laxometer

To measure these key MPI performance metrics, an MPI relaxometer or
spectrometer is necessary. Magnetic Particle Spectrometers (MPS) were first
developed in 2009 by Biederer et al. (Biederer et al., 2009a) and 2010 by
Wawrzik et al. (Wawrzik, Ludwig, and Schilling, 2010) and measures the
SPIO response to a pure tone drive field. Because no gradients are used, the
response is that of a SPIO point source located at the FFP (or another loca-
tion if a homogeneous biasing field is applied). Other magnetization char-
acterization devices are typically inadequate in obtaining these MPI perfor-
mance metrics because the field amplitudes needed to reach the non-linear
regions of the tracer magnetization curve are not achieved in AC suscep-
tometry (Kuhlmann et al., 2015). Furthermore, static measurements such
as Vibrating Sample Magnetometry (VSM) are inaccurate in predicting MPI
performance at 10 – 25 kHz because of temporal relaxation effects (Croft et
al., 2016). Figure 2.3 compares the capabilities of an MPI relaxometer and
other characterization tools and shows that AC susceptometry and Vibrat-
ing Sample Magnetometry (VSM) only cover a small fraction of the MPI-
relevant parameter space.

To achieve the high magnetic field amplitudes needed to excite the MPI
tracers, reducing reactive power required by the drive coil is necessary.
While prior work uses tuned circuit elements to achieve this (Graeser et al.,
2013; Behrends, Graeser, and Buzug, 2015) (Fig. 2.2), arbitrary drive wave-
forms need a wideband method to reduce reactive power. Miniaturizing
the MPI drive coil (Tay et al., 2015a) is one way to do this.

All transmit and receive coils were wound on custom-designed, minia-
ture 3D-printed bobbins or scaffolds depicted in Figure 2.2. Our solenoidal
drive coil has 18 turns of 175/44 served litz copper wire with 8.4 mm inner
diameter and 1.9 cm length. The detector (receive) coil fits inside the drive
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FIGURE 2.3: a. Demonstration of improved gradiometer performance via fine ”spatial-
shimming” the cancellation coil (Rx2) location relative to the transmit coil (Tx). This has
the effect of fine adjusting the Rx2-to-Tx coupling factor for improved inductive decoupling
reaching up to -67 dB (10 kHz). b. The gradiometer is capable of wideband feedthrough
attenuation which is essential in the AWR’s wideband excitation context. c. The very
low drive coil inductance of 2.5 µH coupled with high coil efficiency of 1.06 mT/ampere
enables high field amplitudes across an unprecedented DC – 400 kHz despite not using
resonant circuits for reactive power handling. When compared to the safe scanning limits
for a human (Saritas et al., 2013a), we see that the AWR’s unprecedented drive-field flexi-
bility allows for testing of almost any drive waveform that would be used in a safe human
scanning context, enabling comprehensive drive waveform optimization. In contrast, con-
ventional VSM (Mészáros, 2007) and AC Susceptometry (Chen, 2004) are unable to cover
the MPI-relevant parameter space. We limit our device design to below 400 kHz because
near zero-field, the delay from magnetic relaxation is expected to be > 2 µs (Deissler, Wu,
and Martens, 2014), surpassing a half-period of the drive waveform and causing poor res-
olution.

coil and has 20 turns of 100/44 served litz copper wire shaped to the sam-
ple holder (0.2 mL PCR tube) dimensions. A duplicate set of detector coil is
spaced∼ 4 mm away and connected in series to the primary for gradiomet-
ric cancellation. The net drive coil inductance and efficiency are 2.5 µH and
1.06 mT/A respectively. This results in significantly lower reactive power
compared to prior work with 75 µH inductance and 0.77 mT/A drive coil
efficiency (Behrends, Graeser, and Buzug, 2015). Thus, the AWR is capa-
ble of wideband excitation at any frequency between DC − 400 kHz and at
field amplitudes of up to 86 mTpp (Fig. 2.3). The limit of 400 kHz is because
magnetic relaxation times (Deissler, Wu, and Martens, 2014) approach the
drive wave period causing poor resolution and SAR safety limits are < 1
mTpp beyond 400 kHz (Saritas et al., 2013a).

The spatially homogenous drive field is generated by an untuned
solenoid powered by a DC-coupled power amplifier (AE Techron 7224) with
pulsed power of up to 1.2 kW. Drive field inhomogeneity within the sam-
ple volume of 25 µL is < 1%. While the small dimensions reduces sample
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capacity to 25 µL, SNR per unit volume is improved (Webb, 2007), and suf-
ficient SNR (> 10) even for cell labeling studies (∼20 µg/mL) (Minard et al.,
2013) is achieved. To match the load to the AE Techron 7224 optimal load
range, a 1.0 Ω heatsink-mounted non-inductive resistor (LPS800 thick film
resistor, Vishay Sfernice) was added in series to the transmit coil (Fig. 2.2b).

The next technical challenge is to deal with direct feedthrough interfer-
ence which is typically many orders of magnitude higher than the SPIO
signal (Behrends, Graeser, and Buzug, 2015). For single tone excitation,
the signal lost when filtering out the first harmonic can be recovered by a
continuity algorithm (Lu et al., 2013) since first harmonic information lost
corresponds to a local DC offset. Therefore prior relaxometers using mono-
tonal excitation have relied on analog bandstop filters (Fig. 2.2) to remove
the excitation feedthrough (Croft, Goodwill, and Conolly, 2012).

Unfortunately, in an arbitrary drive waveform context, the excitation
feedthrough is wideband and analog bandstop filtering across such a wide-
band would likely render recovery of the tracer signal impossible. There-
fore, gradiometric (wideband) attenuation of the direct feedthrough is the
only practical method to reduce field feedthrough interference from tracer
signal. A duplicate setup as cancellation unit idea (Graeser et al., 2013;
Behrends, Graeser, and Buzug, 2015) perpendicular Tx and Rx (Reeves
and Weaver, 2014) idea, and three-section gradiometer (Schulz et al., 2015;
Utkur and Saritas, 2015) have been proposed. We chose a two-section gra-
diometer design that is conceptually similar to first idea but with imple-
mentation of a novel mechanical design to adjust cancellation signal am-
plitude. This improved our wideband analog gradiometric attenuation of
direct feedthrough to around -67 dB (-67 dB at 10 kHz and -63 dB at 400
kHz) as shown in Figure 2.3.

After analog gradiometric attenuation, the received SPIO response is
(analog) amplified by the SR560 low-noise preamplifier (Stanford Research
Systems, USA) at 1 MHz bandwidth or the NF5307 differential amplifier
(NF Corporation, Japan) at 10 MHz bandwidth. The amplified signal is
then digitized at 10 MSPS by a 12-bit ADC (National Instruments PCI-6115,
Austin, TX, USA). A baseline subtraction (background correction) is then
performed digitally to further reduce residual feedthrough interference. To
expand the field of view, we use a bias coil (Fig. 2.2) that produces up to ±
120 mT homogeneous field when driven by a current-controlled amplifier
(AE Techron LVC5050, Elkhart, IN, USA). The system is controlled using
custom software written in MATLAB (Mathworks MATLAB, Natick, MA,
USA).

27



Chapter 2. Design and Construction of the Arbitrary Waveform
Relaxometer

 

  

 

-10

0

Harmonic Number 

S
ig

n
a

l 
(n

o
rm

a
li

ze
d

 d
B

)

a. b.
Experimental Spectra of Resovist at 

100 Drive Freq. in a Single 0.5 s Acquisition

  

Experimental Harmonic Spectra  

Amplitude 8.5 mT
Amplitude 17 mT
Amplitude 25 mT

0 20 40 60 80 100 120 140 160
2.0

2.5

3.0

3.5

Drive Frequency (kHz)

F
W

H
M

 r
e

so
lu

ti
o

n
 (

m
m

)

Dataset from a Single Automated Acquisition  c.

16 kHz 25 mT 

115 kHz 25 mT

0               5             10             15            20             25

-20

-30

-40

-50

d. Optimizing c. for both Resolution & MPI Signal 

Amplitude 8.5 mT
Amplitude 17 mT
Amplitude 25 mT

2.0

2.5

3.0

3.5

F
W

H
M

 r
e

so
lu

ti
o

n
 (

m
m

)

0 20 40 60 80 100 120

Typical 

MPI

Signal Strength (mV/mg)

17 kHz Optimal 

100 kHz optimal

for resolution and signal 

D
ri

ve
 F

re
q

u
e

n
cy

 (
kH

z)

SPIO Fourier Spectra (MHz)

S
ig

n
a

l (
n

o
rm

a
liz

e
d

 d
B

)

FIGURE 2.4: a. High-throughput magnetic particle spectrometry is enabled by the lack of
tuned circuit elements in the AWR. In a single automated acquisition (500 ms total time),
we discretely sample 100 drive frequencies from 16 kHz to 115 kHz at 25 mT. The data
from this single acquisition is shown as a stack plot of Resovist fourier spectra for 100 dis-
crete drive frequencies (after background correction and removal of out-of-band signal). b.
Analysis of the spectra in Fig. 3a shows the expected steeper slope of harmonic decay with
higher drive frequencies. This matches the findings of prior work (Kuhlmann et al., 2015).
A steeper slope implies a poorer modulation transfer function response leading to poorer
spatial resolution. c. From a single automated acquisition, 33 unique sets of drive param-
eters were tested (n = 3) on 125 µg of Resovist. The optimal drive waveform (gray arrow)
with best resolution is with a 17 kHz, 8.5 mT amplitude waveform. The FWHM resolution
(mm) assumes a 3.5 T/m gradient. d. The same dataset from part c is plotted for both spa-
tial resolution and signal strength. While the lowest amplitude and frequency (gray arrow)
gives the best spatial resolution, this is at a significant cost of almost 10-fold lower signal
strength which has implications for MPI sensitivity. The high-throughput and denser sam-
pling of frequency uniquely allows the AWR to better optimize for both spatial resolution
and signal strength. This reveals the 100 kHz, 8.5 mT amplitude waveform (black arrow)
which shows almost as good resolution improvement as the gray arrow while having no
loss in signal strength, therefore having better overall MPI performance than the waveform
obtained from simply optimizing for one parameter.

2.4.3 Nanoparticle Tracers

Aqueous suspensions of ResovistTM superparamagnetic iron oxide parti-
cles (Bayer Healthcare, Germany; 0.5 mmol Fe/mL) were used. Resovist is
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widely used in MRI (Reimer and Balzer, 2003; Schmitz et al., 2006; Wang,
2011) and in MPI (Nohara et al., 2013; Ishihara et al., 2013; Kuhlmann et al.,
2015; Croft, Goodwill, and Conolly, 2012; Shah, Ferguson, and Krishnan,
2014; Croft et al., 2016). Although Resovist is known to have a very hetero-
geneous nature, the representative core diameter is∼ 17±4 nm (Croft et al.,
2016). Unless otherwise stated, all experimental measurements employed
25 µL of Resovist diluted to 5 mg Fe / mL.

Senior Scientific Precision MRXTM SPIOs (Azano Biotech, Albuquerque,
NM, USA) with carboxylic acid coated outer shell and 32.1 nm core diame-
ter was also used. Unless otherwise stated, all experimental measurements
employed 25 µL SPIOs at 5 mg Fe / mL.

2.4.4 Animal Procedures

All animal procedures were approved by the Animal Care and Use Commit-
tee at UC Berkeley and carried out in accordance with the National Research
Councils Guide for the Care and Use of Laboratory Animals. For figure 2.1,
immunocompetent 7-week old female Fischer 344 rats weighing approxi-
mately 130 g were imaged with MPI. Animals were fed on a diet of Teklad
Rodent Diet 2018 (Harlan, Indianapolis, IL) ad libitum. The rats (2 groups
of n = 3) received tail vein injections of 5 × 106 to 8 × 106 Resovist-labeled
hMSCs in 1 mL PBS. The hMSCs used were labeled with 40 µg Fe / mL
of Resovist in cell culture solution using methodology similar to previous
studies (Hsiao et al., 2007). A custom animal bed was used to support the
animal under isoflurane anesthesia (2%, 1.5 L/min) within a MPI scans used
a 4×3.75×10 cm FOV and a 9 minute acquisition. Although MPI scans have
been performed in vivo on live animals (Zheng et al., 2015), for figure 2.1
the animals were sacrificed using isoflurane overdose for postmortem co-
registered MPI and CT imaging at 1 day and 12 days post-injection. CT
images were acquired (RS9-80 CT, 25 min acquisition, 184 µm isotropic res-
olution) as an anatomic reference and the resultant MPI-CT 3D images were
co-registered visually using SPIO-glass fiducial markers with Osirix Imag-
ing Software (Pixmeo SARL, Switzerland).

2.4.5 MPI Tracer Characterization using Sinusoidal Drive
Waveform

The AWR measures the PSF of the SPIO sample, from which we can mea-
sure signal strength, spatial resolution and relaxation time constant (Croft et
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al., 2016). Since it is not an MPI scanner, there are no gradient fields and the
PSF is reported in units of magnetic field (mT). This can be easily translated
to spatial distance (mm) by dividing by the MPI scanner gradient. The AWR
drive coil produces a sinusoidal magnetic drive field at frequencies between
1 – 400 kHz with 1 – 43 mT peak amplitude. The bias coil simultaneously
applies a linear ramp from 40 mT to -40 mT in 250 ms to ensure that the
entire magnetic behavior of the sample, including the saturation regions,
is interrogated. To reconstruct a PSF, we grid the velocity-compensated in-
stantaneous induced voltage signal from our receive pick-up coil to the bins
of a magnetic field grid via interpolation from the instantaneous applied
field magnitude to the grid. We only use data corresponding to the center
10% of each half-period bracketing the zero-crossing for higher SNR. As the
first harmonic is kept, DC recovery (Lu et al., 2013) is not applied to each
partial FOV or imaging station (Lu et al., 2013; Croft et al., 2016; Gleich et al.,
2010; Rahmer et al., 2011; Schmale et al., 2011). Overlapping points are av-
eraged within each 0.1 mT wide bin to form the resultant PSF with edges set
to zero. Positive and negative velocity scans are reconstructed separately.

Theoretical x-space PSFs were computed using MATLAB software
(Mathworks MATLAB, Natick, MA). To model the effect of relaxation with
any arbitrary transmit pulse sequence, we use the MPI Debye model for
magnetic relaxation validated in Croft et al. (Croft, Goodwill, and Conolly,
2012; Croft et al., 2016) with the specific equation:

dM(t)

dt
= −M(t)−Mss(t)

τeff

(2.1)

whereM(t) is the instantaneous magnetization as a function of space,Mss(t)
is the steady-state (Langevin) magnetization, and τeff is an effective, phe-
nomenological magnetic relaxation time constant. Since there is no gradient
that is present, M and Mss have no spatial dependence.

The exact pulse sequence used in the AWR was used for simulations.
The inductive signal for a point source under the AWR pulse sequence was
calculated by equation 2.1 under a finite difference method at 10 MHz sam-
pling rate. This is equal to the AWR analog sampling rate and sufficient to
capture the dynamics of relaxation times of more than 0.2 µs. As with ex-
perimental data, the simulated data was reconstructed using the gridding
procedure outlined above. To validate our AWR hardware, we replicated
the sinusoidal excitation parameters of 30 mT and 9.3 kHz used in prior
work (Croft et al., 2016). For theoretical PSF modeling we used the vali-
dated relaxation time constant of 2.3 µs and Resovist parameters of 17 nm
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mean core size with 4 nm standard deviation from prior work (Croft et al.,
2016). We then compared the PSF from AWR data to the theoretically calcu-
lated PSF.

To further verify the accuracy of spatial resolution predictions from our
novel relaxometer (AWR), we compare resolution predictions of the AWR
to measured image resolution in our Berkeley MPI imager (23 kHz and vary-
ing field strengths). The imaging scanner has been validated in our previous
publications (Saritas et al., 2013b; Goodwill et al., 2012b; Croft et al., 2016).
We use the image resolution values of the scanner from prior work (Croft
et al., 2016) and compare them to the PSF FWHM from our AWR data by
dividing by the scanner gradient (3.5 T/m). To ensure an accurate compar-
ison, we used the same frequency (23 kHz) and field strengths that were
used to obtain the image resolution values in Croft et al. (Croft et al.,
2016). To account for the finite size of the phantoms used in the MPI im-
ager, the AWR-measured PSF was convolved with the dimensions of the
phantom in the measurement direction (1.0 mm diameter) before measure-
ment of FWHM. The coefficient of determination (R2) between the imager-
measured FWHM and AWR-measured FWHM was then calculated.

2.4.6 Novel Implementation of Arbitrary Drive Waveforms

To demonstrate frequency-agility, we implemented on the AWR a linear
chirp across DC – 400 kHz (amplitude 10 mT). We also implemented a com-
posite arbitrary waveform composed of four contiguous parts: (1) triangu-
lar wave at 10 kHz and 25 mT amplitude (2) linear chirp running from 10
kHz to 50 kHz at 25 mT amplitude (3) ramp running from -25 mT to 25 mT
over 0.2 ms (4) composite waveform made up by adding sine waves of 8.3
mT amplitude at 5, 7 and 12 kHz. All drive waveforms were verified by
the real-time current monitor on the AE Techron 7224 power amplifier. The
real-time SPIO response to the arbitrary waveform was recorded for Reso-
vist and Senior Scientific 32 nm SPIOs and plotted on the same graph. The
SPIO signal traces are normalized for better visibility.

To measure the triangular wave PSF, the entire acquisition and recon-
struction uses the same sine wave protocol described in the previous section
but with the drive waveform changed to that of a triangular wave.
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FIGURE 2.5: a. Reconstructed PSF from data obtained by the AWR compares well to the
theoretical expected PSF with magnetic relaxation of a first-order Debye model. The calcu-
lation used the same value of τ (2.3 µs) validated in prior work (Croft et al., 2016). b. The
FWHM of reconstructed PSFs from AWR data (n = 3) closely matches (R2 = 0.972) actual
spatial resolution measured from MPI scanner images (3.5 T/m gradient 23 kHz)Croft et
al., 2016. This shows the AWR can accurately predict for MPI tracer imaging performance.
c.The AWR signal (PSF peak amplitude) is linear with Resovist iron mass with sensitiv-
ity of 13.1 µV/µg for sine wave and 8.3 µV/µg for triangular wave before amplification.
Three experimental repeats were taken per data point (n = 3). We estimate the detection
limit (SNR = 1) to be ∼ 20 ng and ∼ 30 ng respectively with 6.25 s total acquisition time
(25 averages). The AWR is thus a sensitive and quantitative sensor for magnetic particles.
The difference in sensitivity between sine and triangular wave is due to differences in the
waveform velocity at the zero-crossing point.

2.5 Results

2.5.1 Validation of the Accuracy of the Arbitrary Waveform
Relaxometer

To validate the AWR, we compare data taken from the AWR with theory,
prior work and imaging results. Figure 2.5a shows that the reconstructed
PSF from AWR data closely matches the PSF calculated from theory (Croft
et al., 2016). Figure 2.5b shows that the predicted resolution from the AWR
closely matches (R2 = 0.972) the measured resolution from scanner imaging
results, demonstrating that the AWR can accurately predict imaging spatial
resolution in MPI. This verification allows us to use the AWR to predict MPI
performance with arbitrary drive waveforms that cannot be performed on
any current MPI scanner to-date. Hence, the AWR is a powerful investiga-
tion tool to evaluate the pros and cons of arbitrary drive waveforms for MPI
before scaling up to animal-size scanning.
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2.5.2 Limit of Detection of 20 ng Fe

Different amounts of Resovist was diluted in DI water to 25 µL volume and
measured for 6.25 seconds. The peak amplitude of the reconstructed PSF is
linear with the amount of iron (Fig. 2.5), demonstrating the AWR is quan-
titative for SPIO amount. We observed the limit of detection (SNR = 1) to
be ∼20 ng, showing more than 10-fold improvement from prior relaxome-
ters (Goodwill et al., 2011a; Bauer et al., 2016a)

The improved sensitivity is likely due to these factors: (1) The small size
of the receive coil increases SNR per unit volume (Webb, 2007). (2) improve-
ments in gradiometer performance (Fig. 2.3) shifts the ADC dynamic range
lower to capture weaker SPIO signals. (3) The signal at the first harmonic
is kept and not discarded unlike prior relaxometers with bandstop filters at
the first harmonic.

2.5.3 Automated High-Throughput Processing

Because the AWR does not rely on the tuned circuit elements used in all
prior work, it is capable of a continuous and wide range of frequencies and
thus well positioned to conduct digitally automated, high-throughput stud-
ies of drive waveform parameters. In prior work, changing drive frequen-
cies typically required time-consuming manual switching of tuned circuit
elements. Even if this process could be automated, having tuned circuit
elements limits the available frequencies to discrete values and precludes
arbitrary waveforms.

To demonstrate potential for automated and high-throughput studies,
in Fig. 2.4 we acquire the Fourier spectra of Resovist at 100 different drive-
field frequencies (sinusoidal drive-field) that was automatically taken in a
single acquisition (total acquisition time of 500 ms). There is no manual
hands-on requirement except for an initial sample insertion of the Reso-
vist probe. With automated frequency switching and good SNR with only
5 ms per drive-field frequency, the AWR is more than 100-fold faster than
prior work (Croft, Goodwill, and Conolly, 2012; Goodwill et al., 2011a; Tam-
razian et al., 2011) requiring multiple capacitor exchanges to cover the same
frequency range. The main time savings come from the rapid, capacitor-
free frequency switching. Thus, measurement time can be increased above
5 ms if more SNR is desired. This demonstrates that the AWR can be auto-
mated to rapidly investigate the entire parameter space of drive frequency
and amplitude for one tracer. Although not shown here, this could be easily
extended to the parameter of arbitrary waveform shape as well.
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FIGURE 2.6: a. Experimental data showing the linear chirp from 1− 400 kHz produced by
the AWR (spectrogram obtained from short-time Fourier Transform of AWR current moni-
tor trace). Although the maximum slew rate of the power amplifier limits chirp amplitude
beyond 200 kHz, this amplitude never falls below the SAR safety limits (Fig. 2.3) even at
400 kHz, thus covering the entire safe parameter space. b. The AWR is capable of arbitrary
waveforms as shown by this composite waveform made up of arbitrary waveform parts:
(1) triangular wave (2) linear chirp (3) ramp and (4) composite waveform made up by di-
rect addition of 3 sine waves of equal amplitude but different frequencies (5, 7 and 12 kHz).
The drive waveform shape is validated by the internal current monitor of the AE Techron
7224.

In addition, we demonstrate optimization of drive waveforms for bet-
ter spatial resolution in Fig. 2.4c that plots FWHM resolution of Resovist
against 33 sets of drive parameters (frequency and amplitude). Crucially,
this dataset was obtained from a single AWR acquisition, demonstrating ca-
pability for high-throughput optimization. Because lower drive amplitudes
were investigated here, the biasing coil was used to extend the applied field
and limits throughput to the biasing coil slew rate. As a result, a longer
acquisition time of 8.25 s is required. The data shows a trend of worsen-
ing resolution with larger drive-field frequency and/or amplitude. This
matches the conclusions from prior work (Kuhlmann et al., 2015; Croft et
al., 2016) and validates the accuracy of the AWR. For example, our data at
25 kHz and for amplitudes of 8.5, 17, 25 mT, have FWHM of 7.0, 9.4, 10.5
mT respectively. This closely matches the values of 7.0, 9.1, 10.3 mT from
Croft et al. (Croft et al., 2016).

Furthermore, as a result of denser sampling of the drive frequencies,
we are able to optimize the trade-off between spatial resolution and signal
strength. For example, Fig. 2.4d shows a non-obvious drive waveform that
gives the best resolution while having the same signal strength as a conven-
tional MPI waveform.
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2.5.4 Arbitrary Drive Waveforms

The AWR is capable of a linear chirp drive waveform from 1 kHz to 400
kHz (Fig. 2.6) within 500 ms, demonstrating the frequency-flexibility of the
AWR. The chirp waveform amplitude starts to drop above 200 kHz due to
power amplifier voltage slew rate limitations (Fig. 2.3). Furthermore, the
AWR is capable of arbitrary drive waveforms as demonstrated by a wave-
form made up of contiguous arbitrary waveform parts: (1) triangular wave
(2) linear chirp (3) ramp and (4) composite waveform (tri-tone). All drive
waveform shapes are validated by the internal current monitor of the AE
Techron 7224.

The response of two different SPIOs (Resovist and Senior Scientific 32
nm) are recorded. Visibly different responses to the arbitrary waveform in
can be observed between Resovist and Senior Scientific 32 nm SPIOs be-
cause the larger 32 nm magnetic core SPIOs are known to have Brownian-
dominant relaxation mechanisms and thus have a significantly delayed re-
action to the applied field. These results suggest that the AWR is a good
platform to test if non-sinusoidal waveforms may provide even better con-
trast between different SPIOs for colorized MPI imaging first pioneered by
Rahmer et al. (Rahmer et al., 2015).

2.5.5 Wideband Feedthrough Attenuation

Because the analog feedthrough interference is no longer at a single fre-
quency, bandstop filters cannot be used and the gradiometer becomes the
only way to reduce analog feedthrough interference. In Fig. 2.3, we demon-
strate that the gradiometer achieves wideband feedthrough attenuation of
about -67 dB (-67 dB at 10 kHz and -63 dB at 400 kHz). We show similar limit
of detection (SNR = 1) for a sine wave excitation (without bandstop filters)
as that of a triangular wave excitation (Figure 2.5), demonstrating that the
combination of inductive decoupling and baseline subtraction is effective
regardless of monotonal or wideband feedthrough interference.

2.5.6 First Experimental Verification of x-space DC Recov-
ery Algorithm

In prior work, feedthrough corruption of the first harmonic signal usually
required analog bandstop filtering at the first harmonic. The lost first har-
monic information is recoverable by a DC-recovery continuity algorithm
during x-space reconstruction (Goodwill et al., 2012b; Lu et al., 2013). While
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Scan Direction
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FIGURE 2.7: a. First experimental validation of the DC recovery algorithm used in x-space
reconstruction. DC recovery of the discarded first harmonic information produces a nearly
identical PSF to a PSF where the analog received signal at the first harmonic was retained.
b. Experimentally reconstructed PSF for Triangle and Sine drive wave showing only minor
differences. This is expected because a triangle and sine wave are similar, and the x-space
theory in 1D shows that various trajectories with similar spatial sampling densities should
yield the same reconstructed results, excepting variable impacts of magnetic relaxation.
Importantly, this shows the triangle wave maintains conventional MPI performance while
obviating velocity compensation which is a major reconstruction step.

this approach is well-posed and robust, removing this x-space reconstruc-
tion step could improve SNR and speed up reconstruction time. The the-
ory and experimental demonstration of LSI properties are shown in Lu et
al. (Lu et al., 2013), but due to prior relaxometer hardware limitations it was
not possible to experimentally compare the DC recovery PSF to a PSF with
first harmonic information retained.

Our AWR is able to perform this first x-space experimental comparison
due to the improvements in gradiometer design as outlined in Fig. 2.2 that
obviates the use of bandstop filter on the receive chain. As a result, the AWR
is able to reconstruct the PSF while keeping the first harmonic information.
In Fig. 2.7 we show this first experimental comparison of the reconstructed
PSFs using (1) x-space DC recovery method and (2) without DC recovery
(first harmonic information was not filtered out). The results demonstrate
that the DC recovery algorithm is robust and produces a nearly identical
PSF as the PSF from retaining the first harmonic information.

However, because the DC recovery stitching operation of partial FOVs
depends on an edge continuity condition, the noise at higher harmonics will
be propagated when recovering the first harmonic. Our experiments show
an estimated 4-fold SNR boost when retaining the first harmonic informa-
tion at low iron content (< 100 ng Fe).
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2.5.7 First Experimental Demonstration of Triangular Wave
Drive Waveform

Triangular drive waveforms are useful as MPI drive waveforms because
they imply fully linear motion of the MPI field-free-point (FFP across the
field-of-view (FOV) in the presence of linear background magnetic gradi-
ents. The benefits of simplified reconstruction due to constant velocity have
been shown in the work on Traveling Wave MPI by Vogel et al. (Vogel et al.,
2014) where a dynamic linear gradient array (replacing both drive and back-
ground gradient) generates constant velocity motion of the FFP while using
sinusoidal drive for each element. To assess the performance of the SPIO
under a triangular drive waveform, we tested the same Resovist sample
with a sinusoidal and triangular excitation. Both drive waves have exactly
the same frequency and amplitude (9.3 kHz and 30 mT), differing only in
their shape. The PSFs are nearly identical showing that a triangle wave ex-
citation has a similar MPI performance as that of a sine wave (Fig. 2.7) but
with simplified reconstruction (constant velocity).

2.6 Discussion

The characteristics of the SPIO tracers used are critical to the imaging per-
formance of MPI. While there are many tools available for analysis of these
tracers such as Vibrating Sample Magnetometry, an MPI-specific tool is nec-
essary for measurement of the imaging performance of tracers. Therefore, the
main role of a magnetic particle relaxometer is to rapidly and accurately
characterize MPI tracer performance in a convenient fashion. Here, we have
demonstrated that our relaxometer is able to accurately obtain the PSF of
the tracer of a gold-standard particle ResovistTM and these measurements
matches well with theory, prior work (Croft et al., 2016), and most impor-
tantly, imaging results (Fig. 2.5). The actual measurement (without biasing
coil) only takes 250− 500 ms and even with computation, time writing data
to disk, and 25 averages, it takes less than 30 seconds to measure a sample
at a 100 drive frequencies (Fig. 2.3a). The table-top size of our AWR, the rel-
ative simplicity of construction (no tuned circuit elements), and the combi-
nation of speed and unprecedented frequency-flexibility make it a powerful
and convenient tool for MPI researchers.

Up till recently, Magnetic Particle Spectrometers only used very few dis-
crete frequencies and were mainly for particle characterization at conven-
tional MPI drive waveforms. However, recent work in the MPI literature
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using Magnetic Particle Relaxometers / Spectrometers have demonstrated
that both drive frequency and amplitude have a significant effect on MPI
spatial resolution (Kuhlmann et al., 2015; Croft, Goodwill, and Conolly,
2012; Shah, Ferguson, and Krishnan, 2014; Tomitaka et al., 2015; Vogel,
2014; Croft et al., 2016). Furthermore, Vogel et al. (Vogel et al., 2014) showed
through the work on Traveling Wave MPI the many compelling benefits
of linear motion of FFP (achievable with triangular drive waveforms) due
to the constant FFP velocity that simplifies the mathematics and facilitates
image reconstruction. In addition, the use of two different frequencies
to decouple signal intensity and SPIO mobility information as shown by
Kuhlmann et al. (Kuhlmann et al., 2016) demonstrates the importance of
varying drive frequency for contrast in color MPI. All of these suggest that
it is of significant interest for Magnetic Particle Spectrometers (MPS) to take
on a new and additional role of optimizing the MPI drive waveform as well.

An ideal MPS hardware for comprehensive optimization of the drive
waveform would be high-throughput, frequency-flexible across a wide
range of parameters and also capable of arbitrary waveforms. Towards this
goal, we consider that the 3D MPI platform from Bruker and Philips (Gleich
et al., 2010) is capable of 3 simultaneous drive frequencies (excitation field)
but the frequencies are very close (24.51 kHz, 25.25 kHz, and 26.04 kHz).
The MPS platform from Kuhlmann et al. (Kuhlmann et al., 2015) is capa-
ble of 4 discrete frequencies of 10, 25, 50 and 100 kHz, but it is of interest
to more finely sample within this frequency range and beyond as shown
by the non-obvious optimization results in Figure 2.4d. To date, there has
been no MPS hardware with the above-mentioned ideal specifications of
full frequency-flexibility, high-throughput and arbitrary waveforms.

In response to this, we have designed our AWR to have unprecedented
frequency-flexibility across DC-400 kHz (up to 86 mTpp), unprecedented
arbitrary-waveform capability with orders of magnitude higher throughput
than prior spectrometers. Although there may be no resonant effects ex-
pected from the SPIO tracer, due to the multitude of performance metrics to
simultaneously optimize for, there is significant utility in high-throughput,
dense sampling of the frequency parameter. We demonstrate this by re-
vealing an optimum waveform of 100 kHz, 8.5 mT for Resovist that al-
lows for significantly improved spatial resolution without compromising
signal strength. In contrast, optimizing only for spatial resolution (lowest
frequency and amplitude) incurs a significant 10-fold loss in signal strength
(Fig 2.4c) for marginal improvement in resolution.

While the wide, continuous frequency range of the AWR is useful, the
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most unique feature of the AWR is the capability to generate and apply ar-
bitrary drive waveforms. Such waveforms have never been experimentally
evaluated in an MPI context and may contain much potential since recent
pioneering work by Vogel et al. (Vogel et al., 2014) has increasingly pointed
to the benefits of non-sinusoidal drive waveforms, in particular triangular
waves. Since it is technically challenging and expensive to implement arbi-
trary waveforms on an imaging scanner, our novel AWR is an indispensable
tool to evaluate the pros and cons of a proposed arbitrary drive waveform
before implementing on a small-animal or human-scale. For example, in
our comparison of a triangle drive waveform to an equivalent sine drive
waveform (Fig. 2.7), we show that triangular drive waveforms are able to
maintain similar MPI performance to conventional sinusoids while signifi-
cantly reducing reconstruction computational load. In addition, as shown
by the Arbitrary Waveform in Figure 2.6, the differing responses of Resovist
and Senior Scientific 32 nm SPIOs to the different arbitrary waveforms sug-
gests potential of our device to optimize waveform shape, amongst other
parameters, to improve contrast between tracers for color MPI applications
first pioneered by Rahmer et al. (Rahmer et al., 2015). The capability of the
AWR is not limited to classic waveforms such as triangle and square waves,
and more complex waveforms constructed by summing multiple basic or
primitive waveforms are also possible as shown in Figure 2.6. While the
full optimization of arbitrary waveforms for MPI performance is outside
the scope of this paper, we have demonstrated the hardware capability to
conduct this study.

2.7 Conclusion

Recent work from Kuhlmann et al. and Vogel et al. (Kuhlmann et al., 2016;
Kuhlmann et al., 2015; Vogel et al., 2014) have pointed towards the im-
portance of frequency-flexible and non-sinusoidal drive waveforms for im-
proved MPI spatial resolution and SPIO relaxation contrast. As a result, it is
of interest for Magnetic Particle Spectrometers (MPS) to optimize the drive
waveform in addition to its basic role of particle characterization. Unfortu-
nately, to date, there has been no MPS hardware capable of the wide-range
frequency-flexibility or the arbitrary drive waveforms required for a com-
prehensive optimization. In response to this, we have designed a novel
tabletop magnetic particle spectrometer and relaxometer (AWR) with high-
throughput capability, unprecedented frequency-agility (DC – 400 kHz) and
unique capability for arbitrary drive waveforms. This greatly expands the
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parameter space available for drive waveform optimization. We believe
the unprecedented flexibility of the AWR will be of interest to MPI sys-
tem designers and nanoparticle experts seeking to optimize and tailor MPI
drive waveforms to the SPIO tracers for improved spatial resolution, signal
strength and microenvironment contrast.
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Chapter 3

The Relaxation Wall: Experimental
Limits to Improving MPI Spatial
Resolution by Increasing
Nanoparticle Core size

3.1 Attribution

Reproduced with permission from Institute of Physics Publishing:
Tay ZW, Hensley DW, Vreeland EC, Zheng B, Conolly SM. The Relaxation
Wall: Experimental Limits to Improving MPI Spatial Resolution by Increas-
ing Nanoparticle Core size. Biomed Phys Eng Express [Internet]. IOP Pub-
lishing; 2017 Jun. Copyright 2017 IOP Publishing.

3.2 Introduction

Before embarking on an exploration of novel MPI scanning waveforms, we
investigate the theoretical MPI performance predicted by Langevin theory
and compare theory against experimental measurements of MPI perfor-
mance. This lays the groundwork and motivation for subsequent chapters,
as the realistic limitations and barriers that are experimentally proven in
this study become the target for engineering a circumventing solution.

According to Langevin theory, one method to improve spatial resolution
is to increase the magnetic core size of the superparamagnetic nanoparti-
cle tracers. The Langevin model of superparamagnetism predicts a cubic
improvement of spatial resolution with magnetic core diameter. However,
prior work has shown that the finite temporal response, or magnetic relax-
ation, of the tracer increases with magnetic core diameter and eventually
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leads to blurring in the MPI image. Here we perform the first wide ranging
study of 5 core sizes between 18–32 nm with experimental quantification of
the spatial resolution of each. Our results show that increasing magnetic
relaxation with core size eventually opposes the expected Langevin behav-
ior, causing spatial resolution to stop improving after 25 nm. Different MPI
excitation strategies were experimentally investigated to mitigate the effect
of magnetic relaxation. The results show that magnetic relaxation could
not be fully mitigated for the larger core sizes and the cubic resolution im-
provement predicted by the Langevin was not achieved. This suggests that
magnetic relaxation is a significant and unsolved barrier to achieving the
high spatial resolutions predicted by the Langevin model for large core size
SPIOs.

3.3 Background

3.3.1 Spatial Resolution in Magnetic Particle Imaging

Spatial resolution in MPI is closely linked to the shape of the M-H magneti-
zation curve of the SPIO. A steeper M-H curve results in a narrower x-space
point spread function. This also implies stronger higher harmonics leading
to a better modulation transfer function for frequency domain reconstruc-
tion. This results in a more well-posed inverse problem leading to better
SNR and less artifacts in the reconstructed image and therefore improved
effective resolution. For an ensemble of ideal superparamagnetic nanopar-
ticles, each with magnetic moment m, the M-H curve can be described by
the Langevin function as follows:

M(H) = NmL(ksatH) (3.1)

where L(x) is the Langevin function which is analytically defined as
coth(x)− 1/x. The constant ksat is determined by the magnetic properties of
the nanoparticle and defined as:

ksat =
µ0m

kBT
(3.2)

The steepness of the M-H curve is closely linked to m which is defined
as:

m =
Msatπd

3

6
(3.3)
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The magnetic core diameter d has a profound impact on the M-H curve
and, correspondingly, spatial resolution in MPI. Previous studies on SPIO
sizes from 13–19 nm have shown improved MPI resolution with increas-
ing core size to 19 nm (Ferguson, Minard, and Krishnan, 2009; Ferguson et
al., 2010). Similarly, studies on the Feraspin series (size-fractionated Reso-
vist) show improved MPI spectra with increased size-fraction (Ludwig et
al., 2012).

Rahmer et al., 2009 showed that MPI spatial resolution should be in-
versely proportional to the cube of the magnetic core diameter using the
System Matrix MPI reconstruction method. Knopp et al., 2011 also showed
the width of the convolution kernel highly depends on the particle size.
Precisely the same resolution limit was derived for the x-space MPI recon-
struction method (Goodwill and Conolly, 2010). For x-space reconstruction,
the point spread function (PSF) that defines the spatial resolution of MPI is
simply the derivative of the M-H curve. One can analytically solve for the
full-width-half-maximum (FWHM), which is the standard Houston reso-
lution criterion (Houston, 1927)). If the effects of magnetic relaxation are
neglected, the 1D spatial resolution of MPI, for both System Matrix (Rahmer
et al., 2009) and x-space MPI reconstruction (Goodwill and Conolly, 2010),
is

∆x =

(
24 kB T

µ0 π Msat

)
1

Gd3
(3.4)

where G is the gradient strength in T/(µ0m). This equation shows
that MPI spatial resolution should improve cubically with increasing mag-
netic core diameter. Because resolution only scales linearly with gradient
strength G, we are limited by cost, power and cooling constraints when im-
proving MPI spatial resolution with stronger gradients (above 5 T/(µ0m)).
The gradient strength is also constrained by human safety limits, magne-
tostimulation and SAR limitations (Saritas et al., 2013a). Hence, it is enor-
mously important to investigate the limits of the resolution improvement
by increasing magnetic core diameter, and this will be even more important
for scaling up to a human MPI scanners.

There have been numerous works on modeling the MPI nanoparticle re-
sponse (Garcı́a-Palacios and Lázaro, 1998; Weizenecker et al., 2010; Weize-
necker et al., 2012; Graeser, Bente, and Buzug, 2015). Weizenecker et al.
modeled the effect of anisotropy and frequency on the MPI performance
for 20,25,30 nm particles. The study noted that high levels of anisotropy
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a. b. c.

FIGURE 3.1: (a) Calculated Langevin curves (using eqn. 3) for different nanoparticle core
sizes. The shape of the curves show a dramatic change with nanoparticle core size due to
the cubic relationship between nanoparticle core size and saturation field. (b) Calculated
MPI steady-state PSFs show a dramatic narrowing with increased core size. This is in con-
trast to the strategy of increasing MPI gradient strength shown in (c) where only a linear
improvement of the PSF width is observed with increases in gradient strength. Because
spatial encoding in MPI is a linear function of the magnetic field gradient, conversion be-
tween x-axis units of applied field (mT/µ0) and distance (mm) is done simply by dividing
by the gradient strength (T/µ0m).

reduced the MPI performance to worse than the Langevin model predic-
tion. Graeser et al. extended the Weizenecker model for 30 nm particles
and showed how proper superimposition of shape semi-axis and the crystal
axes during particle synthesis can give optimal MPI performance. Other re-
search groups (Croft, Goodwill, and Conolly, 2012; Croft et al., 2016; Dieck-
hoff et al., 2016; Deissler, Wu, and Martens, 2014; Deissler and Martens,
2015; Dhavalikar et al., 2016) have also modeled how MPI spatial resolu-
tion varies with NP size, and with drive field frequency and amplitude. In
general, all these studies have noted that larger SPIOs have longer magnetic
relaxation times. While there are a multitude of models concerning the ex-
act physical causes of magnetic relaxation, from an imaging perspective we
are most concerned about time-delays and spreading of the MPI signal that
will directly impact the reconstructed image. As such, we will define mag-
netic relaxation using the most general definition: the non-instantaneous
response of the ensemble magnetization to the applied field (Croft, Good-
will, and Conolly, 2012). The general Néel and Brownian time constants
involved in magnetic relaxation can be written as follows:

τN = N(H) · τ0 exp

(
KVc

kBT

)
τB = B(H) · 3ηVh

kBT
(3.5)
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where N(H) and B(H) are functions that account for the effect of ap-
plied field, H , on the time constants.

These equations show that both relaxation mechanisms have longer time
constants when the nanoparticle grows larger. When these relaxation times
approach the period of the excitation waveform, a noticeable blurring ef-
fect results that reduces achievable resolution. Hence, larger NPs should
improve resolution, but relaxation-induced blurring of larger NPs may ob-
viate the improvements in spatial resolution. Here, we expand upon prior
modeling work (listed above) by performing the first experimental study on
the MPI imaging performance of nanoparticles across a wide range of core
sizes from 18 to 32 nm. By observing these two opposing effects in practice,
we determine the practical limits to improving MPI spatial resolution by
increasing core size.

3.4 Materials and Methods

3.4.1 Magnetic Nanoparticles

Imagion Biosystems PrecisionMRX R© superparamagnetic iron oxide
nanoparticles (Imagion Biosystems, Inc. Albuquerque, NM, USA) with
carboxylic acid coated outer shell and varying core diameters were used.
The core is single crystalline magnetite (Fe3O4) for all core sizes. This
is experimentally confirmed by prior work (Vreeland et al. 2015) with
high resolution transmission electron microscopy (HRTEM) and X-ray
diffraction. A representative data sample is found in the supplementary
information of this reference. The nanoparticle shape and hence the shape
anisotropy remains approximately uniform and does not change signifi-
cantly with core size. This is evidenced by the TEM (JEOL 1200EX) images
in Fig. 3.3a showing uniform spherical shape across all core sizes. The high
isoperimetric quotients tabulated in Fig. 3.3b show that the deviation from
an ideal sphere with increasing core size is very low.

To determine the particle core size distribution, synthesized nanoparti-
cles were analyzed using small angle X-ray scattering (SAXS) with a Rigaku
SmartLab diffractometer system and SmartLab Guidance system control
software. Data analysis was performed using Rigaku NANO-Solver v3.5
software that uses a spherical particle shape with a Gaussian size distri-
bution. The spherical shape assumption was experimentally confirmed by
TEM analysis (see Fig. 3.3b.) Statistically, SAXS is a more rigorous tech-
nique for measuring size distribution because it is possible to measure a
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large ensemble of particles with SAXS while TEM image analysis is practi-
cally limited to 100 – 1000 particles.

All SPIOs have same outer coating material and differ only in the mag-
netic core size. The core is covered by an inner monolayer of oleic acid coat-
ing and then encapsulated within a monolayer of a carboxylic acid function-
alized amphiphilic polymer. The hydrodynamic diameter and zeta poten-
tial of all SPIOs was measured in deionized water pH 6.0 using a Malvern
Zetasizer Nano ZS system. The zeta potentials of all SPIOs ranged between
-40 and -50 mV. Hydrodynamic diameter scales with core size as described
in Fig. 3.3a. This scaling is necessary to maintain a large enough coating
buffer to prevent inter-particle aggregation.

Magnetization measurements were collected using a Quantum Design
MPMS-7 SQUID magnetometer. The precise mass of iron in the sample was
determined using a colorimetric assay as described previously (Vreeland et
al., 2015). Magnetization curves were recorded from -4000 kA/m to +4000
kA/m at 293K. The field-dependent magnetization data was normalized to
the mass of iron in the sample to determine the saturation magnetization
(σsat). The measured saturation magnetization is Msat = 0.551T/µ0 which is
∼ 92% of the bulk magnetite value of 0.6T/µ0 (Cullity and Graham, 2011).
A representative M vs. H magnetization plot (25.0 nm particles) is also
plotted in Fig. 3.3b. The exact synthesis and more characterization of the
nanoparticles can be found in detail in the main article and supplementary
information of (Vreeland et al., 2015). The MPI performance of the SPIOs
was also measured using a magnetic particle spectrometer/relaxometer de-
scribed in (Tay et al., 2016) as well as the x-space MPI scanner described
in (Croft et al., 2016). Unless otherwise stated, all experimental measure-
ments employed 25 µL SPIOs at 5 mg Fe / mL.

3.4.2 Magnetic Particle Relaxometer Experiments

The SPIOs of different core sizes were first tested on our arbitrary waveform
relaxometer (AWR) which is described in detail in our prior work (Tay et
al., 2015b; Tay et al., 2016). The AWR includes a non-resonant transmit coil
design to enable frequency agility as well as arbitrary excitation waveforms.
This table-top system does not have gradient fields for signal localization;
instead, a sinusoidal excitation and linear bias field are superimposed to test
the aggregate response of a sample in the applied magnetic field space. This
system can reconstruct a 1D point-spread function (PSF) characteristic of the
entire sample supplied to the device. To interrogate the entire Langevin M-
H curve and even up to the saturation regions of the SPIOs, we scan with
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FIGURE 3.2: MPI hardware. (a) Magnetic Particle Relaxometer used to obtain point spread
functions of SPIOs to measure the full-width-at-half-maximum spatial resolution. (b) Mag-
netic Particle Imager used to obtain images of SPIOs to validate the measurements of the
relaxometer as well as provide visual images of the differences in spatial resolution as core
size changes. (c) MPI obtains an image by rastering the field-free-point across the field of
view as shown in the figure. The field-free-point can be considered a sensitive detection
point in 3D space. In x-space reconstruction, the time-domain received voltage signal is
gridded to the instantaneous location of the field-free-point to make an image.

the background (bias) field slowly decreasing from 60 mT to -60 mT across
0.2s. We have demonstrated the AWR measured 1D PSFs agree with 1D
PSFs obtained using our gradient-based imaging systems (Tay et al., 2016).
To translate the AWR PSF to a true imaging PSF, we only need to divide
the DC field by the gradient strength. Reconstruction uses the middle 60
percent of the time-domain signal within a half-period, centered about the
sinusoidal zero-crossing in order to maximize SNR. The 60 percent value
is chosen to be similar to that used in the Berkeley 3D Magnetic Particle
Imager. For Fig. 3.4, the drive waveform is a 20.25 kHz, 20 mT sine wave to
match the drive field of the 3D imaging scanner used. For Fig. 3.7, the drive
frequency and amplitude are as specified in the figure.

3.4.3 Magnetic Particle Imager Experiments

To verify the findings from the relaxometer experiments, we imaged a point
source phantom by lining up 5 tubes (ID 0.7 mm, OD 1.3 mm) with 1 µL of
5 mg/mL SPIO inside each as shown in Fig. 3.5. We used our 3D MPI
scanner with a 7 T/(µ0m) FFP selection field, comprised of permanent mag-
net pair. An MPI image is formed by rastering the sensitive field-free-point
(FFP) across the entire field-of-view and gridding the received voltage in
an inductive pick-up coil to the instantaneous field-free-point position. The
FFP is shifted by electromagnetic shift coils in the x and y directions and by
the drive coil in z. A robot arm moves the sample in discrete steps in z to
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compensate for limited amplitude of the transmit coil. The scanning setup
is shown in Fig. 2c, where the green trajectory represents the field-free-point
location in a y-plane. A homogeneous transmit solenoid adds a 20.25 kHz,
20 mT sine wave excitation along the z-axis, thus making the FFP zigzag (in
the z-axis) as it moves along the green trajectory. This is done to sample the
regions between the green trajectory lines. The magnetic field gradient is
7 T/(µ0m) in the x-axis, and 3.5 T/(µ0m) in the y- and z-axes. The field of
view is 14.56 × 4 × 3.75cm3 and the total scan time is 9 minutes. Details on
the 3D MPI scanner hardware and the image reconstruction algorithm have
been published (lu˙2013; Saritas et al., 2013b; Goodwill et al., 2012a).

3.4.4 Calculation of Langevin Spatial resolution curves

In this paper, we use the Houston criterion for spatial resolution (Houston,
1927) that uses the full-width-half-maximum of the point spread function or
imaging point source. The Langevin spatial resolution (red) curves plotted
in Fig. 3.4 and Fig. 3.7 was calculated using the equation 3.4 (Langevin
model of an ensemble of ideal magnetic nanoparticles) where the gradient
strength G is 3.5 T/(µ0m) to match the Berkeley Magnetic Particle Imager
gradient. We use the experimentally measured nanoparticle µ0Msat value of
0.551 T for these calculations. T is set as 293 K.

3.5 Results

3.5.1 Spatial resolution stops improving beyond 25 nm core
diameter

Imagion Biosystems PrecisionMRX R© nanoparticles with core diameters be-
tween 18 to 32 nm were measured on the AWR and 1D point-spread-
functions plotted. The results in Fig. 3a show that while the PSF narrows
when core diameter increases from 18 nm to 24 nm, this trend reverses after
25 nm. This is concomitant with an increasing displacement in the direction
of the scan. This behavior is similar to results from prior work (Croft et
al., 2016; Croft, Goodwill, and Conolly, 2012) and is indicative of delay be-
tween the time-domain MPI signal and the applied field due to increasing
magnetic relaxation. This results in blurring of the 1D PSF in the direction
of the scan when the time-domain MPI signal is gridded to applied field
values during reconstruction. As a result, the improved spatial resolution
predicted by the steady-state Langevin PSF is not realized. The steady-state
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FIGURE 3.3: (a) Table of nanoparticle properties and experimental measurements (b) TEM
of Imagion Biosystems PrecisionMRX R© SPIOs showing narrow size variation and constant
spherical shape as evidenced by the isoperimetric quotients (thus implying constant shape
anisotropy). A representative M vs. H plot (Msat = 0.551T/µ0) is also plotted. See Section
2.1 for more details.
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FIGURE 3.4: (a) Experimental 1D point spread functions of Imagion Biosystems
PrecisionMRX R©SPIOs measured on the Magnetic Particle Relaxometer at 20.25 kHz and
20 mT/µ0. The PSF narrows as core size increases from 18 to 24 nm, but stops narrowing
and starts widening beyond 25 nm. This shift is concomitant with a marked displacement
of the PSF in the direction of the scan which is similar to that seen in prior work on MPI
relaxation (Croft et al., 2016; Croft, Goodwill, and Conolly, 2012), suggesting a marked
increase in magnetic relaxation processes. Data is represented by the smooth solid lines
while the markers are just a visual guide to differentiate the curves. (b) Comparison of
the experimentally achieved spatial resolution (n = 3) with the predicted spatial resolution
from the Langevin model shows an increasing disparity with increasing core size after 24.4
nm.
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Langevin theory assumes the SPIOs instantaneously respond to the applied
field. Fig. 3.4b shows an increasing disparity between the Langevin model
and the experimentally measured spatial resolution as core size increases.
For example, the Langevin model predicts that 700-micron resolution is
achievable with 32 nm SPIOs, while the experimental resolution achieved
was around 7 mm, assuming a 3.5 T/(µ0m) gradient.

3.5.2 Verification of trend with MPI imaging results

We confirmed our relaxometer measurement results with an imaging scan
using the Berkeley MPI scanner. The images are shown in Fig. 3.5. The
same trend of worsening resolution beyond 24.4 nm is observed and mea-
surement of the FWHM from a line plot (blue dashed line) through the im-
age are in good agreement with the AWR results. The 32.1 nm particles are
not visible because the large relaxation time constants leads to very low in-
duced signal in the MPI receive coil (MPI signal ∝ dM

dt
). 32.1 nm particles

are visible in the relaxometer because a much larger volume (25µL) is used.

3.5.3 Magnetic relaxation limits improvement of spatial res-
olution

To verify that magnetic relaxation is the mechanism behind the limiting of
spatial resolution as core size increases, the raw time-domain signal across
a half-period of drive field was investigated. Any magnetic relaxation will
cause a delay of the time-domain signal in the direction of the scan. In
Fig. 3.6a, while an increase in magnetic relaxation can be inferred from the
slight delay of the peak going from 18.5 nm to 24.4 nm, the signal peak has
an overall narrowing leading to overall better resolution. This suggests that
the effect of Langevin physics dominates over magnetic relaxation in this
range of core sizes.

From 24.4 nm to 32.1 nm, however, there is a dramatic increase in peak
delay (Fig. 3.6b). The signal is delayed by∼ 6µs and is spread out across al-
most twice the time as 24.4 nm. These results show that magnetic relaxation
is dramatically more significant beyond 24.4 nm and clearly dominates over
Langevin physics.

The raw MPI time-domain data shown here also provides an intuitive
explanation of worsening resolution. Since the signal is spread out over
more time for 27.4 nm and 32.1 nm, the signal is associated with more voxels
in x-space reconstruction because signal(t) is directly gridded to the voxels
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FIGURE 3.5: Magnetic Particle Imager scan of point sources of different SPIO core sizes.
The experimental imaging results have good agreement with the Relaxometer measure-
ments, showing the same trend of optimal resolution with 24.4 nm SPIOs.
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FIGURE 3.6: Trace of the experimental time-domain MPI signal. Data is represented by
the smooth solid lines while the markers are just a visual guide to differentiate the curves.
a) From 18.5 nm to 24.4 nm, a slight increase in delay is seen in the peaks of each subse-
quent trace. This is indicative of magnetic relaxation processes increasing in magnitude.
However, this effect is surpassed by the narrowing of the signal peak by Langevin physics.
Thus, the narrowest peak and best resolution is seen at 24.4 nm. b) From 24.4 nm to 32.1 nm
however, magnetic relaxation increases dramatically as evidenced by the very large time
delay (phase delay of almost 40 degrees) of the 27.4 nm and 32.1 nm signal peaks. This is
indicative of strong magnetic relaxation processes that clearly dominate the expected peak
narrowing from Langevin physics. As a result, the signal peak is spread out and worse
resolution occurs when going from 24.4 nm to 32.1 nm.

that the field-free-point bypassed in that time. Similarly, for system matrix
reconstruction, a spread-out signal peak corresponds to a steeper decay in
the Magnetic Particle Spectrometry spectra and thus a more poorly condi-
tioned system matrix during image reconstruction.

3.5.4 Strategies for mitigation of magnetic relaxation do not
work fully

Prior work has demonstrated that the MPI drive waveform significantly
affects the MPI performance of SPIOs (Croft et al., 2016; Kuhlmann et al.,
2015). Here, we investigate if low amplitude and low frequency approaches
can help mitigate magnetic relaxation and achieve the Langevin model spa-
tial resolution. For the low amplitude approach, the frequency was kept
constant at the original 20.25 kHz while amplitudes of 20.0, 4.0 and 0.5
mT/µ0 were used. For the low frequency approach, the amplitude was
maintained at the original 20 mT/µ0 while frequencies of 20.25, 2.0 and 0.4
kHz were used.
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FIGURE 3.7: Low amplitude and low frequency drive waveform strategies have been
shown in prior work to reduce the negative impact of magnetic relaxation (Kuhlmann et
al., 2015; Croft et al., 2016). Both approaches were tested separately (n=3, error bars are
small and within the shape markers). (a) In the low amplitude approach, frequency is held
constant at 20.25 kHz and amplitudes of 20.0, 4.0 and 0.5 mT/µ0 were used. (b) The low
frequency approach keeps amplitude constant at 20 mT/µ0 while frequencies of 20.25, 2.0
and 0.4 kHz were used. While both strategies help achieve better spatial resolution overall,
spatial resolution still stops improving after a certain core size. These strategies are un-
able to fully mitigate the negative impact of the large amount of relaxation seen by larger
core size particles and are unable to achieve the cubic spatial resolution improvements
predicted by the Langevin model.
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The results show that low amplitude approaches do not work well at
larger core sizes. This can be attributed to the strong field strength depen-
dence of Néel and Brownian time constants as described in equation 5.1 and
(Deissler, Wu, and Martens, 2014; Dieckhoff et al., 2016), where the smaller
AC drive amplitudes mean that the time constants remain relatively large
throughout the entire AC period. In contrast, low frequency approaches
work better at larger core sizes. The spatial resolution minima of the curve is
shifted to 27.4 nm at 0.4 kHz and there is significantly improved spatial res-
olution by almost 2-fold from the optimal resolution at 20-kHz curve. This
can be attributed to the fact that the temporal blurring has a lower impact
on the time-domain raw MPI signal shape when the drive waveform period
is longer, which in turn results in less blurring during image reconstruction
as shown by Croft et al., 2016. Overall, while both approaches help miti-
gate magnetic relaxation and improve spatial resolution, the general trend
of worsening spatial resolution beyond 27.4 nm still remains. Notably, the
fact that low frequency approaches work well at core sizes past the min-
ima of the 20 kHz curve while low amplitude approaches do not (relaxation
time constants are longer at low fields) lends further credence to the idea
that increasing magnetic relaxation from larger core sizes is the main cause
of worsening spatial resolution. In essence, these results suggest that mag-
netic relaxation is a significant spatial resolution barrier that is not easily
resolved by current approaches.

3.6 Discussion

As shown in Fig. 3.1, the ideal steady-state Langevin model for an ensem-
ble of nanoparticles predicts a highly desirable cubic improvement in MPI
resolution with core size (Rahmer et al., 2009; Goodwill and Conolly, 2010).
However, in practice, relaxation-induced blurring of the MPI signal also oc-
curs and is known to also increase with core size as described in equation
5. Blurring of the MPI image by magnetic relaxation (Neel and/or Brow-
nian mechanisms) is a well-known phenomenon that has been shown in
prior work for both system matrix (Schmidt et al., 2015) and x-space re-
construction approaches (Croft, Goodwill, and Conolly, 2012; Croft et al.,
2016). Our key result, shown in Fig. 3.4, is the first experimental study of
SPIOs in aqueous solvent showing the interplay of these two effects result-
ing in optimal resolution being achieved at 24.4-nm core size, with wors-
ening resolution beyond 24.4 nm. We presented experimental evidence that
the resolution improving effect of the ideal Langevin model for an ensemble
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of particles is increasingly mitigated and dominated by relaxation-induced
blurring. For example, in Fig. 6a, it can be observed there is an increase
in time-delay of the MPI signal as core size increases from 18.5 nm to 24.4
nm indicating an increasing delay in ensemble magnetization (magnetic re-
laxation). Notably, the signal response is still narrower in time for 24.4 nm,
suggesting that both the resolution improvement from the Langevin model
and relaxation-induced blurring are affecting the MPI signal.

While magnetic core size is a major factor in influencing the Neel and
Brownian relaxation time constants as described in equation 5, there are
other factors that may affect these time constants and therefore the MPI res-
olution. One possible factor is the shape anisotropy constant. While the
particles used in this study are all spherical, larger core sizes are slightly
less so (see Fig. 3a). However, the maximum shape anisotropy calculated
from this factor is 2341Jm−3 which is only a small fraction (< 0.172) com-
pared to the magnetocrystalline anisotropy. Equation 10 and 11 of Graeser,
Bente, and Buzug, 2015 and magnetocrystalline anisotropy of magnetite
K1 = −13600Jm−3 was used. Therefore, the increase in shape anisotropy
contributes only minimally and cannot be solely responsible for the two-
fold worsening of spatial resolution between 24.4 nm and 32.1 nm particles.
Another possible factor is the changing hydrodynamic sizes between dif-
ferent core sizes (see Fig. 3.3a). Hydrodynamic size has a large impact on
the Brownian relaxation time constant but is does not affect the Néel relax-
ation time constant (equation 5). While there is a poor correlation between
the measured hydrodynamic size and measured MPI resolution for the 18.5
- 24.4 nm range of particles, the correlation is better for the 24.4 - 32.1 nm
range of particles. The results suggests that the impact of hydrodynamic
size on MPI resolution is modulated by the relative dominance of Néel and
Brownian relaxation mechanisms which in turn is most dependent on mag-
netic core size due to the exponential dependence of the Néel time constant
on the magnetic core volume. While it is possible that hydrodynamic size
contributes towards the worsening resolution going from 24.4 nm to 32.1
nm and that better resolution could be obtained with very thin coatings, in
practice, a minimum coating thickness is required in synthesis for successful
phase transfer as well as to prevent spontaneous aggregation of nanoparti-
cles. Yet another factor to consider is the width of the particle size distri-
bution. From Knopp et al., 2011, there is less than a two-fold improvement
in resolution of the normalized convolution kernel between a 15 nm mono-
sized ensemble and a polysized ensemble (lognormal with 16.4 nm mean
with 4 nm standard deviation). For the particles used in this study, the stan-
dard deviation is constant at 1.5 nm and only increases to 2.1 and 2.2 nm at
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27.6 nm and 32.1 nm core sizes respectively (see Fig. 3.3a). The variation
in size distribution for this study is thus much lower than that shown by
Knopp et al., and therefore this factor can be considered to contribute only
minimally to the spatial resolution trend measured in this study.

The results of our study show that with current typical MPI imagers op-
erating around 20 kHz and 20 mT drive amplitude, spatial resolution on a
typical 7 T/(µ0m) gradient is limited to about 1.5 mm. For preclinical appli-
cations, this spatial resolution is not ideal. This is especially so for smaller
rodents such as mice and also when investigating disease models of the
vasculature. This resolution challenge of MPI is valid with both methods
of reconstructing the MPI image. For example, Weizenecker and Rahmer’s
2009 landmark paper on the System Matrix (Rahmer et al., 2009) noted that
while a 5.5 T/(µ0m) gradient and dominant particle diameter of 30 nm the-
oretically allows a resolution better than 0.5 mm, experimentally, due to the
wide distribution of particle sizes and the regularization applied in recon-
struction to mitigate limited SNR, the observed resolution was not better
than 1.5 mm.

Many approaches have been taken to improve the spatial resolution
of MPI. One approach is to increase the gradient strength of the MPI im-
ager (Vogel et al., 2015b; Yu, Goodwill, and Conolly, 2015; Goodwill et al.,
2015). Gradients of up to 7 T/(µ0m) have been achieved on murine scan-
ners at Berkeley (Yu, Goodwill, and Conolly, 2015; Goodwill et al., 2015).
Notably, Vogel et al., 2015b achieved a gradient strength of 85 T/(µ0m)
which will theoretically achieve 29 µm resolution with a 30 nm magnetite
core particle (assuming instantaneous relaxation). However, the bore size
of the device is very small ( 6-mm diameter) and cannot fit small animals.
Such high gradients for a small animal-sized bore would require supercon-
ducting magnets, with increased cost and complexity. In addition, the high
gradients imply that the rate of scanning across the entire field-of-view will
have to be proportionally slowed down due to obey magnetostimulation
and SAR safety limits (Saritas et al., 2013a). Finally, as demonstrated in
Fig. 3.1, like MRI, the spatial resolution of MPI improves only linearly with
increasing gradient strength.

Deconvolution approaches could potentially obtain significant spatial
resolution improvements. However, our knowledge of the in vivo PSF and
relaxation behavior is imperfect, and also the conditioning of the computa-
tion could damage final SNR, especially with relaxation-induced blurring of
the MPI signal. The fundamental SNR versus resolution tradeoffs with so-
phisticated deconvolution algorithms has been studied specifically for MPI
by Knopp et al., 2011 and in general by Shahram and Milanfar, 2004.
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Other approaches include optimizing the drive waveform to mitigate
the blurring effects of magnetic relaxation. Notably, low amplitude or
low frequency approaches have been investigated before (Croft et al., 2016;
Kuhlmann et al., 2015; Murase et al., 2014; Shah, Ferguson, and Krishnan,
2014). In our study, we tested out these strategies on our range of magnetic
core sizes. Unfortunately, while some improvement in spatial resolution
was observed, Fig. 3.7 shows that neither approach is able to fully miti-
gate the blurring from magnetic relaxation in order to achieve the theoret-
ical Langevin spatial resolution for larger core sizes. Very low frequencies
(< 400 Hz) could show promise for MPI, but MPI uses an inductive pick-up
coil today, so SNR will be reduced. SQUID detectors have SNR independent
of frequency, so they may mitigate this challenge.

Perhaps the most promising approach is to optimize novel magnetic
nanoparticle tracers for great resolution and minimal relaxation-induced
blurring (Ferguson, Minard, and Krishnan, 2009; Ferguson et al., 2010; Fer-
guson, Khandhar, and Krishnan, 2012; Hufschmid et al., 2015). Here, the
nanoparticle synthesis will involve attention to particle phase purity. Fur-
thermore, as Weizenecker et al., 2012 has shown, optimizing the particle
anisotropy can prove valuable. In addition, Graeser, Bente, and Buzug, 2015
has shown that superimposing of shape semi-axis and crystal axes during
crystal growth can improve the MPI performance. For very large core sizes,
because the Néel time constant is larger than Brownian time constant for
low applied fields (Deissler, Wu, and Martens, 2014), Brownian relaxation
will be dominant. Hence, tailored SPIOs with the smallest hydrodynamic
radius possible while still maintaining a thick enough coating to prevent
aggregation may also show resolution improvements.

3.7 Conclusions

In this study, we perform the first experimental study on the interplay of
Langevin steady-state physics and magnetic relaxation as particle core size
is increased and measure its effects on MPI spatial resolution. The experi-
mental results show that magnetic relaxation limits the optimal core size of
MPI nanoparticle tracers to ∼ 25 nm. We experimentally observe a signif-
icant disparity, consistent with trends from prior modeling work, between
the resolution predicted by the steady-state Langevin physics model and
that achieved experimentally for SPIOs with core size larger than 25 nm.
For example, the steady-state Langevin predicts ∼ 600 micron resolution
with a 3.5 T/(µ0m) gradient and 32 nm SPIO, but experimentally ∼ 7 mm
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resolution is achieved. This spatial resolution disparity remains even after
optimizing the drive waveform to reduce the impact of relaxation-induced
blurring, suggesting that magnetic relaxation is a potent and unresolved
barrier to unlocking the potential of large core size particles. We hope that
in the near future, MPI researchers will invent new methods to overcome
magnetic relaxation-induced blurring for larger core sizes. This will allow
us to unlock the highly desirable cubic improvement of MPI spatial resolu-
tion with nanoparticle core size.
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Chapter 4

Pulsed Magnetic Particle Imaging
in 1D

4.1 Attribution

Reproduced in part from the Journal Publication:
Tay ZW, Hensley DW, Ma J, Zheng B, Goodwill P, Conolly S. Pulsed Mag-
netic Particle Imaging in 1D. IEEE Transactions of Medical Imaging. 2018.
In submission.

4.2 Introduction

To address the relaxation wall described in the previous chapter, we use the
AWR described in Chapter 2 to develop a novel scanning method. Instead
of using conventional sinusoidal excitation waves, we exploit the flexibil-
ity of the AWR to implement square-like excitation waves. The piecewise-
constant portions of the square waves manifest as a scan-and-wait effect,
where the dynamic processes of SPIO magnetization that normally cause
blurring are allowed to complete. This prevents magnetization delays from
causing MPI signal to blur from the first voxel to subsequent voxels, and
therefore enables achievement of the native Langevin resolution without
the associated relaxation-based blurring. In this chapter, we provide an
explanation of this approach, which we term pMPI due to the ”pulsed”
steps before the constant hold. We also show experimental data demon-
strating improved spatial resolution, circumvention of the relaxation-based
blurring to achieve the Langevin model of cubic improvement of resolution
with SPIO core size. Finally, we show proof-of-concept 2D images of pMPI.
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FIGURE 4.1: MPI rasters a sensitive point (the zero-field point or field-free-point) across a
3D volume to form an image of the superparamagnetic iron oxide nanoparticles (SPIONs)
present. Here, a sensitive line setup is shown, which obtains projection images through
the sample like CT. MPI’s inductive signal is generated by the SPION magnetization re-
sponse to the fast raster from the sinusoidal drive waveform. In this work, we show that
by changing the sinusoid drive waveform to a pulsed waveform (square wave), we are able
to significantly improve MPI resolution by circumventing relaxation-induced blurring.
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4.3 Background

Using typical excitation parameters in standard MPI, we have found
that improved resolution with increasing magnetic core size follows the
Langevin prediction up to approximately 25 nm. After this inflection
point, we see reduced performance and worsening resolution as shown
in Fig. 4.2(c) and which is in direct conflict with the Langevin theory. At
this point, relaxation dynamics start to play an increasingly important roll,
breaking the steady-state assumption and leading to significant secondary
blurring. The precise location of this inflection point is dependent on var-
ious tracer properties and the magnetic slew rates used in excitation. But
accounting for the effect of dynamic physics in MPI data acquisition as cur-
rently performed establishes a ‘relaxation wall’ that limits the achievable
resolution in MPI (Tay et al., 2017).

While magnetic relaxation has a deleterious effect on achievable reso-
lution as described thus far, it can also be leveraged to provide powerful
contrast and molecular imaging capabilities. For example, colorized con-
trast for multiplexing tracers, unmixing tracer species, and sensing temper-
ature have recently been described (Cho, Cho, and Cho, 2014; Perreard et
al., 2014b; Hensley et al., 2015; Rahmer et al., 2015; Stehning, Gleich, and
Rahmer, 2016). Additionally, new theranostic applications that combine
MPI and heating actuation rely on the lossy, non-instantaneous nature of
the tracer response (Murase et al., 2013; Hensley et al., 2016).

Many of these newer developments as well as the distinction between
x-space and system matrix MPI can be described in terms of differences in
signal encoding. This is possible because there is great flexibility in how the
FFR can be used to sample an imaging field-of-view (FOV). And paramount
for this work, the way in which relaxation information is encoded in the raw
signal is a strong function of the excitation waveform.

Here we propose a new excitation approach for MPI which allows di-
rect encoding of steady-state Langevin information into the acquired time
domain signal. This enables reconstruction of images that asymptotically
approach the theoretical Langevin resolution, even for large particles with
significant magnetic response times. It also provides an ability to tempo-
rally separate excitation feedthrough from the MPI signal.
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FIGURE 4.2: Although the Langevin Theory for MPI predicts cubic resolution improve-
ment with increasing nanoparticle core size, in practice, resolution gains with increasing
core size are limited. Furthermore, beyond the optimal 24.4 nm core size, spatial resolution
is observed to worsen rather than improve with core size. This is demonstrated by the stark
difference between the measured image resolution and the Langevin theoretical resolution
of a point source phantom of 27.4 nm SPIOs (ImagionBio, PrecisionMRXTM). This dispar-
ity can be attributed to relaxation-induced blurring, where blurring worsens with larger
core sizes due to their increasingly sluggish response to the excitation drive field. In this
work, we propose a new drive waveform to circumvent this problem and achieve the ideal
(Langevin) spatial resolution. Because this will unlock the potential of cubic improvement
of resolution with core size, significant improvements in resolution are expected, especially
for large core size SPIOs such as the 27.4 nm.
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4.4 The Pulsed MPI Approach

The crux of pMPI is use of piecewise constant components in the excita-
tion wave, which therefore prevents use of conventional continually time-
varying sinusoidal waves. The pMPI approach makes use of two primi-
tive waveform components: 1) periods of temporally-invariant applied field
and 2) periods of rapidly varying applied field. The former allows encoding
of steady-state information in the raw signal while the latter provides high
peak time domain signal-to-noise ratio (SNR) and SNR-efficient excitation
as well as temporal separability between the tracer signal and excitation
feedthrough. These components can be assembled into arbitrary combina-
tions to form larger periodic excitation waveforms or pulse sequences. The
simplest representation of pMPI is a square wave. We will consider square
and trapezoidal wave excitation in this paper (mainly because trapezoidal
is a more realistic implementation since infinite transmit bandwidth is nec-
essary for a perfect square wave). Exploration of more general pulse se-
quences are left for future studies.

pMPI requires a new transmit and receive designs for the MPI system
due to the untuned, non-monotonal nature of the excitation. As indicated
in Fig. 4.3, while some aspects of the typical MPI hardware are reusable
such as the shift gradients (goodwill2012x), the main transmit receive parts
have to be overhauled. We note that as Fig. 4.3 indicates, pMPI can be incor-
porated into an x-space or system matrix reconstruction paradigm. Here we
exploit the flexibility of the arbitrary waveform relaxometer (AWR) system
shown in Fig. 4.5(a) to demonstrate square and trapezoidal wave pMPI (Tay
et al., 2016). The AWR can be set up as a 1D scanner to measure 1D point-
spread functions (PSFs) or modified with additional magnets to generate a
field-free line (FFL) system to give 2D images within a limited (small) FOV.

4.4.1 Magnetic Relaxation

Magnetic relaxation in MPI is a very active area of research (Ferguson, Mi-
nard, and Krishnan, 2009; Biederer et al., 2009b; Rauwerdink and Weaver,
2010; Goodwill et al., 2011b; Croft, Goodwill, and Conolly, 2012; Croft et
al., 2016; Dhavalikar et al., 2016). Relaxation can be leveraged for contrast
enhancement, provide avenues for powerful reporting of physiologic state
and molecular imaging, and will no doubt be important in the develop-
ment of pMPI. Multiple relaxation processes may be active simultaneously,
including Néel, Brownian, and ferromagnetic processes. All of these pro-
cesses have different dependencies on applied field conditions, different
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processes may be coupled in interesting ways, and nonlinear interactions
between particle domains may occur.

In continuous-wave MPI, significant relaxation leads to signal and im-
age degradation in both x-space and system matrix methods (Kuhlmann
et al., 2015; Croft, Goodwill, and Conolly, 2012; Tay et al., 2017) . Mag-
netic relaxation physics act as a time-domain low pass filter during acqui-
sition. From the x-space perspective, there is a direct mapping from the
time-domain signal to the image domain such that a secondary spatial blur
manifests during reconstruction. From the Fourier domain or system ma-
trix perspective, the higher order harmonics that contain high spatial res-
olution information are attenuated. Relaxation becomes more prominent,
and therefore the negative effect on resolution becomes relatively worse,
the larger the tracer. The effect is stark when comparing predictions of
Langevin theory with experimental results as shown in Fig. 4.2(c).

While better understanding magnetic relaxation physics is crucial, we
leave a more detailed discussion outside the scope of this work. Instead, we
focus on how pMPI encoding mitigates the deleterious effect of relaxation
on resolution in a general way. pMPI requires only the assumption that
magnetic relaxation processes have a finite step response, which is guar-
anteed for all real physical processes. The experimental data of Fig. 4.5(c)
shows the decaying MPI signal elicited after the rapid transitions of a typ-
ical square wave excitation. In this context, the basis of pMPI encoding
should work regardless of the nature of the magnetic relaxation physics.

4.4.2 Square Wave Signal and Imaging Equations

To begin, we first derive the 1D signal and imaging equations for pMPI
assuming ideal square waves. Starting from the basic applied field MPI
equations from prior work (goodwill2010x):

H(t, x) = G(x− xs(t)) (4.1)

whereH(t, x) is the applied field in [Am−1],G is the linear gradient strength
in [T m−1], and xs(t) is the center location of the FFP. The steady-state mag-
netization of a 1D tracer distribution exposed to this field is given by:

Mss(t, x) = mρ(x)L(kH(t, x)) (4.2)
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FIGURE 4.3: Pulsed encoding in MPI acquisition. We can describe an MPI acquisition
scheme in terms of a choice of fast excitation encoding waveform, FOV sampling strat-
egy, and reconstruction formulation. pMPI replaces the canonical sinusoidal fast excitation
encoding with pulsed waveforms. Subsequent aspects of the acquisition scheme such as
FOV sampling strategy and reconstruction method may be chosen as desired as long as the
pMPI constraints described herein are respected. For example, slew rates involved in FOV
sampling cannot compromise steady-state induction. pMPI may be incorporated into the
x-space or system matrix paradigm.
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FIGURE 4.4: The strategy behind pulsed MPI explained in 1D. The key principle is a step-
and-wait net excitation trajectory (formed from a square wave fast excitation + ramp for
large FOV sampling). The wait time must be long enough to allow any delays in mag-
netization to reach steady-state (the Langevin magnetization). Instead of making the raw
received signal (instantaneous dM/dt) as our MPI signal, we integrate the raw signal over
the wait time to obtain a ∆M for that step. This measured ∆M is exactly the change in
magnetization of the ideal Langevin M-H curve as we step from x to x+∆x. As a result,
pulsed MPI is a discrete sampling of the ideal Langevin dM/dH curve. With finer and
finer sampling (∆x→ 0), the 1D image approaches the continuous, ideal dM/dt plot. Be-
cause for waiting for steady-state at each step, pulsed MPI completely circumvents any
relaxation-induced blurring that is commonly observed in conventional MPI due to the
”no-wait” sinusoidal trajectory. This conventional blurring can be understood as delays in
magnetization resulting in the dM/dt signal being spread across a larger distance in x.
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where m is the magnetic moment of the tracer in [Am2], ρ(x) is the tracer
distribution in [particlesm−1], L is the Langevin function, and k is a tracer-
specific parameter with units of [mA−1] that characterizes the relationship
between magnetic and thermal energies:

k =
µ0Msatπd

3

6kBT
(4.3)

where d is the diameter of the tracer magnetic core in [m] and Msat is the
saturation magnetization of the tracer in [Am−1].

We now consider excitation with an ideal square wave:

xs(t) =
k∑

n=0

(−1)n ∆x u
(
t− n∆t

∆t

)
(4.4)

with x-space displacement ∆x = AG−1 where A is the square wave mag-
netic field amplitude in [T ], ∆t is the square wave half-period in [s], and u
is the rectangular function (Gaskill, 1978).

To derive the signal equation, we assume use of an inductive receive
coil with homogeneous sensitivity B1 in [T A−1] in the imaging FOV which
leads to a volume integral. Considering only the case of 1D, the voltage on
the receiver coil is:

V (t) = B1
dΦ(t)

dt
= B1

d

dt

∫∫∫
V

M(t,u) dV

= B1
d

dt

∫∫∫
V

M(t, u)δ(v)δ(w) du dv dw

= B1
d

dt

∫
u

M(t, u) du (4.5)

To continue, we make the assumption of linear time-invariance for
magnetic relaxation such that it can be described by a impulse response
hm(t, x) and related step response rm(t, x). If steady-state magnetization was
achieved at the end of the previous square wave half-period, the dynamics
of the magnetization over the next half-period should be simply that of a
step excitation:

M(t ≥ t+, x) =

Mss(t
−, x) + (Mss(t

+, x)−Mss(t
−, x))rm(t, x) (4.6)
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where the steady-state magnetization immediately prior to and after the
step excitation are indicated. Let tn−1 = (n − 1)∆t−, tn = n∆t−, Mss(t =
tn−1, x) = Mn−1(x),Mss(t = tn, x) = Mn(x), and ∆Mn(x) = Mn(x)−Mn−1(x).
We index the signal equation by n, evaluated for each square wave half-
period:

sn(t) = V (t)

∣∣∣∣tn
tn−1

= B1
d

dt

∫
u

M(t, u) du

= B1

∫
u

d

dt
(Mn−1(u) + ∆Mn(u)rm(t, u))) du

= B1

∫
u

∆Mn(u)hm(t, u) du (4.7)

where the expansion of the magnetization in terms of the steady-state mag-
netization distributions as shown assumes that the square wave half-period
is chosen to be longer than a parameter of merit that quantifies the conver-
gence of hm(t, x). For example, in the case of a Debye process (Croft et al.,
2016), let the half-period be longer than 5 * τmax where τmax = maxx τ(x) is
the maximum observable time constant.

Here, we see that the signal associated with each half-period n is a spa-
tial integration of all the steady-state magnetization changes of all the SPIOs
in the FOV, but weighted by the ideal Langevin such that SPIOs closest to
the FFP give the strongest contribution. This steady-state magnetization
change depends on the underlying tracer distribution and start and stop
FFP locations corresponding to the excitation step. Thus, for each and ev-
ery SPIO in the FOV, we are sampling two distinct points on their Langevin
curve (where in the curve depends on their relative location to the FFP) as
illustrated in Fig. 4.5(c) and therefore we achieve explicit direct encoding
(discrete sampling) of the steady-state Langevin magnetization in our scan-
ning strategy.

With this signal equation, we can integrate across a half-period to re-
verse the time-derivative applied by inductive signal detection in order to
directly image the steady-state magnetization change resulting from a dis-
crete step in space, which is effectively a discrete step in the steady-state
magnetization of the SPIO:
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s(n) =

∫ tn

tn−1

sn(t) dt

= B1

∫ tn

tn−1

(∫
u

∆Mn(u)hm(t, u) du

)
dt

= B1

∫
u

∆Mn(u)

(∫ tn

tn−1

hm(t, u) dt

)
du

= B1

∫
u

(Mn(u)−Mn−1(u)) du

= B1mρ(x)
x∗
(
L(kGx)|x=xn − L(kGx)|x=xn−1

)
= B1mρ(x)

x∗ L̇(kGx)
x∗ u
( x

2∆x

)∣∣∣∣
x=xn−∆x

(4.8)

where 2∆x = xn−xn−1 and in the last two lines we invoke the fundamental
theorem of calculus and definition of u to express it as a spatial convolution.
Finally, this discrete signal equation can be written as a 1D square wave
pMPI imaging equation:

ρ̂(xn) =
s(n)

B1m

= ρ(x)
x∗ L̇(kGx)

x∗ u
( x

2∆x

)∣∣∣∣
x=xn−∆x

= ρ(x)
x∗ hL̇(x)

x∗ hr(x) = ρ(x)
x∗ h(x) (4.9)

Our 1D square wave pMPI point-spread function (PSF), h(x), is then the
steady-state Langevin PSF, hL̇(x), convolved with a rect function, hr(x), that
has a width parameter equal to the ”step size” or square wave excitation
amplitude ∆x. Fig. ??(a) depicts the effect of this excitation step size on
pMPI point-spread-functions. Some key points highlighted by the pMPI
imaging equation are:

• The same result applies regardless of the exact model of the relaxation
physics, as long as the physics is LTI and the impulse response con-
verges to zero. One common model used is the Debye model (Good-
will et al., 2011b; Croft et al., 2016).

70



Chapter 4. Pulsed Magnetic Particle Imaging in 1D

• The results depend on having a long enough ”wait time” for magne-
tization delays to complete, such as > 2 · τmax if we assume an expo-
nential response with time constant τ .

• The results of (4.8) and (4.9) hold for non-square waveforms, such as a
trapezoidal waveform, as long as there is a flat, constant section longer
than the required ”wait time”.

• pMPI spatial resolution is affected only by two parameters : the
steady-state Langevin function and the excitation amplitude which
we can pick, thus, we can asymtotically approach the true Langevin
resolution in the limit of small excitation amplitudes.

• Adjusting the excitation amplitude enables tradeoff between SNR and
resolution (larger amplitudes give more SNR, but less resolution).

4.4.3 Resolution

Since we use the Houston criterion for spatial resolution, we can obtain the
full-width-at-half-maximum (FWHM) from equation (4.9) by solving for x
in the following equation:

L̇(kG(x+ ∆x))− L̇(kG(x−∆x)) =
L̇(kG∆x)− L̇(−kG∆x)

2

While this is difficult to solve, we can approximate the problem by not-
ing the two key components of the PSF: the steady-state derivative of the
tracer Langevin function, and the excitation step (peak-to-peak amplitude).
The FWHM of the Langevin derivative is noted in (goodwill2010x) and the
FWHM of a rectangular function is simply the width. Fig. 4.10(a) shows
how the PSF changes as a function of the excitation amplitude and Fig.
4.10(b) quantifies the square wave pMPI FWHM resolution as a function
of the excitation amplitude. Qualitatively, it can be noted that:

FWHM ≈


FWHML̇ if ∆x� FWHML̇
2∆x if ∆x� FWHML̇
FWHML̇ + ∆x otherwise

(4.10)

where ∆x = AG−1 is the square wave amplitude in x-space.
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Therefore, to significantly realize the gains in resolution that larger trac-
ers promise, we need to approach the steady-state Langevin curve by limit-
ing the square wave excitation amplitudes.

4.4.4 SNR and Bandwidth

In general, the SNR of pMPI is mainly dominated by the SPIO magne-
tization response characteristics. Similar to conventional MPI, the faster
the SPIO can complete the magnetization change, the better the time-
normalized SNR because less ”wait time” is necessary and pMPI imaging
of the FOV can be completed in a shorter time. This leads to similar conclu-
sions as in conventional MPI, where tracers with steeper M-H curves and
faster magnetization response perform better.

If the SPIO is kept constant and if conventional MPI (cwMPI) frequency
is made slow enough such that the SPIO magnetization is able to ”catch up”
to the excitation wave, then we can anticipate approximately the same SPIO
magnetization change over the same duration between pMPI and cwMPI,
therefore generating the same inductive MPI signal since MPI’s signal is
dM/dt. In fact, pMPI should have better time-normalized SNR because in-
stead of slowly ramping the applied field, pMPI does a rapid initial step and
this should enable faster SPIO magnetization since there is a larger average
magnetic force applied on SPIO.

Similar to cwMPI, the pMPI excitation parameters exert a large effect on
SNR. We assess experimental SNR from varying frequency and amplitude
in section 4.6.

Admittedly, the resolution-SNR trade-off may not be always in the fa-
vor for resolution. By accepting some blurring, it may be possible to have a
significantly higher scan frequency and therefore have a much better time-
normalized SNR. Again, this depends critically on the SPIO and optimiza-
tion of the excitation sequence and whether pMPI or cwMPI works better
has to be done on a case-by-case basis.

From section 4.6, the resolution-bandwidth relationship in square wave
pMPI is very different than the (relaxation-free) model for sinusoidal MPI
(goodwill2010x). SPIOs near the FFR is characterized by longer relaxation
processes (since there is more magnetization to ”rotate through”) and tracer
farther from the FFR is characterized by shorter relaxation processes. In this
context, received signal associated with lower harmonics contains higher
spatial resolution information. Coupled with the general desire to use
small amplitude excitation, this suggests that narrowband reconstruction
can yield improved resolution for a modest loss in SNR.
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In general, for optimal SNR and SNR-efficiency, pMPI will benefit from
carefully optimized, SPIO-tailored excitation half-period that are no longer
than necessary to complete magnetization. Fully establishing steady-state
(e.g., in a Debye 5∗τ sense) may not be necessary, and resolution-bandwidth
tradeoffs could be optimized. In addition, it is beneficial to have the initial
step rise as rapid as realistically possible (close as possible to ideal square
wave), so as to provide the largest average magnetic force on the SPIOs over
a fixed half-period duration. Fig. 4.10(c) quantifies the relationship between
peak image domain signal and excitation amplitude and Fig. 4.10 (b) and
(c) together illustrate how the choice of excitation amplitude represents a
continuous SNR-resolution tradeoff.

4.5 Experimental Methods

We first tested pMPI in a 1-D manner on the AWR system and noted the re-
lationships with various excitation parameters such as frequency and am-
plitude. A wide range of magnetic core size SPIOs were also used. The
experimental results were plotted together with theoretical predictions pre-
sented in section 4.4 and compared to validate our abovementioned theory.
Finally, we show proof-of-concept 2D pMPI images via a modified small
FOV AWR imaging system.

4.5.1 Implementing pMPI Excitation Pulse Sequences

Implementation of a square wave, or more general pMPI pulse sequence,
requires transmit and receive systems that differ from that used in standard
sinusoidal MPI. Standard MPI typically uses resonant systems in both the
transmit and receive electronics. The use of resonance improves available
reactive power while relatively attenuating noise and interference. Because
the excitation is continuous with reception, direct transmit feedthrough
usually necessitates a receive side filter to remove energy at the funda-
mental harmonic, in addition to broadband common mode interference
and feedthrough mitigation strategies such as use of a gradiometer receive
coil(s).

pMPI pulse sequences, however, require broadband excitation with rela-
tively high frequency components. Given typical magnetic relaxation times
for MPI tracers, we usually desire a square wave rise time of 1–5 µs. As in-
dicated in equation (4.9), smaller excitation amplitudes are desired for high
resolution which helps constrain the required slew rates.
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FIGURE 4.5: Hardware implementation of pulsed MPI. (a) Arbitrary waveform relaxome-
ter (AWR) used in this work. The AWR is a benchtop MPI system with a frequency-flexible
drive coil that can provide square wave excitation and configurable with or without field-
free line (FFL) producing magnets. (b) Pre-emphasized voltage waveforms sent to linear
amplifiers in voltage-control mode are used to create square waveforms in the drive coil.
(c) Experimental data from implementation of pulsed MPI. Current monitor measurements
(AE Techron 7224) verified that a square drive field of 1 mT amplitude was achieved with
a rise time of ∼ 2 µs. The measured MPI raw inductive signal from the magnetization
response of a 32 nm core SPIO is shown in blue. The characteristic peak-and-decay signal
expected from SPIOs with significant magnetic relaxation is observed in the raw data. Inte-
grating the blue plot over the wait time of a step gives the net SPIO magnetization change
(red plot). We observe that magnetization reaches steady-state as desired (magnetization
plateaus)
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This type of high power pulse sequence design has been addressed in
many previous application spaces (Matter et al., 2006). We have previ-
ously reported the construction of our untuned MPI relaxometer system
(Tay et al., 2016), which provides high bandwidth excitation by using a
low inductance receive coil and benefits from a small sample bore. With
this system, we can use a linear amplifier in voltage-controlled mode with
pre-emphasized waveforms to achieve the magnetic slew rates we need in
pMPI. Other approaches, such as use of timed resonant switcher circuits are
also possible.

The low-pass filter effect of an electromagnet system is well understood
through Maxwell’s equations. To implement pMPI pulse sequences, we can
use this knowledge to design an input voltage waveform that will achieve
the desired field, subject to our constraints such as the power amplifier max-
imum output voltage and maximum voltage slew rate. In the context of
these contraints, the coil circuit inductance and resistance are important
parameters to optimize. For this work, we used square wave and trape-
zoidal excitation trajectories constructed by solving the following convex
optimization:

min
x
||Ax− y||22

s.t. x ∈ X (4.11)

where the matrix A is the physics forward model relating the magnetic field
produced by the coil (inductor) in response to an input voltage, x is the volt-
age waveform, y is the desired or target field waveform, such as a square
wave, and X is the constraint set imposed on x, including the maximum
voltage and maximum voltage slew rate.

Solutions to (4.11) are guaranteed optimal in an `2-norm sense and sub-
ject to uncertainty and error in construction of A. This general formulation
can be used to build any desired pMPI pulse sequences. To minimize error
that did result from imperfect modeling of A, output from the optimization
problem was sometimes corrected using a few iterations of a simple online
negative feedback control script.

The receive electronics for our system are described in our previous
work (Tay et al., 2016). Unlike continuous wave MPI, there is no notch fil-
ter associated with a fundamental frequency. Instead the received signal
passes through a standard pre-amplifier in a broad band-pass setting. The
pre-amplifier begins to attenuate frequencies beyond 1 MHz; we therefore
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constrained the received bandwidth to less than 500 kHz.

4.5.2 Nanoparticles

In our experiments, we used a set of monodisperse SPIO tracers all pur-
chased from the same supplier (Imagion Biosystems, Ltd., Albuquerque,
NM, USA) with the following core sizes: 18.5 nm, 21.6 nm, 24.4 nm, 27.4
nm, and 32.1 nm. These are single core, crystalline magnetite coated with
oleic acid and carboxylic acid outer coating. Detailed characterization and
validation of these particles has been performed in previous work (Tay et
al., 2017; Vreeland et al., 2015). All experimental samples consisted of 40
µL of stock tracer solution placed in small PCR vials. While stock solutions
contained tracer at slightly different concentrations, all data is reported with
signal normalized by the mass of iron in the sample for proper comparison.

4.5.3 Testing of 1D pMPI

We subjected samples of each tracer to a number of different encoding
and excitation conditions to build parametric data sets. These included
excitation amplitude (range: [1, 20]mT), steady-state hold time (range:
[25, 750] µs), and excitation rise time (range: [3, 380] µs)

Our AWR system shown in Fig. 4.5 is described in detail in our recent
work (Tay et al., 2016). Briefly, an inner solenoidal transmit coil is sepa-
rated from an outer solenoidal bias coil with a cynlindrical copper shield,
all arranged coaxially. The transmit and bias coils provide the fast excita-
tion (pMPI or sinusoidal waveforms) and a slowly varying DC offset field,
respectively. The biasing field allows us to query the response of a sample
across a large magnetic FOV and thus fully characterize the 1D PSF corre-
sponding to the sample. An inductive receive coil wound in a gradiomet-
ric fashion is placed coaxial and internal to the transmit coil. A mechan-
ical tuning mechanism allows for on-demand adjustments to the relative
geometry between the transmit and receive coils to maximize cancellation
of direct feedthrough. MATLAB (Mathworks, Inc., Natick, Massachusetts,
USA) scripts were used to drive data acquisition. The raw voltage signal
from the receive coil was amplified by an SR560 pre-amplifier (Stanford Re-
search Systems, Inc., California, USA) prior to digitization and sampling at
10 MHz with a PCI-6115 12-bit ADC (National Instruments, TX, USA).

All 1D excitation trajectories consisted of an (approximate) square wave,
trapezoidal, or sinusoidal excitation superposed with a linear bias field to
cover a magnetic FOV from -40 to 40 mT over a total single acquisition time
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FIGURE 4.6: Square Wave data acquisition and image reconstruction using the AWR. (a) In
acquisition, a slowly-varying bias field allows us to sample a large magnetic FOV over time
with the faster square wave excitation (Tx). This pulse sequence leads to a dense sampling
of points in the applied magnetic field domain. (b) In a simple x-space reconstruction, we
can integrate the signal for each square wave half-period and grid this value to the mean
field location. In a final step we can interpolate the gridded data onto a desired 1D pixel
grid. The result is a 1D square wave PSF. If we divide the applied field by an assumed
gradient, we arrive at a 1D spatial PSF.
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FIGURE 4.7: (a) Feedthrough in pulsed MPI manifests as a narrow spike coinciding with
the pulse. The experimentally measured feedthrough is greatly attenuated by fine gra-
diometer tuning as described in prior work (Tay et al., 2016). (b) Without removal of the
feedthrough before reconstruction, this results in a benign, fixed DC value added to each
pixel (variation is due to noise). (c) Reconstructed point-spread-functions from experimen-
tal data (27nm SPIO, 2.5 kHz 0.5 mT step). Unlike standard MPI that requires a more
complex partial FOV DC recovery algorithm (Lu et al., 2013), the feedthrough in pulsed
MPI reconstructs as a benign global DC offset that can be removed using robust a priori
assumptions of zero signal at the edges of the imaging FOV (simple subtraction of the DC
value across the entire FOV). Thus, time-domain baseline subtraction is not required in
pMPI.
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FIGURE 4.8: Experimental comparison between conventional sinusoidal MPI at 25 kHz,
20 mT with square wave pulsed MPI at 2.5 kHz, 1 mT step size.
(a) Standard MPI data shows that resolution stops improving after 24.4 nm (PSF widens)
and significant relaxation-induced blurring occurs. (b) Pulsed MPI data for the same range
of magnetic core sizes show constant improvement of resolution (PSF narrows) with core
size as predicted by the Langevin Model (c) Comparison of experimental sinusoidal MPI
FWHM resolution, square wave pMPI FWHM resolution, and theoretical Langevin predic-
tion as a function of tracer core size. Note the inflection point in sinusoidal MPI resolution
such that larger tracers have worse resolution while square wave pMPI allows us to realize
with Langevin theoretical prediction (solid red line) with a small offset (dashed red line)
due to the contribution of the excitation amplitude to FWHM.

of 0.5–0.7 seconds. To improve SNR, up to 25 single acquisitions were taken
serially and averaged together, for a maximum of 17.5 seconds total acqui-
sition time per 1D trial or 2D line acquisition. Additionally, void baseline
scans, with no sample present, were taken for time domain baseline sub-
traction in reconstruction. In general, three replicate trials were performed
in each experiment to report statistical variation in device performance.

4.5.4 Testing of 2D pMPI

Conventional MPI field-free-line projection scans were obtained on the
Berkeley field-free-line preclinical imager that has been validated in pre-
vious work (Yu et al., 2017b). In brief, this imager has the drive coil along
the z-axis and the field-free-line along the y-axis. x-z projection images are
made by shifting the field-free-line along x via electromagnets and shifting
the sample through the vertical bore using a robot stage along z. The drive
waveform was 20.25 kHz and 20 mT drive waveform and a 3.5 T/m gradi-
ent was used.

For 2D projection imaging, a small-bore, miniature replica of the Berke-
ley field-free-line preclinical imager was implemented on the AWR. While
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FIGURE 4.9: Square wave MPI experimental results as a function of hold time (half-period
of square wave) – the length of time at a constant applied field to establish steady-state
– and comparison with theory for 27.4 nm particles. Step size of 1 mT was used. (a) 1D
point spread function with varying hold time. Resolution and signal strength worsens with
shorter hold times as the SPIO is unable to reach steady-state magnetization, resulting in
relaxation-induced blurring and lower peak signal. This is in part due to long relaxation
times at low field strength leading to the observed ‘peak depression‘ of the PSF for shorter
hold times. (b) Spatial resolution improves and approaches that of the Langevin Model
as hold time increases → 3τ . The results match our theory that pMPI relies critically on
waiting long enough for SPIO magnetization to reach steady-state. (c) pMPI peak signal
worsens with shorter hold time as the SPIO does not have enough time to reach steady-
state magnetization, resulting in a lower measured ∆M than Msteady−state. The results
show that long hold times are desirable, but this must be traded-off against longer scan
times. Because the resolution and signal strength plots asymptotically approach Langevin
values, the optimal hold time should correspond to the start of the asymptotic approach to
steady-state because diminishing returns occur thereafter. A good rule-of-thumb for hold
time should be 2 – 5 τ where τ is the Debeye relaxation time constant.

the frequency-flexible drive and receive coil was kept, the bias coil was re-
placed by a NdFeB permanent magnet array that generates a field-free-line
with a gradient of 3.5 T/m. This results in the drive coil along z-axis and
the field-free-line along the y-axis, which is the same geometry as the pre-
clinical scanner. To shift the field-free-line in x, a helmholtz electromagnet
pair was installed. Similar to the preclinical scanner, x-z projection images
are made by shifting the field-free-line along x using the helmholtz electro-
magnets while shifting the field-free-line along z by implementing a slight
DC value to the frequency-flexible drive coil for the duration of the scan. A
1 kHz 1 mT step pulsed drive waveform was used.
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4.5.5 pMPI reconstruction

In our pMPI x-space implementation, we perform basic digital signal pro-
cessing (DSP) on the digitized received voltage waveform. This includes
application of a digital filter with a 200 − −500 Hz passband around each
harmonic of the fundamental frequency (depending on the bias field slew
rate), up to a maximum absolute frequency cutoff of 500 kHz. With a fast
slewing square wave excitation, the transmit feedthrough, in a d/dt sense,
is limited to a few µs after each step jump. Due to the significant relax-
ation of larger core tracers, this can be exceptionally separated from the
majority of the tracer signal. In such cases, this allows us to retain most
of the tracer signal without need for feedthrough removal or even baseline
subtraction. Time-domain baseline subtraction is a robust process with our
AWR, and so is generally performed to remove the amount of feedthrough
that does overlap along with any remaining sources of interference. How-
ever, without time-domain baseline subtraction, feedthrough that remains
in the signal translates to a global DC offset in the reconstructed image do-
main. Using robust a priori assumptions of zero signal at the edges of the
imaging FOV, we can remove this global DC without requiring a more com-
plex partial FOV DC recovery as employed in sinusoidal x-space MPI (Lu et
al., 2013) . We show data for reconstruction with and without time-domain
baseline subtraction to demonstrate this property of pMPI.

Fig. 4.6(a) graphically illustrates the relationship between time domain
signal and the spatial trajectory in acquisition. This in turn motivates a
simple mapping or gridding procedure in reconstruction as illustrated in
Fig. 4.6(b). After DSP, we fold the signal into half-period chunks, integrate
each chunk, and grid this value to a location in the magnetic field domain:
Hn−∆H whereHn is value of the total applied field (including the bias field
contribution) immediately prior to a step jump and ∆H is the square wave
amplitude. The result is a 1D PSF of the MPI signal gridded against applied
magnetic field space. ∆H may be positive or negative depending on the
slew direction. We also note that the nature of pMPI excitation (abrupt dy-
namic changes interspersed with quiescent periods) as well as the integra-
tion step simplify phase coherence methods required in x-space implemen-
tations. Precise identification of the initiation of each half-period excitation
is typically easily obtained from the raw data itself. All SNR and signal cal-
culations are normalized to the tracer mass. For 2D image reconstruction,
the same procedures is followed. Instead of gridding the signal to a mean
magnetic field, however, we grid the value to a mean location.
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FIGURE 4.10: pMPI experimental results as a function of excitation step size and compar-
ison with theory for 27.4 nm particles. 2.5 kHz square wave with varying amplitudes was
used. (a) pMPI 1D point spread functions show higher signal but worse resolution with
increasing step size. (b) Spatial resolution improves and approaches that of the Langevin
Model as step size decreases→ 0. The results match our theory that pMPI is a discrete sam-
pling of the ideal Langevin dM/dH curve, and the large step sizes equate coarse discrete
sampling that incurs a rect convolution blurring effect. (c) pMPI peak signal improves with
increasing excitation step size as a larger portion of the SPIO’s M-H magnetization curve
is covered per step. This implies a spatial resolution and SNR trade-off in optimizing the
excitation step size.

Because no gradient fields are present in the 1D scans, the system col-
lapses the sample geometry to a point and the resulting PSF is representa-
tive for the sample in aggregate. We have previously described theoretically
and shown experimentally (Tay et al., 2016; Croft et al., 2016) that the 1D
PSF obtained using an x-space relaxometer corresponds directly to the 1D
PSF obtained in an imaging scanner after division by the gradient strength
of the scanner. We therefore plot some of our experimental 1D PSFs as a
function of position by assuming a 7 T m−1 gradient, the gradient strength
of our highest resolution in house scanner (goodwill2012x).

4.6 Experimental Results

4.6.1 Comparison of Pulsed MPI and Standard MPI

Fig. 4.8(a) shows 1D PSFs obtained with the AWR for each of the tracers
but using conventional sinusoidal MPI excitation. Here we used the stan-
dard f0 = 25 kHz and 20 mT excitation amplitude used in our scanning
systems. The effects of magnetic relaxation are apparent in the data: blur
and translation in the scanning direction. Fig. 4.8(b) shows pMPI PSFs
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obtained with the same samples using 1 mT square wave excitation. The
steady-state encoding of pMPI leads to PSFs without blurring and transla-
tion from magnetic relaxation effects and larger tracers produce narrower
PSFs. Finally, Fig. 4.8(c) plots the FWHM resolution for sinusoidal MPI,
square wave pMPI, and the theoretical Langevin model. We see the char-
acteristic inflection point around 25 nm for sinusoidal excitation, leading to
worse resolution for the larger tracers. In contrast, the square wave pMPI
data points follow the theoretical Langevin curve with a slight offset. The
effect of the excitation amplitude means we only asymptotically approach
the theoretical Langevin resolution, leading to the observed offset. This ef-
fect is explained in more detail two subsections below.

4.6.2 Effect of Drive Frequency (Wait Time) on Pulsed MPI

As shown in the Theory Section 4.4, pMPI crucially relies on waiting for
SPIO magnetization to complete after each pulse step. An optimal wait time
could be defined as the time taken to reach 95% of the steady-state magneti-
zation, which is equal to∼ 3τ of the Debeye-model relaxation time constant.
This time constant varies significantly between SPIOs, therefore, design-
ing an optimal pMPI drive waveform requires prior measurement of the
SPIO relaxation behavior. It must be emphasized that pMPI’s resolution-
enhancing circumvention of relaxation-induced blurring does not rely on as-
suming a Debeye-model of relaxation. In fact, we do not have to assume
any relaxation model, and it is only required to measure that the SPIO mag-
netization reaches (approximately) steady-state after the wait time.

Fig. 4.9 shows the effects of hold time in experimental square wave
pMPI. Fig. 4.9(a) shows square wave pMPI PSFs constructed from acqui-
sitions with square wave half-periods of 25 µ s, 100 µ s, and 750 µ s. A phe-
nomenon of ‘peak depression’ is apparent for shorter half-periods which
reduces the FWHM resolution of the PSF as shown in Fig. 4.9(b). The mag-
netic relaxation is a strong function of the applied field strength. At low field
strengths the relaxation time is longest and unable to achieve steady-state
conditions at, e.g., 25 or 100 µs. This results in relaxation-induced blurring as
the magnetization signal from one pixel is spread into the next pixel because
the magnetization only completes in the next time window. This incomplete
magnetization also reduces the signal at low background fields, although
steady-state may be achieved at the higher background fields even with
short hold times because there is a smaller amount of steady-state magneti-
zation to move through at the near-saturation portions of the ideal Langevin
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curve. This results in a ’peak depression’ effect where signal at high back-
ground fields is relatively unaffected by hold time while the signal at the
peak region (low background fields) is attenuated by incomplete magneti-
zation. Fig. 4.9(c) quantifies the peak signal loss as a function of hold time.
Due to incomplete magnetization, the peak signal is lower at short hold
times. Good agreement of experimental results with theory is observed for
both the spatial resolution and peak signal plots.

4.6.3 Effect of Drive Amplitude (Step Size) on Pulsed MPI

Fig. 4.10(a) shows experimental square wave pMPI PSFs for the 27.4 nm
tracer excited with different excitation amplitudes. As predicted by the the-
ory, the PSF shape, SNR, and resolution are strongly affected by the choice
of excitation amplitude, with the characteristic rectangular blur apparent
for the largest excitation. Fig. 4.10(b) experimentally quantifies the relation-
ship between FWHM resolution and excitation amplitude, showing excel-
lent agreement with the theory, and Fig. 4.10(c) quantifies the experimental
peak signal as a function of excitation amplitude, also agreeing well with
the theory.

4.6.4 Effect of Rise Time (Sharpness of Square Wave) on
Pulsed MPI

Fig. 4.11(a) shows experimental pMPI excitation waveforms with varying
linear rise times. The shortest duration rise time, 3 µ s is effectively a square
wave. Trapezoidal waveforms with rise times of 10, 80, 150, and 380 µ s are
also shown. Fig. 4.11(b) shows pMPI PSFs reconstructed from acquisitions
using excitation waveforms with the different rise times while Fig. 4.11(c)
shows how the peak signal varies with the rise time. There is essentially
no effect on PSF shape and FWHM resolution as a function of rise time.
PSF shape depends only on steady-state induction with a long enough hold
time/half-period. As long as this parameter is chosen to achieve steady-
state as indicated in Fig. 4.9, the desired FWHM resolution will be achieved.
Longer rise times do lead to a minor decrease in peak image domain signal.
This slight change is from longer square wave period (fixed flat top hold
time + varying rise time) because the same signal is spread over a larger
amount of time. Most importantly, the results here show that perfect square
waves are not required to realize the benefits of pMPI, thus the hardware
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FIGURE 4.11: Experimental analysis of the effect of rise time using trapezoidal excitation
waveforms with different rise times. The hold time was kept at 1 ms with a fixed step
size of 10 mT. (a) Experimental excitation waveforms measured by the current monitor
(AE Techron 7224) and converted to magnetic field by calibration with a gaussmeter probe
(Lakeshore InstrumentsTM). (b) Measured 1D point spread functions show that varying rise
time has very little effect on the pMPI performance. (c) Relative SNR changes very little
with increasing rise time. The slight change is from longer square wave period (fixed flat
top hold time + varying rise time) because the same signal is spread over a larger amount
of time. The results here show that perfect square waves are not required to realize the
benefits of pMPI, thus the hardware criteria for pMPI is much less stringent as compared
to hardware required for near perfect square waves.

criteria for pMPI is much less stringent as compared to hardware required
for near perfect square waves.

4.6.5 Harmonic Analysis and Resolution-Bandwidth Rela-
tionship

Other than optimizing the pulsed waveform parameters, we also analyzed
the effect of receive chain parameters on pMPI performance. One very
important parameter is the number of harmonics recorded which directly
determines the required receive bandwidth. Here, we reconstructed PSFs
from the same experimental dataset but digitally adjusted the received
bandwidth used. In Fig.4.12(a), we show reconstructed point spread func-
tions using only 1 (red) or 15 (blue) harmonics of the fundamental square
wave excitation frequency. The former corresponds to a narrow receive
bandwidth while the latter corresponds to a wide receive bandwidth. In
Fig.4.12(b), we plot the PSF FWHM resolution as a function of the number
of harmonics used in reconstruction. In Fig.4.12(c), we plot the peak signal
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intensity as a function of the number of harmonics used in reconstruction.
Unlike in continuous wave MPI, resolution worsens with increasing receive
bandwidth and the inclusion of more harmonics. Peak signal does, how-
ever, improve. This peculiar resolution-bandwidth relationship is a func-
tion of the temporo-spatial encoding of the signal due to the field depen-
dence of the tracer magnetic relaxation. Tracer located far from the FFR is
characterized by fast relaxation due to the high field conditions while tracer
near the FFR is characterized by slower relaxation. Faster relaxation pro-
cesses equate to higher harmonic information in the Fourier domain. In this
manner, signal from tracer near the FFR center is relatively concentrated at
the lower harmonics.

4.7 Discussion

4.7.1 Magnetostimulation Safety Considerations

Time-varying magnetic fields can have two possible effects on the human
body - (1) stimulation of nerves through induced electric fields which often
manifest as peripheral nerve stimulation (2) tissue heating which is mea-
sured by the specific absorption rate (SAR) metric. Because MPI uses strong
time-varying magnetic fields, the corresponding safety limits for these two
effects are relevant.

In considering magnetostimulation, we note that the fundamental law
of electrostimulation (Reilly, 1989) states that a nerve will be stimulated if
time-averaged electric field satisfies the following equation for any time pe-
riod τ :

1

τ

∫ τ

Edt ≥ Erheo

(
1 +

τc
τ

)
(4.12)

where Erheo is the rheobase which is the minimum E-field required to
stimulate a nerve and τc is the chronaxie which is a measure of the time
needed to depolarize and stimulate a nerve.

For magnetostimulation, the induced electric field can be written as de-
scribed in (Saritas et al., 2013a):

E = cs · r ·
dB

dt
(4.13)

Modeling the human body as concentric rings perpendicular to a uni-
form B-field applied in the axial direction of the body (as is the case of
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MPI preclinical scanners), and substituting a square wave excitation with
a ramp-like rise time of τrise, and obtain:

Emax = cs · r ·
dB

dt
(4.14)

E ≈

{
cs · r · 2Bpeak ÷ τrise if 0 < t <= τrise

0 otherwise
(4.15)

We substitute eqn 4.15 into eqn 4.12 to obtain the B-field thresholds
above which the nerve is excited :

Bpp ≥ Bmin

(
τrise

τ
+
τrise

τc

)
if τ < τrise

Bpp ≥ Bmin

(
1 +

τ

τc

)
otherwise (4.16)

where Bmin = Erheo · τc/(r · cs).

Because the nerve will be excited if eqn 4.12 holds true for any value of
τ , and from eqn 4.16 the worst case occurs when τ → τrise, we can write the
threshold as:

Bpp ≥ Bmin

(
1 +

τrise

τc

)
(4.17)

Typical values for Bmin and τc for the human torso are ∼ 14 mT and 20
– 600µs respectively (Saritas et al., 2013a). As such, we can avoid mag-
netostimulation problems if we maintain either of the following: (1) low
excitation amplitude where Bpp < 14mT (2) long rise time where τrise ≥ τc.
Although the latter is not favorable for pulsed MPI, fortunately, pulsed MPI
uses low amplitudes and our analysis has shown that Bpp � FWHML̇ is
necessary for the resolution to approach Langevin predicted resolution. In
order to use pulsed MPI to improve upon the current MPI resolution, be-
cause the current best tracers are ∼ 6 – 12 mT FWHM, Bpp � 12 mT is
necessary and thus pulsed MPI will be safe in terms of magnetostimulation
regardless of how short the rise time is. While surprising, this can also be
understood as the fact that the larger E-fields generated by shorter rise times
is offset by the shorter stimulation duration of the nerve. This is because of
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Reconstructed Point-Spread Functions
27.4 nm Core and 0.5 mT Excitationa b c

FIGURE 4.12: Experimental signal and resolution bandwidth relationships. (a) PSFs con-
structed from the same dataset but using only 1 (red) or 15 (blue) harmonics of the funda-
mental square wave excitation frequency in reconstruction. (b) PSF FWHM resolution as
a function of the number of harmonics used in reconstruction. (c) Peak signal intensity as
a function of the number of harmonics used in reconstruction. Unlike in continuous wave
MPI, resolution worsens with increasing receive bandwidth and the inclusion of more har-
monics. Peak signal does, however, improve. This peculiar resolution-bandwidth relation-
ship is a function of the temporo-spatial encoding of the signal due to the field dependence
of the tracer magnetic relaxation. Tracer located far from the FFR is characterized by fast
relaxation due to the high field conditions while tracer near the FFR is characterized by
slower relaxation. Faster relaxation processes equate to higher harmonic information in
the Fourier domain. In this manner, signal from tracer near the FFR center is relatively
concentrated at the lower harmonics.

the relatively large values of Tc such that for reasonably fast rise times, the
E-field threshold Erheo(1 + τc/τ)→ Erheo(τc/τ).

4.7.2 SAR Safety Considerations

Using a cylindrical model for the human body, and specifically focusing on
the human torso that receives the most heating due to the SAR ∝ r2, the
volume averaged specific absorption rate can be written as

SAR =
1

V

∫ V σ|
−→
E (−→r )|2

ρ
dV (4.18)

where for sake of simplicity, we assume σ, the tissue electrical conductiv-
ity in S/m, and ρ, the tissue density in kg/m3, are approximately constant
everywhere in the body.
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Because only the ramping/step portion of the pMPI waveform generates
an induced E-field, we can rewrite the equation 4.18 as:

SARramp =
σ

ρr2
0

∫ r0

r=0

∣∣∣∣∣
−→
E (−→r )2

ρ

∣∣∣∣∣ rdr (4.19)

=
σ

4ρ

(
Bramp

tramp

)2

r2
0 (4.20)

where r0 is the outermost radius corresponding to the human body bound-
ary.

SAR is time-averaged across the duration of the excitation, thus, we
must average the generated SAR from the ramp portions with the zero SAR
from the flat top regions of the pulsed waveforms, thus obtaining:

SAR =
σr2

0

2ρ
·

B2
ramp

tramp(tramp + tflat)
(4.21)

where the parameters in the first fraction are constants that are outside our
control and the parameters in the second fraction are the pulse drive wave-
form parameters. We see that we can reduce SAR by using smaller Bramp,
longer tramp and longer tflat. Using the following constants used in a prior
MPI safety study (Saritas et al., 2013a): average radius for the human torso
r0 = 20 cm, σ = 0.5 s/m, ρ = 1000 kg/m3, tflat = 200 µs, and τc = 100 µs,
Bmin = 14 mT , we obtain a drive waveform limits plot specific to the pulsed
waveforms used in pMPI. This plot is shown in Fig. 4.13. We reference Faes
et al., 1999 to consider the effect of different tissue types such as fat, bowel,
bone and lossy tissues. The fastest pMPI frequency involved is around 2
MHz, corresponding to a 1µs rise time. The relevant conductivity (σ) calcu-
lated from resistivity values (Ωcm) are: Bone 0.1 s/m, Fat 0.05 s/m, Skin 0.5
s/m, Muscle 0.5−−0.8 s/m, Lung 0.5−−0.7 s/m. The conductivity values
at lower frequencies for all tissue types are lower than the 2 MHz values.
Even when factoring in the highest conductivity value of 0.8 s/m, which is
1.6-fold higher than assumed, we see from Fig. 4.13 and equation 4.21 that
pMPI can still easily maintain safety by using a 1.6-fold longer hold time
or a smaller step amplitude. It has been shown that steps less than 2 mT
amplitude give the best resolution performance and from Fig. 4.13 we see
that safety is easily attained with 2 mT step sizes even at 1 µs rise times.

Because optimal pMPI waveforms use low amplitudes < 5 mTpp and
there is negligible effect of rise time on pMPI performance, optimized pMPI
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FIGURE 4.13: Safety limits for pMPI waveforms. Because optimal pMPI waveforms use
low amplitudes < 5 mTpp and there is negligible effect of rise time on pMPI performance,
optimized pMPI waveforms are safe. In general, any pMPI waveform that is designed to
improve resolution better than ResovistTMwill require< 10 mTpp step size and will be safe
as long as the rise time is > 2 µs.

waveforms are safe. In general, any pMPI waveform that is designed to
improve resolution better than ResovistTMwill require < 10 mTpp step size
and will be safe as long as the rise time is > 2 µs.

In conclusion, pulsed MPI with its low amplitude (� 12 mTpp) wave-
forms will not run into safety issues with either magnetostimulation or SAR.

4.7.3 Receive Chain Modifications for pMPI

Standard MPI uses a combination of gradiometer attenuation and analog
high-order notch filters to remove feedthrough at the fundamental fre-
quency. This is important because feedthrough is many orders of magni-
tude higher than the SPIO signal and can cause severe dynamic range for
the MPI receive system in trying to detect low concentrations of SPIOs. In
contrast, the feedthrough for pMPI is not limited to a single frequency f0 but
rather is limited in time-domain to the exact timing of the pulse step. While
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FIGURE 4.14: The resolution gains of pulsed MPI are verified using two-line phantoms
with various distances between the lines. The AWR used to obtain 1D point-spread-
functions with pulsed waveforms was outfitted with permanent magnets to generate a
field-free-line scanner geometry similar to the preclinical scanner described in Fig. 7.3 and
in (Yu et al., 2017b). Because the same drive coil is maintained as in the AWR, this small-
bore scanner is able to implement pulsed waveforms in a 2D FFL-based scanning trajectory
(Fig. 7.3). Projection MPI images are taken of the phantom using standard MPI and pulsed
MPI. The results show that while standard MPI has significant blurring and is unable to
resolve the two lines, pulsed MPI produces sharp images that are able to resolve the two
lines. In addition, the measured images are very similar to the simulated images where
the phantom used was 2D convolved with the ideal Langevin point spread function. This
verifies that pulsed MPI approaches the spatial resolution predicted by the ideal Langevin
model in 2D. The results also show a significant resolution gain of almost 8-fold when
comparing standard MPI (27.4 nm SPIO) and pulsed MPI (27.4 nm SPIO). This clearly il-
lustrates the large amount of relaxation-induced blurring present that was circumvented
by the pulsed MPI strategy. Comparing to a typical Ferucarbotran tracer (vivotraxTM) com-
monly used in MPI studies, pulsed MPI still maintains a 5-fold improvement in resolution
over standard MPI, achieving 0.6 mm resolution with a 3.5 T/m gradient. This is almost
two-fold better better than the 1D scans predict because leaving out a bit more of very ini-
tial part of the signal in each half-period improves resolution beyond that achievable by
the Langevin model because it removes the ”long tails” of the Langevin that cause blur be-
cause the signal from these regions completes very quickly and is found almost completely
in the initial part. By using only the later parts, we restrict our signal to only the parts of the
Langevin curve that have the largest magnetization change i.e. when the FFP is just above
the SPIO. We name this strategy tau-weighting as it exploits the difference in magnetization
time constant between the Langevin tails and the Langevin middle section, and we show
that it improves resolution at the cost of some SNR. Using a 7 T/m gradient would give a
very good 0.3 mm resolution before deconvolution. Further resolution improvements could
be achieved with deconvolution by trading-off SNR.
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gradiometers can also be used for pMPI to attenuate feedthrough, rather
than use analog filters for frequency decoupling of signal from feedthrough,
we can use a temporal gating system to temporally decouple the signal from
the feedthrough. The nature of pMPI is to be used for large core size SPIOs
with significant relaxation behavior. Therefore, it is expected that most of
the magnetization signal will be delayed to after the initial step / pulse.
Thus, with a fast enough rise time, minimal loss of the SPIO magnetization
signal will be incurred while the feedthrough that is temporally limited to
the pMPI waveform rise time can be completely removed.

There are several ways to implement this temporal gating. One method
is to have a variable gain preamplifier that very quickly switches the
gain of the receive chain from low during the feedthrough spike to high
post-feedthrough spike. Another method is to have precision-controlled
switches to shunt the voltage feedthrough spike away from the preampli-
fier during the rise time duration.

4.7.4 Maximum Theoretical Resolution Gain with pMPI

While pMPI has been shown to fully exploit the ideal Langevin theoretical
cubic improvement of resolution with core size, it is not possible to con-
tinually increase SPIO core size indefinitely. Firstly, the ferromagnetic limit
will be hit where the SPIO transitions from superparamagnetic to ferromag-
netic. While in theory, pMPI should still be able to image ferromagnetic
nanoparticles because the reconstruction algorithm is agnostic to the type
of relaxation mechanism, ferromagnetic nanoparticles pose a host of other
problems such as aggregation and poor colloidal stability.

Another issue is that the relaxation time constant should continue to in-
crease with core size. This means that scan times will become longer and
longer as we use larger core size SPIOs. At some point, there will be dimin-
ishing returns and the user may opt to limit the resolution to the maximum
acceptable scan time.

Yet another issue is that a finite step size is required for pMPI pulse
sequences. As shown in the theory section, the actual spatial resolution
is offset from the Langevin value by approximately the step size. As the
SPIO Langevin resolution approaches the lowest step size that can be imple-
mented (from an SNR-limited perspective), gains in resolution from using
larger SPIOs will have rapidly diminishing returns.

In view of these abovementioned issues, we anticipate that best practical
resolution achievable with pMPI will be with 40 nm SPIOs with a net of 0.5
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FIGURE 4.15: Block Diagram showing the overall hardware changes necessary to imple-
ment pMPI on the existing 3D scanner

mT step + 1 mT Langevin = 1.5 mT fwhm spatial resolution. This translates
to approximately 200 micron resolution on a 7 T/m gradient.

4.8 Implementation on the 3D preclinical scanner
- Preliminary Data

To implement pMPI on the existing 3D preclinical scanner, we aim to keep
the main magnets that generate the MPI gradients, but completely overhaul
the transmit and receive systems to incorporate the requisite broadband ex-
citation pMPI entails. Fig. 4.15 shows a block diagram showing the overall
changes to the Tx and Rx systems.

In detail, the transmit could utilize a linear circuit design in controlled
voltage mode where the requisite voltages needed to produce sharp square
waves are pre-calculated in software and sent to the power amplifier. While
it is possible to perform this in controlled current mode, practically, it has
been difficult to match commercially available power amplifiers with the
requisite feedback compensation circuits needed to enable sub-microsecond
control of the current by the amplifier (typically power amplifiers for audio
systems are the most easily available). Fig. 4.16 details the circuit for such a
design.

Alternatively, a switched transmit circuit design similar to Matter et al.’s
design for pre-polarized MRI could be used Matter et al., 2006. This design
relies on timed switching to connect and disconnect a resonant capacitor
to generate the rapid transitions for current and also to maintain constant
current for the piecewise-constant portions of the pMPI waveform. These
switches need to handle the high power requisite for MPI transmit systems,
thus Power Insulated-gate bipolar transistor (Power IGBTs) were a choice
candidate due to their high current handling capabilities combined with
the simple gate-drive characteristics of MOSFETs. Furthermore, IGBTs are
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FIGURE 4.16: Linear circuit design for implementation of pMPI

well known to be capable of turning on and off rapidly. The key advantage
of the switched circuit design is that much lower amount of power is neces-
sary for pMPI operation since it is essentially a resonant transmit circuit and
thus benefits from the power-saving resonant nature. The only power con-
sumption thus comes from the lossy nature of the circuit components and
can be ”topped up” during each piecewise constant phase by connection
to a voltage power source which does not actually need to be high power.
Fig. 4.17 details the circuit for such a design.

Finally, a different receive circuit has to be designed to deal with the
broadband nature of the excitation. In typical MPI, the excitation can be
isolated to the single frequency fundamental and therefore feedthrough can
be easily removed by analog filters. For pMPI, the excitation is broadband
and overlaps almost exactly with the harmonics of the MPI signal. Further-
more, the feedthrough cannot be simply ignored because the SPIO signal
is typically many orders of magnitude lower than the direct feedthrough,
since unlike MRI, MPI excites and receives signal simultaneously. Thus, a
different strategy is needed to deal with the pMPI feedthrough.

One such strategy is to temporally decouple the feedthrough from the
pMPI signal. This relies critically on one key aspect of pMPI which is that
the large core tracers that are enabled by pMPI have laggy magnetization.
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FIGURE 4.17: Switched circuit design for implementation of pMPI. The switches turn the
circuit into a resonant one when rapid transitions of current through the inductor transmit
is required and switch it back to a linear voltage-powered circuit when piecewise constant
pMPI phases are required.
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FIGURE 4.18: Receive circuit design for pMPI to deal with the different (pulsed) nature of
direct feedthrough.

As such, if the excitation step is rapid and sharp enough, it can be expected
that the SPIO magnetization and MPI signal will mostly occur after the ex-
citation step due to the laggy magnetization. As such, almost all the SPIO
magnetization, and thus MPI signal, can be preserved because it occurs af-
ter the step excitation. The direct feedthrough is restricted only to the step
excitation, which we attempt to make as short and sharp as possible. By
”windowing” out this high feedthrough period by both analog and digital
strategies, we are able to deal with feedthrough while keeping almost all of
the SPIO pMPI signal that comes after the excitation.

There are a few strategies to implement this. First, variable gain am-
plifiers (VGAs) can be used. VGAs are commonly used in ultrasound cir-
cuits to modulate the received signal gain in real-time. Here, we attempt
to use them for pMPI to modulate the receive gain to suppress feedthrough
while amplifying the weak SPIO signal that comes after. Second, diodes
and switchable voltage shunts can be used to protect the pre-amplifier from
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overvoltage spikes from the excitation feedthrough. Fig. 4.18 shows a pos-
sible implementation of such a receive circuit.

The receive circuit was implemented on a miniature pMPI hardware
model to simulate the expected pMPI feedthrough. Key to this preliminary
testing is the implementation of the Variable Gain Amplifier setup. AD8331
VGA from Analog Devices TMwas installed and tested first on a standard
sine wave to show the gain suppression abilities, and then finally on ex-
pected pMPI feedthrough spikes. The VGA was able to suppress the spikes
while amplifying the subsequent SPIO exponentially delayed (decaying)
MPI signal, but further work is needed to further reduce the feedthrough
spike, which is still larger than the SPIO signal. Fig. 4.19 shows the initial
results on the oscilloscope.

4.9 Conclusion

In this work, we demonstrate a novel, pulsed method of scanning for MPI
that we name pulsed MPI (pMPI). This method represents a significant de-
parture from standard sinusoidal drive methods in MPI. We present 1D
and 2D experimental results showing significant improvement in MPI spa-
tial resolution with our new pMPI scanning strategy. Most importantly, we
demonstrate that we can achieve the ideal Langevin resolution with pMPI,
therefore unlocking the potential of the cubic resolution improvement with
core size predicted by that model. This is significant because it motivates
the development of larger core SPIOs since large SPIOs can now be used for
improved resolution MPI scans while in the past relaxation blurring pre-
vented large core SPIOs from effective use, limiting the MPI field to SPIOs
with an optimal size of ∼ 25 nm. We hope that the novel scanning strat-
egy described here will lead to improvements in MPI performance through
development and effective use of larger core MPI tracers.
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FIGURE 4.19: Preliminary results from testing of a variable gain amplifier (VGA) on the
receive chain to mitigate pMPI direct feedthrough.
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Chapter 5

Optimal Drive Waveforms for
High Resolution and High
Sensitivity MPI

5.1 Attribution

Reproduced in part from the Journal Publication:
Tay ZW, Hensley DW, Chandrasekharan P, Zheng B, Conolly S. Optimal
Drive Waveforms for High Resolution and High Sensitivity MPI. IEEE
Transactions of Medical Imaging. 2018. In submission.

5.2 Introduction

In the previous chapter, while we introduced a new MPI scanning method,
pMPI, to unlock the benefits of large core size MPI tracers, we note that there
are significant hardware changes required to implement pMPI. Most cur-
rent MPI scanners are monotonal excitation systems at around 20 kHz and
20 mT. In fact, there has not been a study to verify if the use of 20 kHz / 20
mT excitation is the best conventional excitation parameters for MPI. There
has been limited work so far to optimize the MPI excitation waveform. In
this chapter, we take a step back into conventional MPI to question how to
optimize standard excitation waveforms for MPI. The subsequent modifi-
cations to the hardware to implement such optimization would be much
less than that required by pMPI, since the monotonal excitation strategy is
maintained. In short, this chapter aims to provide insights into methods for
improvement of MPI with minimal change from the current hardware de-
signs, and provides a facile avenue for MPI optimization and improvement.
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Here, we exploit the fact that the AWR is a frequency-flexible device
with access to an unprecedented drive waveform parameter space. Prior
MPI work has only investigated a handful of drive waveform parameters
and while there is recent work showing that the low amplitude or low
frequency drive waveforms can improve MPI’s spatial resolution, the con-
comitant decrease of the MPI’s tracer sensitivity by more than 10-fold was
not addressed. There has yet to be a wide parameter space, multi-objective
optimization of the MPI drive waveform for high resolution, high sensitiv-
ity and safety. In this first study of its kind, we experimentally optimize the
drive waveform across an unprecedented 0.4 kHz – 416 kHz and 0.5 mT – 40
mT amplitude for a wide variety of nanoparticles from Resovist-like clus-
ters to single core nanoparticles of various core sizes to determine optimal
waveforms for each nanoparticle. We show that when optimizing for both
factors, the trends are no longer monotonic and there are clear optimal drive
frequencies and amplitudes. We present novel drive waveforms that show
2-fold improvement in spatial resolution without loss of MPI tracer sensitiv-
ity. Lastly, we compare these optimal waveforms to SAR and magnetostim-
ulation safety limits to make recommendations on safe drive waveforms for
high resolution and high sensitivity Magnetic Particle Imaging.

5.3 Background

Current preclinical MPI scanners uses drive waveforms of 26 kHz at 16 mT
amplitude (Philips-Bruker preclinical demonstrator system) (Rahmer et al.,
2015) or 20 kHz at 20 mT amplitude (University of California, Berkeley
scanner) (Yu et al., 2017a). While recent work has shown that low ampli-
tude (Croft et al., 2016; Shah, Ferguson, and Krishnan, 2014; Tomitaka et
al., 2015) or low frequency drive waveforms (Kuhlmann et al., 2015) can
improve MPI’s spatial resolution, there is a significant concomitant drop
in sensitivity due to the slower magnetic slew rates that was not fully ad-
dressed. Furthermore, only two types of particles, Resovist and University
of Washington, were investigated and these represent a particle class with
relatively small core sizes. There has yet to be a wide parameter space,
multi-objective optimization of the MPI drive waveform for high resolu-
tion, high sensitivity and safety. Towards this goal, we expand upon prior
work by experimentally optimizing the drive waveform across an unprece-
dented 0.4 kHz – 416 kHz and 0.5 mT – 40 mT amplitude for a wide variety
of nanoparticles from Resovist-like clusters to single core nanoparticles of
a wide range of core sizes. We show the first imaging data confirming that
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FIGURE 5.1: MPI rasters a sensitive point (the zero-field point or field-free-point) across
a 3D volume to form an image of the superparamagnetic iron oxide nanoparticles (SPI-
ONs) present. MPI’s inductive signal is generated by the SPION magnetization response
to the fast raster from the sinusoidal drive waveform. While the MPI imaging performance
is highly dependent on the drive waveform, a comprehensive optimization of the drive
waveform has yet to be done. In this work, we optimize the MPI drive waveform across
an unprecedented 0.4 kHz - 416 kHz and 0.5 mT - 40 mT for both improved resolution and
high sensitivity.
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FIGURE 5.2: Because MPI uses inductive pick-up coils to receive the signal, the MPI signal
is proportional to drive waveform slew rate by Faraday’s law of induction. Thus, high
sensitivity MPI needs high slew rate drive waveforms. However, as slew rate increases,
we do not observe a perfectly linear gain in sensitivity as the ensemble magnetization of
the SPIOs cannot keep up with the drive waveform slew rate due to (ensemble) magnetic
relaxation. Magnetic relaxation at high drive waveform slew rates leads to blurring of
the MPI signal because of delays in SPIO magnetization. As a result, low slew rates are
favorable for resolution, but high slew rates are better for SNR and sensitivity. Because
either frequency or amplitude can be adjusted to change the slew rate, and because the
trends are not linear, this manifests as a non-trivial optimization problem to find the best
trade-off for both good resolution and high sensitivity MPI.

our novel optimized waveform is able to significantly improve resolution
while maintaining high sensitivity and safety.

To provide context for the experimental results, we will first review the
physical theory behind the SPIO response in the time domain. We will then
review how changes in the time domain signal translate to image domain
effects for both system matrix and x-space reconstruction. Lastly, we will
show how the experimental results match the trends predicted by theory.

5.4 Resolution and Sensitivity in MPI

The MPI signal is essentially the changing magnetization of the SPIO that
arises when oscillating excitation waveforms induce an ensemble of tracers
to rotate their magnetic moments as they attempt to align with the instanta-
neous magnetic field. Spatial localization in MPI is achieved by superpos-
ing a relatively static gradient field on top of these time-varying fields. This
generates a sensitive point where the instantaneous applied field is approx-
imately zero. This is known as the field-free-region (FFR). Particles outside
of the FFR are saturated and unable to contribute significant time-varying
signal, while particles inside the FFR are unsaturated and undergo steep
magnetization changes detected by the MPI inductive receive coils.
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In an ideal MPI process, the SPIO tracers will respond instantaneously
to the applied field and the ensemble response will be accurately described
by steady-state Langevin theory (Gleich and Weizenecker, 2005; Goodwill
and Conolly, 2010). However, in practice, MPI tracers cannot instanta-
neously respond to applied fields. The finite ensemble temporal response
observed by tracers is termed magnetic relaxation. A detailed discussion
of the physics first principles governing magnetic relaxation is outside the
scope of this paper. The interested reader is referred to the literature. While
there are many different models for magnetic relaxation, in general it can be
described by the Néel and Brownian mechanisms (dhavalikar˙2016; Dieck-
hoff et al., 2016; Deissler, Wu, and Martens, 2014). The general form for the
Néel and Brownian relaxation time constants can be written as:

τN = N(H) · τ0 exp

(
KVc

kBT

)
τB = B(H) · 3ηVh

kBT

(5.1)

where N(H) and B(H) are functions that account for the effect of the ap-
plied magnetic field and K is a SPIO-specific anisotropy constant. These
equations show that magnetic relaxation depends on the absolute applied
field and the SPIO characteristics (Arami et al., 2013; Tay et al., 2017). As a
result, the delay in SPIO response is not a constant and varies within a pe-
riod of the excitation oscillation. This is observed as not only a time-delay
but also a widening of the SPIO time-domain response (Croft, Goodwill,
and Conolly, 2012). This leads to blurring of the MPI image and reduces
both spatial resolution and sensitivity. Magnetic relaxation, when severe,
can lead not only to delayed magnetization, but also incomplete magnetiza-
tion of the SPIO tracer that has a huge impact on MPI sensitivity. While the
absolute amount of magnetic relaxation is mostly determined by the prop-
erties of the SPIO tracer, its negative effects on the MPI image is modulated
by the characteristics of the drive waveform. In the next subsections we will
discuss how the drive waveform can be designed to minimize the negative
effects of magnetic relaxation on the spatial resolution and sensitivity of the
reconstructed MPI image.
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5.4.1 Spatial Resolution in X-space Reconstruction

X-space reconstruction of the MPI time-domain signal goes through multi-
ple steps. First, the signal is digitally filtered to keep only frequency com-
ponents corresponding to the harmonics of the drive frequency. Next, the
signal is scaled by a velocity compensation factor that accounts for the vary-
ing magnetic slew rate in a single period of the drive waveform. If the signal
at the drive frequency (fundamental frequency f0) is filtered out by a ana-
log filter, the SPIO response at f0 will also be lost. This information has been
shown in prior work to be a unique DC offset for each partial field-of-view
(pFOV) which in turn is is defined as the imaging trajectory covered by a
single period of the drive waveform (lu˙2013). The lost SPIO response at f0

can thus be recovered by a continuity algorithm that combines overlapping
pFOVs. Lastly, the time-domain signal is mapped onto the corresponding
instantaneous position of the field-free-region to form an image. In this pa-
per, we use the Houston resolution criterion which approximates a system’s
resolution is the full-width-half-maximum value of the point spread func-
tion (Houston, 1927). It has been shown that the resolution in units of ap-
plied field (mT/µ0) can be robustly converted to spatial resolution (in mm)
by simply dividing by the gradient strength G (T/m) (Croft et al., 2016; Tay
et al., 2016). For imaging relevance, the data is thus displayed as expected
spatial resolution (mm) at a 7 T/m gradient.

The widening of the SPIO temporal response has the most dominant
blurring effect in the final step of the reconstruction because the widened
temporal signal is spatially mapped onto a wider area in the image, thereby
increasing blurring and worsening spatial resolution. Croft et al. (Croft et
al., 2016) has shown that a simple first-order Debeye relaxation model is a
good phenomenological model for the behavior of Resovist and University
of Washington SPIOs. They further show that they can reasonably approx-
imate the spatial resolution by the weighted sum of a base resolution (in
terms of full-width-half-maximum) and a drive waveform dependent blur-
ring term.

∆x ≈ α∆xbase + β∆xblur (5.2)

This blurring term has been shown to be a strong function of both the
phase lag of the signal, φ as well as the drive field amplitude Hamp, leading
to the trend that lower drive field amplitudes improve spatial resolution. G
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denotes the gradient field strength in T/m.

∆xblur =
ln(2)φ(Hamp, f0)Hamp

G
(5.3)

These equations show that the blurring term can be reduced by reduc-
ing the drive amplitude or the phase lag term. Lower drive amplitudes de-
crease the Hamp term but increase φ. The net effect on ∆xblur depends on the
SPIO characteristics defined in (Eqn.5.1) that modulate the φ dependence
on Hamp. Lower drive frequencies decrease phase lag φ because the time
delays caused by magnetic relaxation are now smaller relative to the longer
drive period. It must be emphasized that φ is not a linear function of Hamp

or f0 due to the field-dependence of the Brownian and Neel time constants
and the dependence of dM/dt on the difference between Mss(H) and M(t).
The phase lag φ can be approximated by weighted sum of time-delays:

φ ≈
∫ 0.5/f0

t=0

Mss(2πHampf0t)−M(t)

2Mss(Hamp)τ(2πHampf0t)
(t− 0.25

f0

)dt÷ 1

f0

(5.4)

The phase lag φ thus only describes the weighted average of all the in-
stantaneous relaxation time constant as the field changes from −Hamp to
+Hamp. Regardless, it is clear that lower drive frequencies will improve res-
olution but lower drive amplitudes improve resolution only if φ(Hamp, f0)
does not worsen enough to offset the gains from the Hamp term.

5.4.2 Signal-to-Noise Ratio (SNR) in Magnetic Particle
Imaging

Magnetic Particle Imaging utilizes inductive receiver coils therefore the MPI
signal is directly proportional to the rate of change of magnetic flux. The
signal equation for MPI (Goodwill and Conolly, 2010) can be written as:

s(t) = B1
dφ

dt
= B1mρ(x) ∗ L̇[kGx] (kGẋs(t))

s(t) ≈ B1mρ(x) ∗ L̇[kGx] (k2πf0Hamp)
(5.5)

where B1 is the receiver coil sensitivity, ρ(x) is the spatial distribution
of the magnetic nanoparticles, L is the langevin function, k is a nanopar-
ticle specific constant defined as the ratio of magnetic to thermal energy
(k = µ0m/kBT ), G is the magnetic gradient in T/m and ẋs(t) is the rate
of movement of the field-free-point or field-free-line. If we only utilize
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the MPI data from the approximately linear region of the drive sinusoid,
Gẋs(t) ≈ 2πf0Hamp. When magnetic relaxation is considered as well, the
MPI signal equation (Croft, Goodwill, and Conolly, 2012) can be rewritten
as :

srelax(t) = s(t) ∗ r(t)
≈ B1mρ(x) ∗ L̇[kGx] (k2πf0Hamp) ∗ r(t)

(5.6)

where r(t) is a relaxation convolution kernel describing the magnetic re-
laxation of the specific nanoparticle used. A common and well-validated
model for magnetic relaxation is the Debeye model (Croft, Goodwill, and
Conolly, 2012) where r(t) = (1/τ)exp(−t/τ)u(t).

Noise in MPI comes from three main sources: (1) body noise (2) resistive
receiver coil noise (3) preamplifier noise. The low kHz frequencies used in
MPI mean that body noise tends to be negligible. The MPI received signal
exists at higher harmonics of the low kHz drive frequency and is higher fre-
quency than the 1/f noise present in Si-BJT and Si-JFET transistors used in
the preamplifiers. Therefore, we can model the coil noise to be white noise
over the noise bandwidth. Assuming AC resistance remains flat, coil noise
dominance and that we acquire a fixed number Nharm of signal harmonics
of the drive (fundamental) frequency f0, we have:

< n > ≈
√

(e2
n + 4kBTcoilRcoil)∆f

≈
√

(e2
n + 4kBTcoilRcoil)Nharmf0

(5.7)

At first glance, it seems that higher drive frequencies will result in more
noise due to a larger requisite receive bandwidth. However, in MPI recon-
struction, only a small window around each harmonic in the Fourier signal
spectrum is kept after a digital ”comb-like” sampling of the Fourier signal
spectrum (lu˙2013; Goodwill and Conolly, 2010; Croft et al., 2016) . Further-
more, the width of this window is fixed regardless of drive frequency. As a
result, although a larger front-end receive bandwidth is required for higher
drive frequencies, the effective noise bandwidth post-processing does not
increase with f0. Therefore, the noise post-processing can be rewritten as
follows, which emphasizes the invariance of MPI noise with the drive wave-
form.
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< npp > ≈
√

(e2
n + 4kBTcoilRcoil)Nharmfwindow

≈
√

(e2
n + 4kBTcoilRcoil)∆fconstant(Nharm)

(5.8)

Overall, the SNR of MPI is therefore directly proportional to the peak
signal if we assume a fixed number of signal harmonics is used and that the
fourier window around each harmonic is fixed:

SNR ≈ speak

< npp >

SNR ∝ B1L̇(kGx) (k2πHampf0)
(5.9)

This is a powerful statement that shows that the MPI drive waveform
is key in determining the SNR of MPI. While the hardware parameters are
important in determining the noise properties, they fall out as a constant
when investigating the effect of drive waveform on MPI SNR. Because the
noise properties are frequency-invariant, SNR is directly proportional to
peak signal. This implies that sensitivity S, defined as the peak signal in
mV per mg of nanoparticle, is a good metric to compare SNR between dif-
ferent nanoparticles and drive waveforms. Therefore, for the purposes of
this paper, we will use sensitivity S as the metric measuring relative SNR
between the different nanoparticles and drive waveforms investigated in
this paper.

5.4.3 Incomplete Magnetization Significantly Decreases
Sensitivity and Further Worsens Blurring

From both equation 5.5 and 5.6, the MPI signal increases with higher drive
field slew rate ẋs according to Faraday’s law for an inductive receive coil.
When magnetic relaxation is negligible, the MPI signal is approximately
proportional to the drive field slew rate. This seems to suggest that the drive
field slew rate should be increased to improve signal in MPI. However, as
the drive frequency is increased, the ratio of t/τ in the relaxation kernel
is smaller on average because each period of the drive waveform is shorter.
This implies a greater attenuation of the MPI signal by the relaxation kernel.
Therefore, it can be expected that there is a critical drive frequency threshold
beyond which there is rapidly diminishing returns for signal in MPI for
realistic nanoparticles with non-negligible magnetic relaxation.
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FIGURE 5.3: Our model for MPI resolution expands upon the model from Croft et al.
2016 (Croft et al., 2016) describing the effect of amplitude on MPI resolution. The base
model describes the measured resolution as a weighted sum of the base resolution at
steady-state (no blurring) and a blurring term that is dependent on the measured SPIO
phase lag and drive amplitude applied. To demonstrate drive amplitude blurring, we show
experimental point-spread-function of IB 32.1 nm SPIOs with the same drive frequency but
varying drive amplitudes. The PSFs are normalized to a peak value set by Faraday’s law.
The results show increased blurring with higher drive amplitudes with negligible devia-
tion of peak intensity from Faraday’s Law. To expand upon the base model, we found that
another effect should be added which we term ’peak depression’. This effect is necessary
to account for the high frequency sensitivity of larger core size SPIOs as well as for the
much larger range of frequencies used in this study. In essence, peak depression highlights
the inability of the SPIO to magnetize fully when the applied field drive excursion is cen-
tered at the SPIO. This is because the SPIO has to rotate its magnetic moment through the
largest angle here (180o) and rotation is incomplete when the SPIO cannot keep up with
the applied drive field. However, when the drive excursion is off-center, the SPIO does not
have to rotate through a full 180o and it keeps up with the drive field better, therefore ob-
taining magnetization changes closer to that predicted by the ideal Langevin. The result is
less-than-expected ∆M / less signal at the peak while full ∆M / normal signal at the sides,
giving a point spread function that only has its peak depressed. This effectively worsens
resolution as the originally intense signal peak now blends into the background blur. To
demonstrate peak depression, we show experimental point-spread-function of IB 32.1 nm
SPIOs with the same drive amplitude but varying drive frequency. PSFs are normalized to
a peak value set by Faraday’s law. The results show that an increasing inability to keep up
with higher frequencies, as shown by a deviation of the peak signal from Faraday’s law.
For instance, doubling the frequency should achieve twice the MPI signal peak, but the
measured peak is less than twice.
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If we keep the nanoparticle constant and focus only on the drive wave-
form parameters, equation 5.5 can be rewritten in terms of sensitivity S (mV
MPI signal / mg of nanoparticle):

s(t) = B1mρ(x) ∗ L̇[kGx] (kGẋs(t))

speak = B1L̇(kGx) (k2πHampf0)

S ∝ Hampf0

(5.10)

However, in cases where magnetic relaxation is large, the MPI signal
is significantly attenuated by two effects : (1) the available magnetization
change within a half period of the drive waveform is spread out leading
to an attenuated peak signal (2) the available magnetization change is de-
creased because the SPIO is unable to reach its expected magnetization
Mss(Hamp when the drive waveform reaches Hamp from −Hamp. In these
cases, the sensitivity equation can be approximated as follows:

srelax(t) = B1mρ(x) ∗ L̇[kGx] (kGẋs) ∗ r(t)
speak = B1L̇(kGx) (k2πHbaseampf0) ∗ (1/τ)exp(−t/τ)u(t)

S ∝ Hampf0

(
1− exp

(
− 1/f0

ατ(Hamp)

)) (5.11)

where k is an SPIO-specific proportionality constant and α modulates
τ(Hamp) to provide an averaged, effective τ . As the period of the drive
waveform becomes small enough to approach the relaxation time constant
at Hamp, the MPI sensitivity drops rapidly due to incomplete magnetization
of the SPIO. In general, increasing amplitude improves MPI sensitivity be-
cause τ(Hamp) decreases with increasing Hamp. Increasing frequency only
improves MPI sensitivity provided that the drive period is still significantly
larger than the relaxation τ .

In addition, incomplete magnetization also increases blurring to worsen
the spatial resolution. While the weighted sum approximation of Croft et al.
(Eqn.5.2 holds true for lower drive frequencies and for SPIOs with relatively
low amounts of magnetic relaxation, we have found that large discrepancies
occur when the SPIO has generally large amounts of magnetic relaxation or
when high drive frequencies are used. Our experimental results show that
these discrepancies are due to incomplete SPIO magnetization within a sin-
gle pFOV. This incomplete magnetization is most severe for pFOVs centered
at the SPIO because there is the largest amount of magnetization change
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expected within these pFOVs. As a result of incomplete magnetization at
the central pFOV, the peak of the SPIO temporal response is significantly
attenuated. However, side pFOVs (with respect to the SPIO position) are
attenuated to a lower extent because the average Hamp is higher there and
results in a much smaller τ(Hamp) for Eqn.5.11. The net result is reshaping
of the time domain signal to have attenuated peak height but unaffected
side lobes, effectively enhancing the effect of blurring because the blurring
signal is increased relative to the central peak signal.

To account for the effect of incomplete magnetization on spatial resolu-
tion, we modify the spatial resolution equation (Eqn.5.2) as follows:

∆x ≈ α∆xbase + β∆xblur + γ∆xpeakdepr

∆x ≈ α∆xbase + βln(2)
φHamp

1
2
πG

+ γ
φ

1
2
πG

(
Sss
S
− 1

)
(5.12)

where γ is a new weighting factor for the incomplete magnetization
term, S is the measured peak sensitivity, Sss is the expected steady-state
peak sensitivity.

The weightings of α = 1.0, β = 1.83, γ = 3 gave the best-fit results.
This changing magnetic flux comes from the drive waveform as di-

rect feedthrough (undesired interference) as well as the ensemble magne-
tization change of the MPI nanoparticles (desired MPI signal). The direct
feedthrough is typically orders of magnitude larger than the tracer signal
and indirectly sets the MPI detection limit due to dynamic range limits on
the analog-to-digital converter. Various methods can be used to attenuate
the direct feedthrough and these are extensively discussed by Graeser et
al. (Graeser et al., 2013). Although there are practical limits to feedthrough
attenuation, a combination of aggressive analog filtering, precision fabrica-
tion of gradiometric receive coils as well as the use of a duplicate system
will be capable of very large amounts of feedthrough attenuation. As such,
while this factor will set the lower bound for the MPI detection limit, it is
usually not the dominant constraint for MPI SNR.

A more important factor to take into account is the noise from vari-
ous sources such as the receiver coil, patient body as well as preamplifier.
Prior work has shown that at the kHz frequencies used in MPI, coil noise
(rather than body noise) dominates. The full details of these noise sources in
MPI are extensively discussed in prior work (Goodwill and Conolly, 2010;
Graeser et al., 2013). Regardless of the noise properties of the system, it
is clear that there is better SNR if the raw inductive signal from the MPI
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nanoparticles is stronger. To increase the raw inductive signal, the rate of
ensemble magnetization change of the nanoparticles must be increased. For
ideal nanoparticles that respond instantly to the applied field, this can be
achieved by increasing the magnetic slew rate of the applied field via using
drive waveforms of a higher frequency or higher amplitude. In practice,
due to relaxation effects (delayed response to the applied field due to a min-
imum magnetic dipole rotation time), there is an upper limit where the rate
of magnetization change will not increase further with frequency or ampli-
tude. While one may expect that higher drive frequencies and amplitudes
also entail a larger noise bandwidth due to the larger receive bandwidth re-
quired to record all the harmonics of the nanoparticle response, in practice
this effect is minimal because the MPI signal is limited to a very small fre-
quency band (100 - 1 kHz) centered exactly at each harmonic. Thus, noise
from all other parts of the frequency spectrum can be filtered out digitally.
For example, at first glance, a 1 kHz drive waveform only requires a 1 -
40 kHz bandwidth to record 40 harmonics. On the other hand, a 100 kHz
drive waveform requires a much wider bandwidth of 100 kHz to 4 MHz
and therefore in theory should have a lot more noise included. However,
if a fixed 1 kHz window is kept around each harmonic for both cases, the
former will have a net digital bandwidth of 40× 1 = 40kHz, while the latter
will also have the same 40× 1 = 40kHz. If the noise is assumed to be white
gaussian, then the noise properties for both cases will be same because most
of the high frequency noise not at the harmonic ”windows” for the 100 kHz
case will be digitally filtered out.

Therefore, in order to have high sensitivity MPI, in conjunction with a
low noise receive chain, it is also essential to increase the raw MPI inductive
signal by increasing the rate of ensemble magnetization change. This can
be done through better nanoparticle design with steeper Langevin curves
or by increasing the magnetic slew rate of the drive field. In practice, there
is an upper bound on the strategy of increasing magnetic slew rate due to
relaxation effects. Furthermore, as the previous sections have shown, MPI
resolution is also significantly affected by the drive waveform slew rate.
In this study, we focus on optimizing both MPI sensitivity and resolution
by investigating the effects of drive frequency and amplitude across an un-
precedented 1 kHz to 400 kHz and 0.5 to 40 mT.
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FIGURE 5.4: (A) Photo of the modified Arbitrary Waveform Relaxometer described in pre-
vious work (Tay et al., Sci Rep, 2016). While the drive coils are kept the same, permanent
magnets and selection field coils were installed to create a small bore scanner. (B) Because
the same drive coil and drive transmit chain was maintained, the modified device retains
all the frequency flexibility and drive waveform versatility of the previous device. This plot
shows that our modified device is able to test a wide variety of drive waveforms. The ca-
pability region covers almost all drive waveforms possible within the human safety limits
and encompasses a much larger range than the drive waveforms investigated in prior MPI
literature. Therefore, using this device, we are able to do a comprehensive optimization of
the drive waveform (within safety limits) for MPI by investigating an unprecedented 0.4
– 416 kHz and 0.5 – 40 mT amplitude. (C) We verify the accuracy of resolution measure-
ments from our modified device by comparing the measurements to that obtained from
our preclinical scanner that has been extensively validated in prior work. The results show
that the resolution measurements are in good agreement.
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5.4.4 Multi-objective Optimization for Both Spatial Resolu-
tion and Sensitivity Creates Optima Due To Opposing
Trends

Spatial Resolution of MPI generally improves with lower drive amplitudes
and lower drive frequencies (Croft et al., 2016; Kuhlmann et al., 2015). On
the other hand, MPI sensitivity generally improves with higher drive am-
plitudes and drive frequencies according to Eqn.5.10. These two opposing
trends mean that there exists an optimum trade-off of spatial resolution and
sensitivity that has not been investigated to-date. In this paper, we consider
the complex and interconnected effects determining spatial resolution and
sensitivity in order to find an optimum point.

For instance, in Eqn.5.2, it seems on first glance that if phase lag changes
negligibly withHamp, MPI spatial resolution should improve monotonically
with lower drive amplitudes and approach the ideal resolution predicted
by the steady-state Langevin ensemble model. However, considering the
blurring effect from incomplete magnetization and the dramatic effect of
applied field on relaxation time constants (Eqn.5.12 and 5.1), it is clear that,
depending on the SPIO characteristics, at some point the increase in relax-
ation time constants due to low fields applied and blurring from incomplete
magnetization will offset the gains from lower drive amplitudes. Further-
more, the requisite increase in frequency to compensate for the lost sensitiv-
ity will increase the phase lag and further offset resolution gains from low
drive amplitudes. On the other hand, low drive frequencies reduces phase
lag without incurring incomplete magnetization costs and therefore seems
to be an attractive strategy. However, the requisite increase in amplitude
to compensate for the lost sensitivity will linearly increase phase lag based
blurring according to Eqn.5.12. Therefore, there is a need to experimentally
optimize the drive waveform (frequency and amplitude) for both spatial
resolution and sensitivity to obtain an optimal drive waveform.

5.4.5 Loss of Higher Harmonic Information is Partially
Compensated by Decreasing Receive Bandwidth

When low drive amplitudes are used, the signal energy content shifts from
the higher harmonics towards the lower harmonics. This is due to changes
in the frequency spectrum required to describe the Langevin curve when
it is bounded such that the linear region of the curve dominates. Current
MPI scanners use an analog filter to remove the direct feedthrough at the
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FIGURE 5.5: Experimental results from varying the drive amplitude over a wide range (0.5
mT – 40 mT) while keeping drive frequency constant at 20 kHz. A wide range of nanopar-
ticles with a spread of magnetic core sizes were used (Vivotrax, 18.5 nm, 24.4 nm, 27.4 nm,
32.1 nm ImagionBio SPIOs). (a) Resolution generally improves with lower amplitudes and
the trend is similar to the main conclusion reported by Croft et al. (Croft et al., 2016). A
near 2-fold improvement was observed for Vivotrax. (b) Similar trends in resolution was
observed across the wide range of nanoparticles used. Some SPIOs, such as IB 27.4 nm
and IB 32.1 nm had larger improvements in resolution as drive amplitude was lowered.
Solid lines represent our theoretical resolution model. (c) However, sensitivity decreases
essentially linearly with amplitude, showing that sensitivity has to be sacrificed for reso-
lution improvement for the low amplitude strategy. Solid lines represent the linear trend
expected from the SPIO’s dM/dt response to the decreased slew rate drive field by Fara-
day’s law. Interestingly, while there is less phase lag (relaxation) at higher amplitudes, the
resolution is worse. As Croft et al. 2016 has shown, this is because the blurring effect is
amplified for larger amplitudes because the MPI trajectory is correspondingly wider and
the blur is mapped onto a larger region in space. This amplification effect outweighs the
drop in relaxation.

drive frequency f0 and therefore the SPIO signal at f0 is also lost in the raw
received signal. Because more of the SPIO signal energy exists at f0 at low
drive amplitudes, this means that there is effectively less raw signal avail-
able (on top of the effects of Faraday’s law). Although this lost f0 informa-
tion can be recovered robustly (lu˙2013), SNR is dependent on raw signal
received and is still decreased by this effect. To offset this SNR loss, the
receive bandwidth can be decreased correspondingly. This is justified be-
cause there is very little signal information at the higher harmonics and the
resultant image is negligibly distorted by the removal of these harmonics.
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5.4.6 Magnetic Slew Rate Alone Cannot Predict MPI Perfor-
mance

One possibility for simplifying this study is to use magnetic slew rate as
opposed to tuning both drive amplitude and drive frequency. However, as
shown in Eqn.5.11 and Eqn.5.12, increases in drive frequency does not al-
ways offset changes made by decreases in drive amplitude. For instance in
Eqn.5.12, while ∆x changes linearly with Hamp, the phase lag change with
frequency is not guaranteed to be linear. Furthermore, there is some depen-
dence of the phase lag on Hamp due to the field-dependence of Brownian
and Néel time constants in Eqn.5.1. Another example in point is the use of
very low amplitude and correspondingly very high frequency drive wave-
forms. While magnetic slew rate would predict equal MPI performance due
to the unchanged slew rate, from a physics viewpoint, the low magnetic
torque generated by the very small Hamp combined with very short drive
periods would result in the incomplete magnetization of the SPIO and the
corresponding resolution and sensitivity losses. The typical results seen in
AC susceptometry (dynamic susceptometry) support this idea because any
nanoparticle will start to show drops in the magnitude of magnetic sus-
ceptibility χ that indicate incomplete magnetization at higher frequencies.
Therefore, for the wide range of frequencies and amplitudes used in this
study, simplifying the optimization to only tune the magnetic slew rate is
not feasible.

5.4.7 Similar Conclusions are expected for System Matrix
Reconstruction

System matrix reconstruction first calibrates for a system function by in-
dividually measuring the spectral response of an SPIO point source posi-
tioned at every voxel of the eventual image. This information is encoded in
the system matrix S. This matrix can be understood as a spatial sensitivity
map describing the spatial sensitivity profile of each harmonic. Reconstruc-
tion of the image is then simply a matrix multiplication of S−1 with the
received response v (Rahmer2009-tr).

A widening of the SPIO time-domain response is observed as a steeper
decay of the signal strength at higher harmonics. This change in response
can be modeled as a convolution-type function on the system function
leading to blurring of the high-resolution components (Rahmer2009-tr). In
terms of sensitivity, because the same SPIO magnetization change is spread
out over a larger amount of time, the reconstructed peak height of the SPIO
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FIGURE 5.6: Experimental results from varying the drive frequency over a wide range (0.5
kHz – 416 kHz) while keeping drive amplitude constant at 20 mT. A wide range of nanopar-
ticles with a spread of magnetic core sizes were used (Vivotrax, 18.5 nm, 24.4 nm, 27.4 nm,
32.1 nm ImagionBio SPIOs). (a) Resolution generally improves with lower frequencies and
significant phase lag, where the MPI signal lags behind the applied field resulting in an
offset point spread function, is observable at high frequencies of 96 kHz. A 4-fold im-
provement was observed for IB 32.1 nm going from 96 kHz to 0.5 kHz, showing the high
sensitivity of large core SPIOs to drive frequency. (b) For smaller core SPIOs (VivotraxTM,
IB 18.5 nm and IB 24.4 nm), the results show that resolution improves with lower frequen-
cies, although to a lesser extent than an equal change in amplitude as shown in Fig. 5.5. (c)
Sensitivity decreases with frequency, showing that low frequency approaches also sacrifice
sensitivity for resolution improvement. However, unlike the varying amplitude strategy in
Fig. 5.5, at high frequencies sensitivity no longer varies linearly with drive frequency and
falls away from Faraday’s law. This is because the SPIO rotation cannot keep up with the
high drive frequency. This is confirmed by phase lag measurements that show significant
increases in phase lag with increasing frequency. This increased phase lag also leads to
worse resolution from relaxation-induced blurring.

temporal response is lower and closer to the noise floor. Furthermore, if
the dynamics of SPIO magnetization are on a similar order of magnitude as
the period of a drive waveform, the SPIO will not fully magnetize even by
the end of the period, leading to a lower SPIO magnetization change than
expected and overall lower MPI signal throughout the drive period.

5.5 Methods

5.5.1 Berkeley 3D MPI Scanner

The Berkeley 3D MPI Scanner uses a field-free-line configuration at gra-
dient strength of 6.3 T/m. The scanning trajectory uses a combination of
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electromagnets and mechanical shifting of the animal/sample to shift the
field-free-line within an x-z plane. Full 3D imaging is performed by taking
different projection angles via rotating the animal/sample. X-space recon-
struction is used to obtain projection images from the data. Subsequently,
filtered backprojection (similar to CT) is used for reconstruction. The entire
MPI field-free-line reconstruction algorithm is described in detail in prior
work (Konkle et al., 2013). For the images used in this work, the field of
view is 4 cm × 4 cm × 4 cm with a scanning time of 1 minute. The drive
waveform used is 20 kHz at 20 mT amplitude.

5.5.2 Berkeley Arbitrary Waveform Relaxometer

The Berkeley Arbitrary Waveform Relaxometer measures the point-spread-
function characteristic of MPI tracers with a wide range of MPI drive wave-
forms. The untuned nature of the device enables the use of drive wave-
forms between DC – 400 kHz with amplitudes up to 40 mT. We exploit
the frequency-flexibility of this device to optimize the MPI drive waveform
across a wide parameter space. Like other MPI spectrometers and relax-
ometers (Behrends, Graeser, and Buzug, 2015; Fidler et al., 2015; Bauer et
al., 2016a; Garraud et al., 2017), this device does not utilize magnetic gradi-
ents and thus only measures the dynamic magnetization characteristics of
the MPI tracer. However, the point-spread-function (PSF) characteristic can
predict for imaging performance such as sensitivity and resolution because
MPI is an LSI imaging modality (Goodwill and Conolly, 2010) where the
MPI image can be described as the convolution of the tracer spatial distri-
bution with the PSF characteristic. Prior work has confirmed this by show-
ing that the resolution predicted by the PSF for this device correlates well
with the actual resolution achieved on the 3D MPI scanner (Tay et al., 2016).
Because the 3D MPI Scanner uses a fixed frequency of 20 kHz, to accurately
confirm the imaging performance predicted by the different drive frequen-
cies (other than 20 kHz) used in this work, we modify the Berkeley Arbi-
trary Waveform Relaxometer with a permanent magnet array to create a 3.5
T/m field-free-line gradient. Although the field-of-view is small, we are
able to obtain 2D projection images of point sources to verify the improved
imaging performance predicted by our relaxometer results.

5.5.3 Magnetic Nanoparticles

Imagion Biosystems PrecisionMRX SPIO nanoparticles (Imagion Biosys-
tems, Inc. Albuquerque, NM,USA) with carboxylic acid coated outer shell
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FIGURE 5.7: Experimental Results when using the low amplitude high frequency strategy.
This strategy is found to be optimal for small core size SPIOs (VivotraxTM, IB 18.5 nm, IB
24.4 nm). Optimal points are marked with asterisks and the optimal overall region consid-
ering all the 3 SPIOs is shaded in grey. For small SPIOs, decreasing amplitude and adapting
the frequency to maintain a fixed slew rate of 400 T/s shows that resolution improves with
lower amplitudes. Importantly, we see that sensitivity stays approximately the same fol-
lowing Faraday’s law, achieving our objective of improving resolution without trading-off
sensitivity. Beyond 160 kHz, the sensitivity starts to drop and depart from Faraday’s law
while resolution shows no improvement. Thus, we obtain an optimum parameter set of 2.5
mT – 5 mT and 160 kHz – 80 kHz. Similar trends were observed for the IB 18.5 nm and IB
24.4 nm with a very similar optimum parameter set. The phase delay plot shows that the
optimal performance parameter set does not correlate well with the minimal phase delay
point, again emphasizing that relaxation alone (phase delay) is a limited metric for MPI
performance. In contrast, for large core size SPIOs (IB 27.4 nm and IB 32.1 nm), decreasing
amplitude and adapting the frequency to maintain a fixed slew rate of 400 T/s shows a
significant drop in sensitivity everywhere across the tested parameter range. Unlike the
smaller cores, we are unable to maintain high sensitivity by using high frequency to offset
lower amplitudes. This is because the larger nanoparticles simply cannot rotate well when
pushed to a faster frequency. Thus, the low amplitude high frequency strategy does not
work as well for large core sizes.

and varying core diameters were used for this study. The core diameters
used are 18.5 nm, 24.4 nm, 27.4 nm and 32.1 nm where the former two are
classified as small core tracers and the latter two are classified as large core
tracers. Details regarding the performance and characterization of these
nanoparticles are detailed in prior work (Tay et al., 2017). In addition, aque-
ous suspensions of multi-core dextran magnetite nanoparticles (Ferucarbo-
tran, Meito Sangyo, Japan) were used to serve as reference representing the
performance of conventional MPI. For all AWR 1D measurements, 30µl of
SPIOs at 5 mg/ml was used (0.150 mg Fe total sample).
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5.5.4 Calculation of Resolution

We use the Houston criterion for spatial resolution in this study. The metric
used is this the full-width-half-maximum (fwhm) of a point source. For
relaxometer data, this value is simply the width of the MPI signal peak
measured at half of the peak height. Because relaxometers measure the
MPI response to a varying applied field (mT/µ0), the fwhm is converted
to spatial resolution in millimeters by simply dividing by the MPI gradient
to-be-used. Here, we use 6.3 T/m to match the Berkeley 3D MPI scanner.
This method to convert relaxometer data to a spatial resolution metric has
been well-validated in prior work and the converted spatial resolution have
been shown to correlate well with actual MPI imaging performance on the
3D scanner (Tay et al., 2016).

5.5.5 Calculation of Sensitivity

Sensitivity is measured by the height of the MPI signal peak from relaxome-
ter data divided by the iron mass of the MPI tracer used to give a mV/mg Fe
metric. The pre-amplifier gain used was accounted for so the final mV/mg
Fe would be the actual MPI signal with a pre-amplifier gain of 1.

5.5.6 Calculation of Phase Lag

The relaxation delay was obtained from cross-correlation of positive and
negative signals. This time-delay is simply converted to radians for a phase
delay value.

5.6 Results

5.6.1 Small Core SPIOs: Low Amplitude and Low Fre-
quency both improve resolution at the cost of sensi-
tivity

Typical MPI drive waveforms today use 20 – 25 kHz frequency and approx-
imately 20 mT amplitude (Zheng et al., 2017; Yu et al., 2017b; Graeser et
al., 2017). Previous work has proposed the use of small amplitude drive
waveforms (Croft et al., 2016) or low frequency drive waveforms (Tomitaka
et al., 2015; Kuhlmann et al., 2015; Murase et al., 2015) to improve MPI per-
formance. Here we experimentally test these suggestions on two classes
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FIGURE 5.8: Experimental Results when using the low frequency high amplitude strat-
egy. This strategy is found to be optimal for large core size SPIOs (IB 27.4 nm and IB 32.1
nm). Optimal points are marked with asterisks and the optimal overall region consider-
ing all the 3 SPIOs is shaded in grey. Because large core sizes have increased sensitivity
to frequency, we need to use lower frequencies. However, we cannot use too high an am-
plitude as well, thus we change the slew rate to be lower at 50 T/s so as to enable low
frequency and medium amplitudes. We observe that this experimental series works much
better for larger cores, obtaining an optimum parameter set of 10 mT and 5 kHz. We see
that sensitivity remains constant up to approximately 5 kHz beyond which large devia-
tions from Faraday’s law is observed. 5 kHz is optimal because spatial resolution is the
best for 32.1 nm and very close to the best resolution for 27.4 nm. For small core sizes, de-
creasing frequency and adapting the amplitude to maintain a fixed slew rate of 50 T/s does
not improve resolution with decreasing frequency, underscoring that for small core sizes,
amplitude is the dominant factor affecting resolution. Because sensitivity is lower than the
low amplitude high frequency approach while resolution did not improve, this low fre-
quency high amplitude series is not optimal for small cores. This shows that for small core
sizes, it is better to ensure small drive amplitudes and to have a very high frequency even
if the net slew rate is high.

of nanoparticles - small core sizes (vivotrax, 18.5 and 24.4 nm ImagionBio
single core SPIOs) and large core sizes (27.4 and 32.1 nm ImagionBio single
core SPIOs).

The results show that in general, lower frequencies and lower ampli-
tudes improve resolution as predicted by prior work. However, a deeper
analysis reveals that this comes at a significant cost of decreased sensitiv-
ity. Furthermore, the sensitivity decreases almost linearly with lower am-
plitude or lower frequency, resulting in more than 10-fold drop in sensitivity
when implementing the low amplitude and low frequency strategies. This
shows that the simple strategy of monotonically decreasing amplitude or
frequency to improve MPI performance is not desirable and underscores
the importance of finding the optimum parameters so as to minimize sensi-
tivity loss while obtaining as much resolution improvement as possible.
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The modified resolution model we described in the theory section shows
good agreement with the experimental data. This shows that the combina-
tion of the following 4 factors well describes how MPI resolution can be
calculated: (1) ideal (base) resolution defined by Langevin theory that is
dependent on particle (effective) magnetic core size (2) Relaxation delays
of the SPIO magnetization causing blurring (3) Blurring amplification by
mapping the MPI signal to a wider region in space due to larger amplitudes
/ wider MPI trajectories (4) Blurring amplification caused by incomplete
magnetization of the SPIO where the corresponding effect of ”peak depres-
sion” causes effective resolution (full-width-half-maximum) to decrease.

We used Faraday’s Law to model the expected (linear) sensitivity in-
crease with amplitude or frequency. Plotting the data against Faraday’s
predictions helps visualize where the SPIOs are unable to keep up with the
expected magnetic moment rotation speed that is set by the drive wave-
form. For example, at high frequencies, the deviation from Faraday’s be-
comes larger because the SPIOs are unable to rotate fast enough and as a
result do not magnetize fully and generate the expected MPI signal. The
fixed offset observed of the data from the Faraday’s plot for the top row
of Figure 4 can be attributed to 20 kHz being slightly too high such that
the achieved dM/dt is slightly lower than expected because the SPIO does
not rotate as fast as expected. Looking at the bottom row, we see that at
low frequencies, the sensitivity measured matches well with Faraday’s and
only deviates starting from 10 kHz. This delayed and incomplete magneti-
zation also has implications for resolution as described in the earlier theory
section.

Notably, when increasing frequency, we get more phase lag (relaxation
effects) but less net blurring. In contrast, when increasing amplitude, we get
less phase lag but more net blurring than the frequency case. This clearly
shows that the MPI drive amplitude is the dominant factor affecting resolu-
tion. This is in agreement with the results from (Croft et al., 2016), where
it was shown that mapping the relaxation blurring effect to a larger region
in space (due to large amplitudes leading to wide trajectories) amplifies the
blurring effect on resolution. Because amplitude has a dominant effect of
resolution, a possible strategy is to use low amplitudes but high frequen-
cies so as to use the high frequencies to compensate for the sensitivity loss
from the low amplitudes.

122



Chapter 5. Optimal Drive Waveforms for High Resolution and High
Sensitivity MPI

FIGURE 5.9: Experimental data from Fig 4 - 7 are plotted on resolution vs. sensitivity axes
for easier visualization of optimal points. (a) Low amplitude only experimental series.
The plot shows that decreasing the amplitude while keeping frequency constant results
in monotonically better resolution but worse sensitivity. There are no optimal points ob-
served and resolution is traded off for sensitivity. (b) Low frequency only experimental
series. Similar to (a), no optimal points are observed and low frequency incurs a significant
trading off of sensitivity for resolution.

5.6.2 Large Core SPIOs have higher sensitivity to frequency
than small core SPIOs

Keeping frequency constant at 20 kHz and varying amplitude shows that
resolution improves with lower amplitudes. A 3-fold improvement was
observed. However, sensitivity decreases almost linearly with amplitude,
showing that sensitivity has to be sacrificed for resolution improvement for
the low amplitude strategy. Phase lag stays approximately constant and
only drops at large amplitudes. The slight drop at large amplitudes can help
explain the sinusoidal shape of the resolution curve where the resolution
does not worsen as much with amplitude after 20 mT.

Keeping amplitude constant at 20 mT and varying frequency shows that
resolution improves with lower frequencies with a 3-fold improvement ob-
served. Sensitivity also decreases with frequency, showing that low fre-
quency approaches also sacrifice sensitivity for resolution improvement.
Phase lag dramatically increases with high frequencies, and this leads to
large deviations from Faraday’s for the sensitivity data due to incomplete
SPIO magnetization.

In general, mostly similar trends as observed for the large core case with
a few notable exceptions. (1) Increasing frequency has a larger blurring ef-
fect than that observed for the small core case. As such, in contrast to the
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small core case, drive amplitude is no longer the dominant resolution deter-
minant and both frequency and amplitude control the resolution. (2) Sen-
sitivity and phase lag worsens dramatically at high frequencies, therefore,
making a high frequency strategy untenable for large core sizes.

5.6.3 Small Core SPIOs: Low amplitude (2.5 – 5.0 mT) and
high frequency (80 – 160 kHz) approach is optimal

As described in the previous section, because amplitude has a dominant
effect of resolution, a possible strategy is to use low amplitudes but high
frequencies so as to use the high frequencies to compensate for the sensi-
tivity loss from the low amplitudes. Here we investigate this strategy by
maintaining a constant slew rate while varying amplitude and frequency
as a pair (when amplitude goes down, frequency is increased to maintain
constant magnetic slew rate). The results in Fig. 5.7 show that for small
core SPIOs, improved resolution is achieved without the concomitant loss
in sensitivity observed for the simple low amplitude only approach shown
in Fig. 5.5.

For small cores, decreasing amplitude and adapting the frequency to
maintain a fixed slew rate of 400 T/s shows that resolution improves with
lower amplitudes. Beyond 160 kHz, the sensitivity starts to drop while reso-
lution shows no improvement, therefore, we obtain an optimum parameter
set of 2.5 mT – 5 mT and 160 kHz – 80 kHz. Comparison to the standard
20 kHz and 20 mT shows negligible change in sensitivity while resolution
improves from 1.6 mm to almost 1.0 mm. Similar trends were observed for
the ImagionBio SPIOs of 18.5 nm and 24.4 nm with a very similar optimum
parameter set. The phase delay plot shows that the optimal performance
parameter set does not correlate well with the minimal phase delay point,
again emphasizing that relaxation alone (phase delay) is a limited metric for
MPI performance.

In contrast, in Fig. 5.8, decreasing frequency and adapting the ampli-
tude to maintain a fixed slew rate of 50 T/s shows that resolution does not
improve with decreasing frequency, underscoring that for small core sizes,
amplitude is the dominant factor affecting resolution. Because sensitivity is
lower than the top row data while resolution did not improve, we see that
the series where amplitude is varied and slew rate is fixed at 400 T/s is the
optimal series. This shows that for small core sizes, it is better to ensure
small drive amplitudes and to have a very high frequency even if the net
slew rate is high.
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5.6.4 Large Core SPIOs: Low amplitude (∼ 8 mT) and
medium frequency (∼ 6 kHz) approach is optimal

Because large core SPIOs have a much larger sensitivity to frequency than
small core SPIOs, we cannot use the low amplitude high frequency strategy.
To maintain the resolution gains from low amplitude while maximizing sen-
sitivity requires titrating the increase in frequency before a critical threshold
where frequency sensitivity increases. As such, we change the slew rate to
be lower at 50 T/s so as to enable low frequency and medium amplitudes.
We observe that this experimental series works much better. This is because
for large core sizes, their magnetic moment rotation is dominated by Brown-
ian relaxation and requires the entire nanoparticle to physically rotate. Due
to viscous drag forces, it is difficult to achieve high rotation frequencies and
our experimental results show that performance starts to decrease dramat-
ically above 5 kHz. As such, the optimal parameter set for both resolution
and sensitivity is around 10 mT and 5 kHz for large core sizes between 27.4
– 32.1 nm as shown in Fig. 5.8. Comparison to the standard 20 kHz and 20
mT shows > 2.5-fold improvement in resolution for 27.4 nm SPIOs while
sensitivity does not deviate much from the expected Faraday value. Similar
results are obtained for 32.1 nm SPIOs. Despite the fact that the net drive
waveform slew rate is lower by a factor of 8 than the typical 20 kHz, 20 mT
drive waveform, the loss in sensitivity is only 3 – 5 fold.

When using the low amplitude high frequency strategy for large core
sizes, we observe non-optimal results as expected. In essence, while res-
olution improves with lower amplitudes, despite a constant slew rate, the
sensitivity drops consistently with the compensate increase in frequency.
This emphasizes the high sensitivity to frequency for large core size parti-
cles. Because larger cores have high relaxation and are unable to catch up
to higher drive frequencies, this results in incomplete magnetization, lower
dM/dt and thus lower MPI signal and sensitivity. Therefore, unlike smaller
cores, we are unable to compensate for the loss in sensitivity from low am-
plitude by increasing frequency since the nanoparticle simply cannot rotate
well when pushed to a faster frequency.

Again, similar to the small core size SPIOs, we observe here that the
phase lag plot does not correlate well with the optimal MPI performance.
The point of minimum phase lag (minimum relaxation effect) does not
have the best MPI performance (whether resolution or sensitivity). This
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FIGURE 5.10: Experimental data from Fig 4 - 7 are plotted on resolution vs. sensitivity
axes for easier visualization of optimal points. (a) In contrast with Fig 5.9, with a low
amplitude high frequency approach (constant slew rate of 400 T/s), we observe optimal
points in the plot. The steep valley like plots show that good resolution can be obtained at a
optimal parameter set with a minimal cost in sensitivity. Comparison to the 20 kHz 20 mT
standard MPI parameters (*Typ marking) show that resolution is significantly improved
and sensitivity is negligibly affected. (b) Similar results are observed for large SPIOs when
a constant slew rate of 50 T/s is used. Optimal points are easily identified on the plots.
Very significant improvements in resolution are achieved over standard MPI but at some
cost of sensitivity. This is mainly because a 8-fold lower slew rate is used to match the large
core SPIOs that are not normally suitable for conventional MPI at 400 T/s slew rate.

emphasizes that regardless of the nanoparticle behavior or size, the relax-
ation delay alone does not predict well for MPI performance. MPI perfor-
mance requires consideration of more factors and is more complex as de-
scribed in our theory section. The drive waveform parameters and map-
ping/gridding process, as shown by all the results up to this point, is a
critical factor in determining MPI performance.

5.6.5 Expanded MPI resolution model matches well with
measured data

Fig.6 – 9 show good agreement of measured resolution values with our
expanded MPI resolution model described in the theory section. Gener-
ally, large deviations from the model only occur at very poor resolutions
(> 4mm) where the MPI reconstruction algorithm may not work well at
obtaining an accurate point spread function or image. This validates our
model that MPI resolution is affected by peak depression blurring effects in
addition to previously characterized amplitude and relaxation phase delay
blurring effects.

126



Chapter 5. Optimal Drive Waveforms for High Resolution and High
Sensitivity MPI

5.6.6 Small Particles: Proof of global bound on error

Placeholder now: showing two time-domain signals on same plot (same
slew rate at zero-crossing but different amplitude) - show that larger ampli-
tude has spill-over as opposed to low amplitude. Panel of 1 x 2. Also show
windowing helps but not by much.

5.6.7 Large Particles: LAHF failure due to incomplete mag-
netization of the SPIO at pFOVs centered at or near the
SPIO particle

For pFOVs near the particle, Tau(H) is extremely long due to the low am-
plitudes. As a result, the particle magnetizes to a significant lower extent
than the steady-state M-H curve predicts. This means there is much lower
signal energy in this pFOV. However, at pFOVs farther from the particle,
Tau(H) is much shorter and particle is able to magnetize to the steady-state
M-H curve, and signal energy matches that predicted by the Langevin. As
a result, because we get significantly lower MPI signal when scanning at
the particle but still receive unaffected blurring from the Langevin ”tails”
when further from the particle, the spatial resolution is worsened. This is
equivalent in effect to a peak depression of the steady-state Langevin PSF.
This is illustrated in Fig. 5.3.

HALF works better due to the dependence of Tau on applied field. For
small particles, the effective Tau very quickly reaches negligible levels with
applied field. However, this is not the case for larger particles that have
Brownian-dominant relaxation. Large amplitude excitation fields enable
these particles to rotate faster by Brownian mechanisms or may even enable
a switch from Brownian to Neel mechanisms. The low frequency signifi-
cantly reduces the impact of the peak depression phenomenon described in
the last section as the particle now has enough time to rotate.

5.7 Discussion

5.7.1 Low Amplitude, High Frequency Drive Waveforms
are Optimal

As shown from the results, we obtained optimal drive waveform of 2.5 – 5
mT and 80 – 160 kHz for the most commonly used small core size SPIOs
in MPI. This is starkly different from the typical 20 kHz and 20 mT used
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FIGURE 5.11: MPI drive waveform safety limits in a human compared to the optimal
drive waveforms obtained in this study. The experimental series of the low amplitude high
frequency series and the high amplitude low frequency series are plotted, showing that
the optimal points obtained for the respective series fall within safety limits. The optima
for low amplitude high frequency are on the edge of the safety limits but because this is
in the SAR dominated regime and the 4 W/kg SAR limit used for this plot is relatively
conservative, the optimal waveform here can be considered to be safe.
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in most of MPI literature and presents a significant break from the status
quo. The gains afforded from changing to this optimal parameter set are
significant, with 1.5 − −2-fold improvement in resolution while sensitivity
is negligibly affected. Our work has therefore demonstrated a novel way
to image in MPI by changing significantly the drive waveform parameters
in order to achieve a significant improvement in imaging performance over
the current imaging procedure.

5.7.2 Magnetostimulation and SAR Safety Considerations

From prior work by Saritas et al. (Saritas et al., 2013a), the magnetostim-
ulation and SAR safety limits have been calculated for a human torso in
terms of drive amplitude and frequency. Referencing this work, we plot
our optimal experimental series on the same axes (see Fig. 5.11). The cal-
culation constants used are r0 = 15 cm, σ = 0.3 s/m, ρ = 1000kg/m3,
Bmin = 14 mTpp, Tc = 100µs. From the figure, we see that the optimal
waveforms that resulted from our optimization are within safety limits of
both magnetostimulation and SAR. While one of the experimental series
(high freq series) is very close to the limit, because this is in the SAR domi-
nated regime and the 4 W/kg limit used for this plot is relatively conserva-
tive, the optimal waveform here can be considered to be safe. Furthermore,
a slightly lower duty cycle during imaging (brief pauses during the imaging
sequence) can be implemented to ensure that the average SAR is within 4
W/kg. The slightly lower duty cycle should have a negligible effect on scan
time, but make sure that the drive waveform falls well within safety limits.
For instance a 90% duty cycle only increases scan time by about 10%.

5.7.3 Relationship to System Matrix Reconstruction

Although the x-space method: point spread functions and full-width-half-
maximum was used to analyze the resolution and sensitivity in this paper,
we expect similar conclusions for system matrix reconstruction. The har-
monic spectra of our experimental data show steeper slopes when resolu-
tion is worse, matching conventional methods in prior work on use of har-
monic spectra to predict resolution or well-posedness of the inverse recon-
struction problem. Notably, with system matrix reconstruction, it is possi-
ble to tradeoff sensitivity for resolution due to the deconvolution procedure.
Regardless, optimizing the drive waveform to obtain a good harmonic spec-
tra (which corresponds to a sharp and narrow point spread function), prior
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to deconvolution, is still very important. In Figure X, we compare the har-
monic spectra of conventional MPI to that of our optimal drive parameters
and show an improved harmonic spectra, therefore confirming that our re-
sults are still relevant to system matrix method of reconstruction.

Interestingly, with lower amplitudes, because each half-period only tra-
verses a very small portion of the SPIO magnetization curve, only a few har-
monics are obtained because each small region of the magnetization curve is
closer to being linear the lower the amplitude of the drive waveform. How-
ever, improved resolution is still able to be achieved. We attribute this to the
fact that these higher harmonics are not stored in harmonics of the funda-
mental of the drive waveform, but rather in the intermodulation harmonics
(sidebands) that result from the selection field coils slowly shifting across
the field-of-view. This selection field shift frequency is much lower at about
10 Hz, and therefore all the high resolution harmonic data is stored in the
intermodulation sidebands. As such, paradoxically, even when we excite at
80 – 160 kHz, we do not require a 10 MHz bandwidth to collect enough har-
monics, but have our high resolution harmonic data in the intermodulation
sidebands of the first few fundamental frequency harmonics.

5.7.4 Implementation on Preclinical Scanners and Path to
Clinical Application

As shown in Fig. 5.11, the new optimal drive waveform proposed is safe
for humans (mainly due to the low amplitudes). The main implementa-
tion challenge will be shifting the transmit and receive bandwidth to higher
frequencies. At higher frequencies, the transmit chain could potentially
consume more power due to thermal losses from the enhanced skin effect.
However, with appropriate choice of litz wire, this problem can be miti-
gated. For the receive chain, it may be difficult to capture 40 – 50 harmon-
ics if the fundamental frequency is increased to 100 kHz. Digital-to-analog
converters typically trade-off dynamic range and receive bandwidth and
therefore it may be challenging to have affordability that maintains a large
dynamic range while acquiring up to 10 MHz of bandwidth. Fortunately,
due to the small amplitudes, only a small region of the SPIO magnetiza-
tion curve is traversed, and this means that it may not be required to record
that many harmonics to accurately reproduce the SPIO response. The se-
lection field (at much lower frequency), helps cover the entire (saturation)
magnetization response range and therefore we expect to see a transfer of
energy from the fundamental harmonics to the intermodulation sidebands.
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Therefore, it may be possible to keep the conventional receive bandwidth of
1 MHz even at a larger fundamental frequency because the high resolution
information is transferred to the intermodulation sidebands due to the low
drive amplitudes.

5.8 Conclusion

In this first study of its kind, we experimentally optimize the drive wave-
form across an unprecedented 0.4 kHz – 416 kHz and 0.5 mT – 40 mT ampli-
tude for a wide variety of nanoparticles from Resovist-like clusters to single
core nanoparticles of various core sizes to determine optimal waveforms
for each nanoparticle. We show that when optimizing for both factors, the
trends are no longer monotonic and there are clear optimal drive frequen-
cies and amplitudes. We present novel drive waveforms that show 2-fold
improvement in spatial resolution without loss of MPI tracer sensitivity.
Lastly, we compare these optimal waveforms to SAR and magnetostimula-
tion safety limits and show that our optimal parameters (2.5 – 5 mT and 80 –
160 kHz) for high resolution and high sensitivity Magnetic Particle Imaging
are safe for human imaging. The new waveforms are significantly different
from conventional MPI with approximately an order of magnitude change
in both amplitude and frequency. The optimization findings are also robust
across nanoparticles within the same size class (only two classes - large and
small). Thus, we have optimized and discovered a novel drive waveform
for MPI with significant improvements in resolution while maintaining the
high sensitivity of conventional MPI. We hope our findings will help advise
future MPI scanner design for improved performance.
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Chapter 6

Strongly Interacting Magnetic
Particle Imaging (SiMPI)

6.1 Introduction

Conventionally, Magnetic Particle Imaging likes to think about each
nanoparticle as an independent, non-interacting magnetic domain. This al-
lows the ensemble of nanoparticles to be well-modeled by the Langevin
model of superparamagnetism. Here, we explore the possibility of hav-
ing nanoparticles close enough to strongly interact. We demonstrate a new
method in Magnetic Particle Imaging to exploit these strong inter-particle
interactions to achieve (in theory) the ideal step-like magnetization. This
would enable very large resolution improvements in theory due to the
delta-like point spread function achieved. In addition, the signal strength is
also improved by a few orders of magnitude as the magnetization goes from
positive saturation to negative saturation very quickly. In practice, without
any deconvolution, we observe 100-micron spatial resolution in 2D imaging
and more than 100-fold improved sensitivity compared to the current MPI
de facto standard, Resovist. In this work, we outline a theoretical model for
how inter-particle interactions can dramatically improve MPI performance
and show experimental data demonstrating achieved MPI performance im-
provements. We also discuss practical challenges remaining as well as po-
tential strategies to tackle them.
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FIGURE 6.1: Initial results showing the large improvement in resolution with SiMPI over
the best-performing nanoparticles with conventional MPI. This is the main motivation of
developing SiMPI.

6.2 Theory

6.2.1 Conventional Magnetic Particle Imaging vs Strongly
Interacting Magnetic Particle Imaging

In conventional magnetic particle imaging, the nanoparticles are considered
to be independent single-domain magnetic dipoles that have negligible in-
teractions with each other and are only affected by the external MPI gra-
dient and excitation (drive) fields. As such, models such as the Langevin
model look at the ensemble behavior of many individual magnetic dipoles
and provide a means to look at the net magnetic behavior from an external
observer by summing the (probabilistic) thermal and applied magnetic field
effect on each nanoparticle.

In this new variant of magnetic particle imaging, we depart from con-
ventional assumptions and in fact, seek to exploit the effects of inter-particle
interactions. We seek to make these interactions very strong in order to reap
the many benefits that we will explain in more detail later on. As a result
of this objective, we name this new way for imaging Strongly Interacting
Magnetic Particle Imaging.
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6.2.2 Requirements for SiMPI, Challenges and Initial Solu-
tions

The key aspect of SiMPI is that the nanoparticles are close enough to in-
teract. This requires a few things: (1) The concentration is high enough
that nanoparticles have a significant chance to collide in a way that they
will ”magnetically capture” each other and start forming a nucleus where
more and more nanoparticles join, and each of them are close enough to
each other to have their magnetic dipoles strongly interact across particles,
(2) The outer (non-magnetic) coating or shell of the nanoparticles cannot be
too thick such that it prevents close enough proximity between the mag-
netic cores to strongly interacting, (3) ensuring that all the nanoparticles ex-
ist within strongly-interacting multi-particle structures as described above.
This is essential since the single, non-interacting, nanoparticle is also able to
contribute to the MPI signal but with less desirable imaging characteristics
(as will be explained later), and as such, it is to our interest to ensure that all
nanoparticles exist within multi-particle structures.

As a result of the three conditions above, some challenges are immedi-
ately evident. Firstly, MPI is only a linear and shift-invariant (LSI) system
if we can assume that each nanoparticle behaves in the same way and con-
tributes the same way to the MPI signal. Critically, linearity is depend on the
MPI signal being proportional to the mass of the nanoparticle in the voxel.
In point (1) explained above, we see that the nanoparticles can contribute
to the MPI signal as individual entities or as part of the multi-particle struc-
ture. The ratio of these two states is dependent on the nanoparticle concen-
tration in a non-linear fashion, therefore, in its natural state, SiMPI would
be not LSI due to a concentration latching effect, where SiMPI dominates
over a critical concentration and conventional MPI dominates below that
threshold. Second, in order for nanoparticles to be colloidally stable in wa-
ter, the magnetic core needs to be coated with a hydrophilic coating which
is often rather thick. As a result, current SiMPI has only been observed in
nanoparticles in organic solvents where there is no hydrophilic coating and
magnetic cores are able to approach very close to each other without hav-
ing a minimum distance set by the hydrophilic coating thickness. Work is
currently being conducted to search for a suitable coating that allows phase
transfer of nanoparticles to water while maintaining SiMPI properties.

To address these two challenges, I developed a initial solution where
the nanoparticles are held within a emulsion of oil droplets inside water.
This solves both problems because we achieve high local concentrations of
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FIGURE 6.2: (left) Illustration showing the advantage of an emulsion formulation for
SiMPI. This is just an initial solution, more robust solutions could potentially have the
oil phase replaced by some other (more solid) matrix that sets the nanoparticles in a chain
geometry. (middle) Photo of the shaken emulsion (right) Light microscopy (100x) of the
shaken emulsion.

nanoparticles within each emulsion droplet even if the emulsion itself be-
comes very dilute (for instance, diluted by blood volume after intravenous
injection). With high local concentrations, we can ensure that essentially all
nanoparticles exist within the multi-particle structure when contributing to
the MPI signal, solving the concentration latching problem and ensuring
maximal benefit since every particle is performing SiMPI rather than being
”wasted” as a conventional particle. Also, there is no need for a hydrophilic
coating on each magnetic core since the hydrophilic coating is addressed by
the surfactant that forms the shell of each emulsion droplet, and therefore,
the magnetic nanoparticle cores can almost touch, enhancing the beneficial
effects of very strong magnetic interactions between particles. The initial
proof-of-concept was performed with a shaken emulsion of 0.2 mg/ml UF
RL3 nanoparticles in toluene with DI water. The volume ratio is 1:3, with
1% v/v of Tween-20 or Triton-X as surfactant. Vortexing was done on maxi-
mum intensity for 30 seconds, upon which the initial solution forms a emul-
sion that has the visual appearance of a very light-gray cream/milk.

6.2.3 Model for Inter-Particle Magnetic Interactions when
Particles are in Close Proximity

Magnetic Particle Imaging utilizes superparamagnetic iron oxide nanopar-
ticles (SPIONS) that are essentially ferromagnetic single-domain crystal that
have a permanent magnetization. However, these behave like a paramagnet
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when observed as an ensemble due to thermal agitation forces randomiz-
ing the directions of the dipole moments of individual crystals. Because
each nanoparticle has a permanent dipole moment, they always exert inter-
particle forces on neighboring particles. In most cases when the suspension
is dilute and the particles are far enough apart, these interactions are negli-
gibly weak. The magnitude of the dipole field from a single superparamag-
netic iron oxide nanoparticle falls off with distance as follows:

B(r) =
µ0

4π

(
3r(m · r)

r5
− m
r3

)
Bmax(r) =

µ0m

2πr3

(6.1)

Assuming that the nanoparticles are small enough and sufficiently dis-
tant that their shape and size is not important such that both magnets can be
modeled as being magnetic dipoles, the interparticle force can be described
as:

F (m, r) =
−3µ0m

2

2πr4
(6.2)

where the simplification occurs if r,m1,m2 are all along the same axis.
Thus, it can be seen that the interparticle force varies to the fourth-power of
the interparticle distance.

For typical SPIOs with core sizes of 15 − 35 nm and coating thickness
of 7 − 50 nm (Ferguson2015-yj; Tay et al., 2017), interparticle dipole-dipole
interactions can be considered negligible for typical in-vivo concentrations.
While recent work has shown that for very concentrated SPIO dispersions
(> 39 mM Fe), magnetic dipole-dipole interactions significantly influence
the MPI signal (Them2017-kj), most in-vivo concentrations are relatively
dilute.

Let us consider a magnetite nanoparticle of 20 nm diameter with a typ-
ical magnetic dipole moment m ranging from 10−18 to 10−17. For an inter-
particle distance of 200 nm, the maximum dipole field magnitude at the
position of a neighboring particle positioned along the dipole field is ap-
proximately 0.25 mT and the maximum inter-particle force is 37.5 fN. This
is comparable to typical particle collision forces involved in random ther-
mal Brownian motion that are on the order of 10 fN (Finer, Simmons, and
Spudich, 1994). For this case thermal agitation completely randomizes the
dipole moment directions and thus, we can assume that inter-particle forces
are unable to hold particles in a fixed geometry so that particles experience
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a net local field in one direction from neighboring particles. However, for
an inter-particle distance of 20 nm, the dipole field magnitude increases to
250 mT and the inter-particle force is about 37.5 pN. This is orders of mag-
nitude larger than typical Brownian forces that are approximately 0.01 pN
and one order of magnitude higher than hydrogen bonds (4 pN) and molec-
ular stepper (kinesin on microtubule) bonds (5 pN) (Finer, Simmons, and
Spudich, 1994). Furthermore, this has a positive feedback tendency where
the net dipole moment of a chain of two nanoparticles is larger than that of
one nanoparticle and is therefore stronger at attracting more nanoparticles
to form an even longer chain. As such, it is possible for inter-particle forces
to dominate over thermal agitation forces and hold particles in a favorable
and stable geometry such as a chain.

6.2.4 Theoretical Conditions Necessary for Local Clustering
of Nanoparticles

To evaluate the conditions necessary for local clustering, we perform a sim-
plified 1D analysis of magnetic nanoparticles initially spaced far apart and
at random orientations such that the net ensemble magnetization is zero.
In this case, the average inter-particle force is zero. Upon application of a
homogeneous magnetic field in one direction, the magnetic dipoles align to
face the same direction such that the average inter-particle force is at a (an-
gular) maximum. We can model the simple 1D case of particle motion by
three factors: (1) an attractive magnetic force between particles (2) viscous
drag resisting the motion using Stokes’ law for a small sphere (3) thermal
disordering forces tending to disorder or push apart particles coming to-
gether:

Fnet(r) ≈
−3µ0m

2

2πr4
+ 6πηrhv + Fdisorder (6.3)

Given an infinite amount of time to aggregate, the viscous drag term can
be neglected and thus the ”capture radius” can be calculated as:

3µ0m
2

2πr4
> Fdisorder

r <

(
3µ0m

2

2πFdisorder

)1/4 (6.4)

For a typical magnetite nanoparticle of 20 nm with typical magnetic
dipole moment m of 10−17 to 10−18 and assuming Fdisorder = 0.01pN , the
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capture radius is between 88 nm and 278 nm. This means that the criti-
cal concentration (v/v) is between 0.64to0.03%. In mg/ml for magnetite,
this is about 1.5 mg/ml. Experimentally, this concentration is much higher
than the critical concentration of 0.04 mg/ml where the transition occurs
between SIMPI behavior and conventional SPIO behavior. Modifying the
approximate 0.01 pN value in literature to 0.001 pN and 0.1 fN gives a cap-
ture concentration of 0.25 mg/ml and 0.05 mg/ml. A value of 0.1 fN makes
sense because the force of a single brownian collision is 0.01 pN, therefore,
the averaged net disordering force from many collisions from different di-
rections will be much lower especially when evaluated only in the direction
of the attraction axis.

Another indirect modeling method to calculate this averaged Fdisorder
will be to calculate the diffusion time of a nanoparticle in a viscous me-
dia. The time will allow the calculation of diffusion velocity and therefore
the viscous drag force. This should approximately be equal to the Fdisorder
value.

6.2.5 Close Proximity and Stable Relative Geometry of Par-
ticles Generates Large Local Fields Requiring A Coer-
cive External Field to Overcome

Because the magnetically associated particle ensembles have a stable rela-
tive geometry, any one particle in the ensemble will feel a large local field
caused by its neighbors that are locked in a specific relative geometry to it-
self. The most stable geometry is that of a chain, where the magnetic dipoles
of each particle lines up with the others along a common axis. To evalu-
ate the relative energy of the applied external field versus the internal local
field, we reference prior work from Kornig et al. (Körnig et al., 2014). The
energy from the external applied field can be determined as follows:

Eext = −
n∑
i=1

mi · Bext

Eext ≈ −nmBextcos(Ω− α)

(6.5)

assuming that all crystals in the chain have the same angle α to the chain
axis and have approximately the same magnetic moment m. Ω is the angle
of applied field to the chain axis.
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Now we consider the energy from the local field generated by dipole-
dipole interactions that we term as Eloc assuming that the neighboring par-
ticles have the same angle (αi = αj = α) to the chain axis as the central
particle as laid out in (Körnig et al., 2014):

Eloc =
µ0

4π

n∑
i=2

i−1∑
j=1

(
3(mirij)(mjrij)

r5
ij

− mi ·mj

r3
ij

)

Eloc = −µ0

4π

n∑
i=2

i−1∑
j=1

mimj

r3
ij

(3cosαicosαj − cos(αi − αj))

Eloc ≈ −
2(n− 1)µ0m

2

4πr3

(
3cos2α− 1

)
Eloc ≈ −

2(n− 1)µ0m
2

4πc3

(
3cos2α− 1

)
(6.6)

where the approximation occurs because only the interactions between
neighboring particles are significant and interactions between particles
spaced farther apart can be considered negligible. c is the center-to-center
distance between adjacent particles. The local Bloc along the chain axis in
the 1D case where û is a unit vector along the chain axis, can thus be ex-
pressed as follows:

Eloc ≈ (n− 1)m · Bloc

Bloc =
µ0

4π

n∑
i=2

i−1∑
j=1

(
3(mirij)(ûjrij)

r5
ij

− mi · ûj
r3
ij

)
Bloc ≈

2(n− 1)µ0m

4πr3
(2cosα)

(6.7)

The H-field that is observed locally by any nanoparticle in the chain can
be written as:

Hloc = Hext +
Bloc

µ0

(6.8)

As calculated in the previous subsection, Bloc can be as high as 200 mT.
Since Bloc is much higher than Bext and is aligned with the chain axis, the
magnetic moment of the particles remains aligned with the chain axis. This
basically acts like a coercive offset in Hloc. Because Bloc is a function of α
which in turn is a function of the stability of the chain and the magnitude
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and direction of the 3D applied field vector H (less and less stable as it ap-
proaches the coercive threshold),Bloc decreases asHext approaches the coer-
cive threshold, therefore instantaneously decreasing the coercive threshold.
This triggers a positive feedback cascade where Hloc is rapidly diminished
and the particles align rapidly to Hext, effectively causing a large change in
Hloc locally although there is only a small change inHext. This amplification
of the rate of change of Hloc is modulated by the time constant of the change
in nanoparticle angle α.

The average angle α is related to the ensemble magnetization assuming
single-domain particles with constant magnetic moment, m, as follows:

Mloc(t) = Nmcosα(t) (6.9)

The local magnetization is also described by the Langevin function but
modulated by a time constant to account for the finite delays in the change
of the ensemble magnetization. We can substitute Eqn.6.9 in to form a com-
plete equation:

Mloc(t) = Nm · e−t/τ ∗ L(kHloc)

Mloc(t) = Nm · e−t/τ ∗ L
(
k(Hext +

2(n− 1)m

4πr3
(2cosα(t))

)
Mloc(t) = Nm · e−t/τ ∗ L

(
k(Hext +

2(n− 1)m

4πr3
(2Mloc/(Nm))

)
Mloc(t) = Nm · e−t/τ ∗ L

(
k(Hext +

(n− 1)Mloc

Nπr3

)
Mloc(t) = Nm · e−t/τ ∗ L

(
k(Hext +

F

N
Mloc

)
(6.10)

where F/N is the ratio of the constant describing the field fall-off to the
number density

Prior work with magnetosome chains has shown that the coercive field
is much larger in the geometry of linear chains as opposed to clusters of
nanoparticles (Körnig et al., 2014) where the coercive threshold is lower
than 10 mT. This suggests that chains are responsible for the effect we ob-
serve here since the observed coercive threshold is higher than 10 mT.
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6.2.6 Implications and Re-modeling as a Positive Feedback
System - Schmidtt Trigger

In the previous subsection, we showed that from an energetics perspective,
SPIO chains can be stable and can provide stronger local magnetic fields
than possible with the external applied field alone. We also see that the
local inter-particle fields are strong and provide a form of ”remanent mag-
netization” that opposes changing of each particle’s magnetization.

In this subsection, we show how we can re-model this phenomenon as a
positive feedback system and we draw upon the Schmidtt trigger analogy
to provide a reference model. First, we can rewrite the field felt by each
nanoparticle as the sum of the external applied field and the ”neighbor”
field.

Hnet(t) = Hexternal(t) + αMneighbor(t) (6.11)

Here, the dimensionless alpha term modulates the effect of the SPIOs close-
by and depends mostly on the inter-particle distance. Since the magnetic
fields of the SPIO (modeled as a single-domain dipole) fall off as r3, the
dominant fields are the two adjacent neighbors in the chain. As discussed
in an earlier section, for a small inter-particle distance of 20 nm, the felt-
neighbor-field is approximately 250 mT which is an order of magnitude
higher than typical MPI excitation amplitudes. However, this falls off
quickly with distance and at 200 nm, the field is only 0.25 mT. Clearly,
if SPIOs are almost touching each other, the neighbor-field cannot be ne-
glected and strongly-interacting MPI behavior will manifest.

Substituting this into our magnetization equation, we get:

M(t) = Nm · e−t/τ ∗ L(k(H + αMneighbor(t))) (6.12)

where N [particlesm−3] is the local number density of magnetic particles at
the scale of the interacting chain/crystal, α is a dimensionless coefficient
that depends on inter-particle distance and core size, and Mloc(t) is the lo-
cal magnetization at the scale of interacting chain/crystals. We have also
included finite relaxation dynamics by convolution of the energy-only rela-
tionships with a Debeye relaxation kernel, et/τ .

To further simplify the equation, we rewrite it with normalized dimen-
sionless terms where we are simply concerned with the (dimensionless) po-
larization of the SPIO (normalized to the maximum (saturated) ensemble
magnetization Nm = Msat). We also make the applied field dimension-
less by normalizing to Hsat, which is the applied field needed to achieve

141



Chapter 6. Strongly Interacting Magnetic Particle Imaging (SiMPI)

FIGURE 6.3: (left) Block diagram showing how our model works. (right) Since the
Langevin function saturates and the delay term introduces hysteresis, we see that the out-
put will be very similar to a Schmidtt trigger, whose symbol is an op-amp with a hysteresis
curve. Essentially, like a Schmidtt trigger which is a comparator circuit with hysteresis that
occurs via applying positive feedback to the noninverting input of the amplifier, our SiMPI
multi-particle structure applies positive feedback via local fields to the input field felt by
each particle, and the Langevin behavior of each individual particle gives us the saturator
component. Experimental data showing hysteresis curves from our nanoparticles that look
a lot like Schmidtt trigger input-output curves is shown in Fig. 6.8

Msat. We therefore make the following definitions: u(t) = H(t)/Hsat,
p(t) = M(t)/Msat, and β = αMsat/Hsat = αχSPIO

Our magnetization equation thus becomes:

M(t) = Nm · e−t/τ ∗ L((H + αMloc(t))
1

Hsat

) (6.13)

p(t) = e−t/τ ∗ L(k(u(t) + βp(t))) (6.14)

where k is a constant to adjust the input argument of the Langevin to
achieve Langevin saturation.

This is clearly a positive feedback system and as β increases, the positive
feedback becomes stronger and results in a smaller applied field required to
cause ensemble saturation of magnetization. From the equations governing
MPI performance shown in the beginning of the dissertation in Chapter 1,
MPI SNR improves linearly with Msat/Hsat and spatial resolution improves
approximately linearly with smaller Hsat. Thus, using positive feedback to
force ensemble magnetization to saturation allows Hsat to become smaller
with linear improvements to both SNR and spatial resolution. With good
values for β, in theory, Hsat approaches zero and therefore both SNR and
spatial resolution can be improved near infinitely. This can be understood
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from the fact that the ideal MPI magnetization response of the SPIO is a step
function with step at H = 0 since dM/dH which is the MPI point-spread-
function would be an (near) infinitely tall delta function which gives in-
finitely good SNR and spatial resolution. In reality however, this feedback
circuit has a ”delay term” as magnetization does not occur instantaneously.
Therefore, for realistic scanning times, the ensemble magnetization may not
be able fully polarize and therefore infinitely good MPI performance will
not be achieved. Continuous rastering of the FFP also imply that there will
be some blurring of signal between voxels since by the time positive feed-
back finishes polarizing the SPIOs in a voxel, the FFP may have moved
through several voxels, thus ”smearing” signal between voxels and caus-
ing some inevitable blurring (rather than delta-function-like perfect spatial
resolution). Nevertheless, this method of exploiting positive feedback is a
very powerful method to improve MPI performance and should still give
dramatic improvements in MPI performance.

To analytically solve this positive feedback equation, we first need to
approximate the Langevin operator as L(x) ≈ x∂L/∂x and that the relax-
ation time constant is small enough such that near-infinite feedback loops
can occur within the scan time. Our equation can thus be approximated as
a power series:

p(t) ≈ u(t)∂L/∂x
(
1 + ∂L/∂xβ + (∂L/∂x)2β2 + (∂L/∂x)3β3 + · · ·

)
(6.15)

If |(∂L/∂x)β| < 1, this infinite series converges (since 1/(1−x) = 1 +x+
x2 + · · · ) to :

p(t) ≈ u(t) · ∂L/∂x
1− (∂L/∂x)β

(6.16)

If |β| > 1, this infinite series simply ”hits the rails”:

p(t) ≈ sign(u(t)) (6.17)

Again, we note the potential of strongly-interacting SPIOs to vastly im-
prove MPI performance as we again observe that when β > 1, the output
of the system is simply sign(u(t)) which means that the SPIO magnetization
response is a perfect step function. This translates to, in theory, infinitely
good SNR and spatial resolution. We plot the theoretical input-output of
the SiMPI positive feedback system in Fig. 6.4 for various values of β.
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FIGURE 6.4: Simulated plots of the input u(t) and output p(t) of the SiMPI positive feed-
back system without considering relaxation delays (the Debeye relaxation term is ignored).
100 recursions of the positive feedback loops was used in the simulation. As β approaches
and goes above unity, the SiMPI system becomes more and more like a step function, which
promises near infinitely good SNR and spatial resolution for MPI in theory. In practice
however, relaxation delays limit the number of recursions through the feedback loop and
therefore limit the output of the positive feedback since scanning times must be realistic
and cannot afford to ”wait” forever for near infinite feedback loops to occur.

6.2.7 Analysis involving SPIO relaxation

From the previous subsection, we note that one important caveat is that we
need to account for the relaxation term, as the positive feedback has a delay
term. This will set an effective limit and therefore the M-H curve will not be
a perfect step function. This also implies that there will be some (dynamic)
hysteresis as for a continually changing applied H field, by the time the de-
lay is factored in, the applied field would have moved significantly from the
zero crossing and thus the delayed positive feedback magnetization change
will not be located at the zero point (or the sign-change point). The stronger
the relaxation term, the greater the width of the hysteresis as shown in the
simulated plots from Fig. 6.5. This is the theoretical basis for the minimum
threshold drive amplitude for SiMPI, and also explains why at lower excita-
tion frequencies, the minimum threshold drive amplitude further decreases.
In theory, at very low excitation frequencies, there should be no hysteresis
and no excitation amplitude threshold. In practice however, we still observe
a minimum threshold as seen in Fig. 6.7. We believe that this is the result of
the stability of the chain, since the Langevin equation depends on thermal-
magnetic equilibrium to describe the change in ensemble magnetization.
Because the chain is exceptionally stable once formed, at zero applied field,
it may take a much longer time than predicted by the Langevin model for
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the chain to ”fall apart” and have the net magnetization randomize to zero.
As such, there is a necessary minimum coercive energy input threshold to
force the SPIO chain to reverse magnetization polarity and give SiMPI sig-
nal.

Another factor to take note here is that the time constant for relaxation
has a strong applied field dependence (Deissler, Wu, and Martens, 2014).
For example, the Néel time constant changes by more than 3 orders of mag-
nitude going from zero applied field to 20 mT. The Brownian time constant
changes by more than 10-fold as well for the same range of applied fields.
As such, it may also be the case that positive feedback loops are occurring
at very low drive amplitudes, but because the time constant for relaxation
is so long, the rate of change of magnetization from one polarity to the other
polarity (even if β > 1) takes a very long time. Since the MPI signal is pro-
portional to dM/dt, this results in very low signal strength and SiMPI-like
peaks are hard to observe. On the other hand, if the drive amplitude is
higher, even if the frequency is very low, the time constant decreases signif-
icantly as the drive amplitude increases from zero to the peak amplitude.
As a result, the magnetization change occurs most rapidly close to the peak
of the drive waveform, and since MPI signal is proportional to dM/dt, this
rapid magnetization change is observed as an offset (hysteretic) peak char-
acteristic of the sharp signal peaks expected of SiMPI. Therefore, the ”mini-
mum” drive amplitude may be caused in part by the reduction in relaxation
time constant with applied field.

6.2.8 Parameters governing SiMPI

From the previous subsection we see that the value of β and thus α are
key to SiMPI performance. These parameters are dominated by the inter-
particle spacing. In this subsection, we provide a in-depth definition of
these important parameters.

We can calculate the dimensionless interaction factor α as follows, using
the geometry of the dipolar field and assuming the ideal linear chain:

α = 2k
(r
c

)3

(6.18)

where c[m] is the center-to-center distance between adjacent particles and
r[m] is the core radius. We assume only the effect of the two neighboring
particles are dominant and particles further away exert negligible effect due
to the r/c term since c = 2c. k < 1 is a lossy factor to account for the fact that
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FIGURE 6.5: Plots of the input u(t) and output p(t) of the SiMPI positive feedback sys-
tem with relaxation taken into account. Upon taking into account relaxation, hysteretic
behavior is observed which is similar in appearance to experimentally obtained data and
point-spread-function. Simulation parameters use a linear u(t) slew from -5 to 5 over a du-
ration of 25µs which is a half-period of the typical 20 kHz MPI excitation. The reverse slew
is then performed to complete the slew in the other direction and finish off a full period,
forming complete hysteretic loops. β = 1 was assumed and strong field dependence of
the time constant was assumed: τ(u(t)) = τbaseexp(−10u(t)/umax if u(t) is opposite sign of
p(t), otherwise τ(u(t)) = τbase. Various (Debeye) relaxation time constant τbase was used,
showing the dependence of the hysteresis width on relaxation time constant. The shorter
the relaxation time constant, the better the SiMPI performance.
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magnetization at the surface of the single-domain nanoparticle is less than
the particle magnetization.

This leads to β being :

β = 2k
(r
c

)3 Msat

Hsat

(6.19)

and since Msat is usually about 0.6T/µ0 for bulk magnetite and Hsat is usu-
ally about 6 mT, we get an approximate equation:

β ≈ 200k
(r
c

)3

(6.20)

therefore showing that as long as the distance between particles is not too
big, we get β > 1 which leads to saturating positive feedback (the magneti-
zation ”hits the rails” as soon as sign changes from positive to negative).

6.2.9 Recommended Modifications to X-Space Scanning

Because the time delay may not be trivial, in order to implement SiMPI
robustly, we recommend that either the excitation frequency is lowered sig-
nificantly from the standard 20 kHz in order to allow time for positive feed-
back loops to saturate the magnetization, or that the excitation amplitude is
maintained to be high such that it counteracts the saturating term to allow
the net input to change sign. However, this results in ”dynamic hysteresis”
and requires changes to the x-space reconstruction since the point spread
function will now be offset from the zero applied field point. The former
recommendation is better in that there will be no offset from the zero point,
but the very low frequency will result in much lower SNR since MPI’s signal
is proportional to the rate of change of magnetization.

6.2.10 Recommended Modifications to X-Space Reconstruc-
tion

To reconstruct the MPI image properly when a hysteretic point spread func-
tion is observed, we need to throw out all data and use only data after the
coercive threshold. This prevents the MPI gridding algorithm from averag-
ing zero signal with the SiMPI signal and resulting in non-linearity due to
the two states of the nanoparticle. Next, since the point-spread-function is
offset, this needs to be accounted for since the position of the point source
is offset in the image. To address this, we recommend taking the average of
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FIGURE 6.6: Effect of drive/excitation amplitude on SiMPI. If drive amplitude is below
the threshold, SiMPI behavior is lost and the conventional MPI response is seen, which is
a few orders of magnitude weaker in SNR and almost an order of magnitude poorer in
resolution. To show that SiMPI is not merely a reconstruction artifact or trick, we show
raw time-domain data from the MPI receiver coil as drive amplitude is changed. As time
passes, the background near-DC field is very slowly ramped down and passes zero. The
zero point of the background field corresponds to center of the time course. We observe
broad envelopes and then a very sharp peak as the drive amplitude reaches the threshold,
showing the switch from conventional MPI to SiMPI behavior. The strength of the raw
signal changes by orders of magnitude as well. The slight broadening of the envelope in
15 mT plot is due to the envelope widening since there is more leeway above the coercive
threshold of 14 mT and thus MPI signal is seen when the the background field is at zero
and when it is near zero (< 1mT away as well, hence, the broadening of the envelope. Crit-
ically, this suggests that with a drive amplitude equal to the SiMPI amplitude threshold, we
can directly form an image from the raw time domain envelope, opening opportunities to
reduce reconstruction computational load and time as well as possibility of demodulation
of our AM signal (the envelope) and thus using a much lower receive bandwidth.
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the two positions in the positive and negative slew direction images, since
the offset will be in different directions. Basically, a cross-correlation algo-
rithm can calculate the offset between the two images, and the final image
can simply be one of the images with axis offset by a half of the calculated
offset from the algorithm.

6.3 Experimental Results

6.3.1 Drive Amplitude Needs to Be Higher Than Coercive
Threshold

In Fig. 6.6 we show that drive amplitude needs to be higher than a thresh-
old to generate SiMPI behavior. This ties in with the model where the input
argument to the Langevin saturator has to be made to change sign by a
”coercive” external input term to cancel the remanent magnetization term
from neighboring particles. This is a dynamic ”coercive” threshold, because
of the relaxation/delay term, the SiMPI system cannot instantly respond to
changes in applied field, and thus there is large remanent fields from neigh-
boring particles. If a long time is given for the SiMPI system to respond to
changes in the externally applied field, we expect very little or no coercive
offsets / threshold.

6.3.2 Lower Drive Frequencies Decrease The Coercive
Threshold

In Fig. 6.7, we investigate the effect of frequency on SiMPI. Lower frequen-
cies lower the coercive threshold, and this is likely due to there being more
time to deal with the delay in the positive feedback loop, therefore less ap-
plied field is needed for the input argument to switch sign and saturate in
the other direction (thus generating the step response and the sharp dM/dt
peak we receive in MPI). However, the spatial resolution also worsens, pos-
sibly because there is more time spent near zero field where thermal forces
are able to break apart the chain structure, therefore resulting in a mix of
SiMPI and non-SiMPI behavior.

6.3.3 Requirement of A Minimum Particle Concentration

The data in Fig. 6.8 shows that a minimum concentration is required for
robust SiMPI behavior, below which, the point-spread-function worsens
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FIGURE 6.7: Effect of drive/excitation frequency on SiMPI. Lower frequencies lower the
coercive threshold, and this is likely due to there being more time to deal with the delay
in the positive feedback loop, therefore less applied field is needed for the input argument
to switch sign and saturate in the other direction (thus generating the step response and
the sharp dM/dt peak we receive in MPI). However, the spatial resolution also worsens,
possibly because there is more time spent near zero field where thermal forces are able
to break apart the chain structure, therefore resulting in a mix of SiMPI and non-SiMPI
behavior.

FIGURE 6.8: Concentration latching in SiMPI. Below a certain threshold concentration, the
dynamic hysteresis curves no longer show ”step-like” behavior and the point spread func-
tions become broader. SiMPI behavior is lost and MPI performance degrades to conven-
tional levels. Note the dynamic hysteresis curves at high concentrations look very similar
to the input-output function of a Schmidtt trigger.
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significantly and SNR drops. This can be understood as the point-spread-
function being a weighted combination of two SPIO states: where one state
is the high SNR, high resolution but offset peak SiMPI state and the other
state is the centered, low SNR, low resolution conventional MPI peak. The
fact that the worsening of the point-spread-function always ”blurs” more
towards the center than the edges suggests that the blurring is actually sim-
ply the conventional (centered peak) MPI state becoming more and more
dominant in the mixed SiMPI and cwMPI signal. To ensure LSI properties,
it is thus critical to operate above this threshold concentration to avoid hav-
ing a combination of two states (SiMPI and non-SiMPI) of the nanoparticle
and being unable to linearly quantify nanoparticle mass.

Also, experiments in solid-at-room-temperature dodecane solvent show
that coercive effect is suppressed, suggested that close proximity is required
for the observed effect.

6.3.4 2D Imaging

Fig. 6.9 shows the 2D Imaging results that clearly show large improvements
in spatial resolution and SNR with SiMPI. Clear images are still obtained
even though concentrations were almost 2 orders of magnitude lower than
standard MPI tracers and cwMPI scanning.

6.3.5 TEM images prove chain formation

To verify our model’s premise that magnetic chains of nanoparticles are
formed, TEM images of the RL3 nanoparticles were taken at different po-
larizing fields. The results are shown in Fig. 6.10.

6.3.6 Prepolarizing pulse can help ensure SiMPI behavior
by giving time for chain formation

First, we show here that viscosity does affect SiMPI behavior because the
more viscous the media, the longer the time is required for chain formation
to enable SiMPI. See Fig. 6.11. To address this, we show that we can use
a prepolarizing pulse to form the SiMPI chain before performing the MPI
scanning and readout. The results of this strategy is shown in Fig. 6.12.
This allows us to robustify SiMPI to concentration latching effects by using
a prepolarizing pulse to ensure almost all nanoparticles exist within SiMPI
structures / chains.
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FIGURE 6.9: Various 2D Phantoms show dramatic improvement in imaging performance
with SiMPI
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FIGURE 6.10: TEM imaging show clear chain formation when magnetic field is applied.
At low concentrations, chains barely form due to abovementioned concentration latching
effects.

FIGURE 6.11: Temperature was used to change the toluene viscosity to affect the SiMPI
nanoparticles. Higher viscosity shows poorer SiMPI performance as the nanoparticles have
greater difficulty coming together to form chains needed for SiMPI.
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6.3.7 SiMPI behavior requires nanoparticle chain to have its
axis parallel to RF excitation axis

Interestingly, when the nanoparticle chain has its axis perpendicular to the
drive field excitation axis, SiMPI does not occur at all. This makes sense
because the initially formed long chain of particles is unable to quickly re-
orient to match the drive field excitation axis. Furthermore, from the geom-
etry, the neighboring particles now actually provide a de-magnetizing field
when they get polarized in the (perpendicular) direction by the drive field,
and rather than positive feedback, negative feedback is observed and very
poor MPI signal / performance is observed.

This is good for SiMPI images however, since the typical EPI raster tra-
jectory used means that in conventional MPI the field-free-point passing just
above or below the nanoparticle generates blurring MPI signal by inducing
some rotation of the nanoparticle magnetic moment to point in the other
direction from the field-free-point. This is known as the tangential enve-
lope in prior MPI work Lu et al., 2017 and creates a wispy haze that reduces
perspicuity and effective resolution of the MPI images. If instead of conven-
tional MPI, SiMPI is used, the fact that parallel background and drive axes
is required mean that there will only be SiMPI when the field-free-point
rasters through the nanoparticle, and there will be no SiMPI signal when
the field-free-point passes just above or below (effectively the background
field direction is perpendicular to the drive axis). This acts as natural sup-
pression of the tangential envelope, and therefore non-hazy MPI images can
be obtained even without multi-channel acquisition as required in Lu et al.,
2017.

6.4 Conclusion

The results shown here show the great promise of SiMPI to very signifi-
cantly improve MPI spatial resolution and SNR. However, much work re-
mains to be done to robustify the chemical formulation in order to main-
tain SiMPI behavior under all circumstances (in vivo, at different polariz-
ing fields etc). Especially with regards to a safe (the toluene used in this
initial work is not considered to be a desirable compound to be injected),
colloidally stable formulation, this chemistry work into a nanocarrier or ap-
propriate ”shell” for SiMPI multi-particle structures will be vital to enable
in vivo scans with SiMPI.
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FIGURE 6.12: (left) prepolarizing pulse to form the SiMPI chain before performing the MPI
scanning and readout. (middle) The prepolarizing pulse generates SiMPI behavior where
there was no SiMPI before due to lack of a pre-existing chain. (right) The prepolarizing
pulse has to be parallel to the drive field direction to work. The perpendicular case actually
suppresses SiMPI behavior completely.
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Theranostics and Therapeutic
Tracking Applications of MPI
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Part 2 Preface

The second part of the dissertation aims to showcase some of the MPI ap-
plications I helped developed during my graduate school career.

In Chapter 7, I explore the potential of MPI for theranostics. MPI is
rather unique in this aspect because the physics underlying MPI signal gen-
eration is almost exactly the same as that underlying magnetic hyperther-
mia. Furthermore, the same magnetic core generates MPI signal and hy-
perthermia heat, ensuring robustness in the theranostics process and avoid-
ing any label—therapeutic agent separation issues. As a result, MPI hard-
ware can be exploited to provide not only image-guidance for therapy, but
also localize therapy to user-defined location with similar spatial precision
as MPI’s spatial resolution, therefore potentially achieving < 2 mm mar-
gins with strong gradients of 7 T/m. With high contrast, high sensitiv-
ity and linearity quantitative images and precise control of location and
dosage (through robust SAR predictions based on MPI image intensity),
MPI is compelling for theranostics. By performing the first MPI image-
guided in vivo cancer theranostics workflow here, I demonstrate that MPI
is a powerful platform for magnetic-based theranostics. Furthermore, the
same image-guided localization mechanism can be used to localize drug re-
lease via localization for actuation energy for temperature-sensitive release
or mechanical disruption of nanocarrier membrane.

In Chapter 8, I explore a new application for MPI which is lung imag-
ing by nebulized or aerosolized SPIOs. Unlike MRI, MPI works well in the
lungs because it works by a different mechanism and thus does not suffer
the same air-tissue susceptibility problems as MRI. Traditionally, aerosol
imaging is performed with nuclear medicine via radioaerosol studies. I
demonstrate that MPI is a viable non-radioactive complement to assess de-
livery efficiency of the aerosol and quantify important metrics such as mu-
cociliary clearance.
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Chapter 7

Magnetic Particle Imaging
Theranostics: In Vivo
Proof-of-concept using Gradient
Fields For Arbitrary Localization
of Therapy

7.1 Attribution

Reproduced with permission from ACS Nano. Reference: Tay ZW, Chan-
drasekharan P, Chiu-Lam A, Hensley DW, Dhavalikar R, Zhou XY, Yu E,
Goodwill PW, Zheng B, Rinaldi C, Conolly SM. Magnetic Particle Imaging
Guided Heating In Vivo using Gradient Fields For Arbitrary Localization of
Magnetic Hyperthermia Therapy. ACS Nano. 2018 Apr. Copyright 2018
American Chemical Society. ()

7.2 Introduction

Image guided treatment of cancer enables physicians to localize and treat
tumors with great precision. Here, we present in vivo results showing that
an emerging imaging modality, Magnetic Particle Imaging (MPI), can be
combined with Magnetic Hyperthermia into a image-guided theranostic
platform. MPI is a noninvasive 3D tomographic imaging method with high
sensitivity and contrast, zero ionizing radiation, and is linearly quantitative
at any depth with no view limitations. The same superparamagnetic iron
oxide nanoparticle (SPIONs) tracers imaged in MPI can also be excited to
generate heat for magnetic hyperthermia. In this study, we demonstrate a
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FIGURE 7.1: Simple Pictorial Representation of how theranostic MPI uses MPI gradients
to selectively treat the tumor while avoiding potential damage to healthy organs like the
liver.

theranostic platform, with quantitative MPI image-guidance for treatment
planning and use of the MPI gradients for spatial localization of magnetic
hyperthermia to arbitrarily selected regions. This addresses a key challenge
of conventional magnetic hyperthermia - SPIONs delivered systemically ac-
cumulate in off-target organs (e.g., liver and spleen), and difficulty in local-
izing hyperthermia results in collateral heat damage to these organs. Using
a MPI-magnetic hyperthermia workflow, we demonstrate image-guided,
spatial localization of hyperthermia to the tumor while minimizing collat-
eral damage to the nearby liver (1 – 2 cm distant). Localization of thermal
damage and therapy was validated with luciferase activity and histologi-
cal assessment. Apart from localizing thermal therapy, the technique pre-
sented here can also be extended to localize actuation of drug release and
other biomechanical-based therapies. With high contrast and high sensitiv-
ity imaging combined with precise control and localization of the actuated
therapy, MPI is a powerful platform for magnetic-based theranostics.

7.3 Background

The ideal image-guided treatment of tumors aims to treat only the can-
cer cells while minimizing damage to surrounding tissue. Current image-
guided therapies such as Cyberknife / Gamma Knife and radiofrequency
(RF) ablation (Day, Morton, and West, 2009) have their own limitations.
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Cyberknife relies on a weeks-old landmark CT / PET-CT study for image-
guidance while RF ablation cannot be applied in deep tissues without inva-
sive catheters which can cause complications such as lung pneumothorax.

Magnetic hyperthermia is a promising approach that has the potential
for real-time image-guidance while reaching deep tissues without inva-
sive catheters. This approach relies on delivery of magnetic nanoparticles
to tumors, followed by application of alternating magnetic fields (AMF)
that cause the SPIONs to generate and release heat to their environment
(Jordan et al., 1999; Rosensweig, 2002b; Jordan et al., 2006; Thiesen and
Jordan, 2008). Magnetic hyperthermia can be achieved deep in the body
since the alternating magnetic fields (AMF) used can fully penetrate the hu-
man body and actuate heating of nanoparticles without tissue depth limita-
tions (Hensley et al., 2016; Rodrigues et al., 2017). This approach has many
advantages: First, SPIONs are regarded as biocompatible and biodegrad-
able (Weissleder et al., 1989; Pouliquen et al., 1991) in vivo. Second, heating
is localized to the SPION biodistribution. Third, magnetic hyperthermia
has greater synergy with chemical therapies (Alvarez-Berrios et al., 2015;
Alvarez-Berrı́os et al., 2014; Alvarez-Berrı́os et al., 2013; Lee et al., 2011;
Torres-Lugo and Rinaldi, 2013) than other forms of hyperthermia. Fourth,
magnetic hyperthermia has also been shown to induce anti-tumor immu-
nity (Ito, Honda, and Kobayashi, 2006; Toraya-Brown et al., 2014) and can
kill cancer cells without a macroscopic temperature rise. Lastly, instru-
mentation already exists (Jordan et al., 2001) to generate AMFs suitable for
SPION-based thermal therapy in patients.

However, magnetic hyperthermia has several challenges to address.
First and foremost, SPIONs delivered systemically accumulate in off-target
organs (e.g., liver and spleen), resulting in collateral damage (Kut et al.,
2012) to these organs. Current approaches to actuate SPION heating do
not permit spatial control with precision required to spare healthy organs
while treating tumors. More specifically, while magnetic hyperthermia is
inherently localized to the SPION distribution, which is limited to imper-
fect SPION surface-ligand based targeting of the tumor, arbitrary localiza-
tion inside this distribution is not currently possible. Strategies to focus the
excitation wave (100 – 1000 kHz) are fundamentally limited by diffraction,
regardless of the number of external coils employed, to a spot size of about
half the in vivo wavelength (17 – 150 m) and is thus untenable for clinical
applications. Other strategies to localize the excitation using surface coils
work poorly at depth due to field amplitude fall-off of the excitation wave.

In addition, some other challenges are quantitative imaging of SPION
mass for hyperthermia treatment planning. Due to relatively high SPION
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FIGURE 7.2: Theranostic Workflow demonstrated experimentally on a U87MG xenograft
mouse model with SPIONs present in the liver and tumor. Step 1: an MPI image scan at
20 kHz, 20 mT enables clear visualization with high contrast of the SPION biodistribution
in regions of pathology (tumor) and also in healthy clearance organs (liver). Imaging pa-
rameters are such that SPIONs do not heat. Step 2: the user selects a region, in this case the
tumor, to localize the magnetic hyperthermia to. Step 3: The MPI gradients are shifted to
center the field-free region (FFR) on the target. This magnetically saturates SPIONs away
from the FFR to prevent heating. Step 4: Heat scan at 354 kHz, 13 mT is performed while
the MPI gradients are on and held in position. Heating is experimentally localized in the
FFR (centered at tumor) while minimizing collateral heat damage to the liver.

doses required for heating, for this case, quantification with MRI is diffi-
cult since the SPION effect on MRI T2* saturates. We currently lack non-
invasive methods of monitoring temperature rise around the SPION for
deep tumors, and it is difficult to use MR Thermometry in regions close
to the SPIONs (Rieke and Butts Pauly, 2008).

To address these challenges, we propose the use of Magnetic Particle
Imaging (MPI) for image-guidance and the use of strong magnetic gradient
fields inherent in MPI systems to provide user-defined, arbitrary localiza-
tion of magnetic hyperthermia. Fig. 7.2 uses experimental data to depict the
theranostic workflow proposed.

First developed in 2005 by Gleich and Weizenecker (Gleich and Weize-
necker, 2005), MPI is a new tracer-based molecular imaging technique that
directly detects and quantifies the non-linear magnetization of superpara-
magnetic iron oxide (SPION) tracers (Knopp et al., 2011; Rahmer et al.,
2009; Franke et al., 2016; Vogel et al., 2015a; Saritas et al., 2013b). As in
other molecular imaging techniques, like nuclear medicine, there is no sig-
nal from background tissue in MPI, giving MPI images high image contrast
for SPION tracers. This unique contrast mechanism, combined with the
use of low-frequency magnetic fields and clinically safe magnetic tracers,

161



Chapter 7. Magnetic Particle Imaging Theranostics: In Vivo
Proof-of-concept using Gradient Fields For Arbitrary Localization of
Therapy

enables MPI to produce clinical-grade images with zero tissue signal atten-
uation and high image sensitivity (Gleich and Weizenecker, 2005; Goodwill
and Conolly, 2010). Unlike MRI, safety in MPI is bound by magnetostim-
ulation and specific absorption rate (SAR) safety limitations (Saritas et al.,
2013a). MPI is best compared to gold-standard tracer imaging techniques,
such as nuclear medicine, but without the limitations of radiation safety or
radionuclide half-life for longitudinal imaging. As such, MPI shows excel-
lent promise for clinical applications such as angiography (Haegele et al.,
2012), stem cell tracking and vitality assessment (Zheng et al., 2015; Zheng
et al., 2016; Fidler et al., 2015), brain perfusion (Orendorff et al., 2016), lung
perfusion (Zhou et al., 2017),lung ventilation (Nishimoto et al., 2015), cancer
imaging (Yu et al., 2017a), gut bleed detection (Yu et al., 2017b) and hyper-
thermia (Hensley et al., 2016; Murase et al., 2015; Banura et al., 2016).

Magnetic Particle Imaging works by exploiting the nonlinear magneti-
zation of the SPION tracers used. Strong magnetic field gradients magnet-
ically saturate the SPIONs everywhere except the SPIONs within the field-
free-region (FFR). Only these unsaturated tracers are able to respond to a
small excitation magnetic field (20 kHz 20 mT). MPI uses an inductive pick-
up coil to pick up the dynamic magnetization response of these SPIONs
and this MPI signal is associated with the FFR spatial location. MPI can
be considered a (magnetic) sensitive point method, and scans a 3D volume
by rastering the sensitive FFR point around (Fig. 7.3). Image reconstruc-
tion can be performed by the x-space approach by gridding the MPI signal
to the instantaneous location of the FFR (Goodwill and Conolly, 2010) or
by a frequency domain approach by solving the inverse problem with a
calibrated system function (Rahmer et al., 2009). Hardware details of the
Philips-Bruker 3D Fast MPI demonstrator scanner and the Berkeley x-space
scanners were previously described (Rahmer et al., 2015; Goodwill et al.,
2012b; Goodwill et al., 2012c).

MPI has several intrinsic advantages. First, MPI has been shown to be
a highly sensitive tracer modality with near picogram sensitivity (Graeser
et al., 2017; Them et al., 2016a; Them et al., 2016b). MPI has high tem-
poral resolution, with real-time MPI image-guidance of catheters demon-
strated (Salamon et al., 2016; Rahmer et al., 2017). Temporal resolutions
of 46 frames per second have been shown in recent state-of-the-art scan-
ners (Ludewig et al., 2017). Next, MPI has been demonstrated to be
high-contrast (no tissue signal unlike MRI) and quantitative for the SPION
mass (Zheng et al., 2015; Zheng et al., 2016; Yu et al., 2016; Ludewig et al.,
2017; Tay et al., 2016) therefore allowing robust prediction of SAR dose from
an image of the SPIONs.
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FIGURE 7.3: Hardware setup of the MPI scanner and the image-guided magnetic hyper-
thermia scanner. Images are first obtained on our Berkeley MPI Scanner (validated in prior
work (Yu et al., 2017b)). To obtain an image, the sensitive field-free-region (FFR) is rastered
through a volume. In this study, a field-free-line geometry is used, and images obtained
are similar to projection scintigraphy. A separate higher-frequency MPI scanner is used
for application of magnetic hyperthermia but has the same geometry, field-free-line. The
coordinates are matched to the coordinates of the field-free-line (FFL) of the imaging scan-
ner so as to enable image-guidance from the first scanner. The user is able to pick a target
from the image, and the corresponding coordinates on the image is sent to the MPI heating
scanner. The robot arm shifts the co-registered animal bed to center the FFL of the heating
scanner to the requested coordinates. To locally heat only the target spot, the field-free-line
is held in place over the spot while a higher frequency (354kHz) excitation is performed.

The physics underlying MPI is very similar to the physics underlying
magnetic hyperthermia, which makes MPI an ideal candidate for resolv-
ing some of the challenges mentioned above. For example, the exact same
nanoparticle core generates the MPI signal as well as the heat for magnetic
hyperthermia (Dhavalikar and Rinaldi, 2016). The issue of the imaging la-
bel separating from the therapeutic core is thus non-existent. Furthermore,
the same physical mechanism (rotation of magnetic moment) that generates
signal in MPI generates heating in magnetic hyperthermia, thus giving the
MPI-predicted heating strong predictive power and extraordinary robust-
ness (Murase et al., 2015; Banura et al., 2016).
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Limitations of Current Magnetic Hyperthermia Methods

One serious clinical challenge for magnetic hyperthermia is the difficulty
of targeting heating deep within the body. Since the non-specific uptake of
even targeted SPIONs is far higher in the excretory organs (liver, spleen,
or kidneys) than in the targeted region such as the tumor (Wilhelm et al.,
2016), indiscriminate magnetic heating of all the nanoparticles in the body
will result in significant collateral damage to healthy tissues. There is cur-
rently no way in magnetic hyperthermia to target magnetic energy to spe-
cific regions of magnetic nanoparticles arbitrarily deep in the body. This is
because our ability to focus electromagnetic fields at the frequencies used
in magnetic hyperthermia (around 300 kHz) is fundamentally limited by
diffraction, regardless of the number of external coils employed, to about
half the in vivo wavelength. Unfortunately, at the high frequencies used in
magnetic hyperthermia (typically ∼ 300 kHz), this value is roughly 50 me-
ters and much larger than the subject (Hensley et al., 2016; Hensleya et al.,
2017). Many magnetic hyperthermia methods use large homogeneous field-
producing coils. This leads to significant heat deposition at all sites where
the SPION concentration is high, including healthy sites of accumulation.
Alternatively, surface coils which do not provide a homogeneous excitation
field can be used to target the heating, as depicted in Fig. 7.4. Due to the
rapid spreading of the magnetic field with distance from the coil, this ap-
proach can selectively target lesions near the surface of the subject, but it
cannot deliver energy to particle distributions deeper in the body.

Signal Localization in MPI can also be used to Localize Heating in Mag-
netic Hyperthermia

To address this issue, we exploit the similarity of working mechanism be-
tween MPI and magnetic hyperthermia. Unlike prior strategies for local-
izing heating in magnetic hyperthermia, rather than shaping the excitation
field for heat localization we use a completely different mechanism of gra-
dient magnetic fields to magnetically saturate and render almost all but a
few SPIONs unresponsive to excitation. This is essentially the same con-
cept used for MPI imaging described above. Because the signal generation
mechanism in MPI and the heat generation mechanism of magnetic hyper-
thermia are the same - both rely on nanoparticle rotation, either physically
or the internal rotation of the magnetic dipole moment, the MPI gradients
(hardware) that are used to localize MPI signal by rendering all but one lo-
cation unresponsive to MPI excitation, can also be used for localization of
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FIGURE 7.4: Illustration of MPI-localized heating in the tumor while sparing the liver. This
is compared to a surface coil method that can localize excitation near the body surface, but
is unable to maintain narrow excitation deep within the body due to the field spreading
and drop-off with distance. Furthermore, since λ/2 ≈ 50 m for typical heating frequencies,
the excitation field cannot be focused into a narrow spot. Collateral damage may done to
healthy tissues with non-specific SPION accumulations i.e. clearance organs. In contrast,
MPI gradients localizes heating by a completely different mechanism, which is to suppress
nanoparticle rotation rather than shaping the excitation wave. Like MPI which can image
at depth, heating is localized to the field-free-line (narrow axis) without spreading or atten-
uation with depth. With a 7 T/m gradient, localization to within a 4 mm diameter cylinder
is expected.

magnetic hyperthermia heating. This gradient-based mechanism can also
be understood as magnetically locking the nanoparticles in place (magnetic
saturation) and preventing rotation to generate heat or MPI signal. Only the
central region of the gradient field with zero magnitude lacks this suppres-
sion, therefore localizing the MPI signal or magnetic hyperthermia heating.
This can also be understood by SPION hysteresis curves at different po-
sitions in the gradient. Hysteresis in the dynamic magnetization curves
occur due to relaxation effects (Tay et al., 2017; Dhavalikar and Rinaldi,
2016) and heating is related to the area in the M-H plot bounded by this
curve. The spatially-variable saturating effect is observed by the hysteresis
curves becoming narrower as the SPION is moved away from the field-
free-region (see Fig. 7.5). The hardware to shift and control the location of
this zero field point (field-free-line) is already present in MPI scanners (Yu
et al., 2017b; Ludewig et al., 2017; Zheng et al., 2015; Rahmer et al., 2015).
The same imaging hardware for MPI which rasters the signal localization
spot about the field-of-view to generate an image, can be utilized in mag-
netic hyperthermia to localize heat to user-selected regions by designing a
shift-and-park trajectory to visit and heat selected thermal therapy targets
in turn.

This proposed method enables precise thermal dose localization with
high spatial resolution. Precision of the localization improves with
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FIGURE 7.5: Experimental results demonstrating the mechanism behind MPI gradient-
based localization of heating.(a) Magnitude of the MPI gradient in the x-z plane
(LakeshoreTMGaussmeter). The gradient field has zero magnetic field at the center and a
high magnitude everywhere else. Due to the field-free-line geometry along the y-axis, each
x-z slice along y has the same magnetic field profile. (b) SPION dynamic hysteresis loops
was simulated at different positions in the gradient field. The hysteresis loops are most
open at position A (|H| = 0) while the hysteresis loops are closed at other positions. Be-
cause heating depends on the area bounded by the hysteresis loop, the gradient field local-
izes heating to the field-free-line where |H| ≈ 0. Different drive frequencies have the same
trend, showing that this localization method is flexible and works for a range of MPI drive
fields. (c) Nanoparticles were put at different locations in the gradient field and heated with
354 kHz, 13 mT excitation. The measured temperature rise and SAR (NeoptixTMprobes) is
observed to be highest when the nanoparticle is located at position A (field-free-line), in
line with simulations in (b). Heating was suppressed at other positions due to the large |H|
away from the field-free-line. The 2.35 T/m gradient used here localizes heating to within
a 7 mm radius region, but doubling the gradient to 7 T/m will improve localization to 2.3
mm radius.

higher MPI gradient strength, thus offering an avenue towards high-
spatial-precision thermal therapy. We achieved ∼ 7 mm (full-width-half-
maximum) spatio-thermal resolution with a 2.35 T/m MPI gradient and
expect ∼ 2.35 mm with a 7 T/m MPI gradient based on previous imaging
and theory results (Yu, Goodwill, and Conolly, 2015)).

As such, we can envision a theranostic workflow where an MPI image
is first taken and the same MPI gradients are subsequently used to target
and localize SPION heating in the therapy stage. Notably, image-guidance
for targeting of the heat dose is particularly robust due to the common de-
pendence on the field-free-line for both imaging and heat localization. MPI
signal occurs when field-free-line is just rastered across the SPION location.
Similarly, magnetic hyperthermia heating is restricted to the field-free-line
location. Thus, localizing heating to a selected SPION location can be as

166



Chapter 7. Magnetic Particle Imaging Theranostics: In Vivo
Proof-of-concept using Gradient Fields For Arbitrary Localization of
Therapy

simple and robust as applying the coordinates of the field-free-line at the in-
stantaneous point in time when the selected SPION gave signal. To ensure
heating only in the magnetic hyperthermia stage and not in the diagnos-
tic/imaging stage, a very low frequency (20 kHz) is used for MPI imaging.
The strong frequency dependence of magnetic hyperthermia (Dhavalikar
and Rinaldi, 2016) means that SPIONs do not heat during MPI imaging.
During the magnetic hyperthermia stage, a much higher frequency of 354
kHz is used to ensure heating. In addition, the trajectory of the FFR can
be designed to help. During imaging, a raster trajectory is used thus each
nanoparticle is only very briefly interrogated (few milliseconds), and thus
the energy deposited at each location is negligible. In contrast, to heat up a
target location, the FFR is parked there for minutes.

The MPI-magnetic hyperthermia theranostic platform can be real-time
and closed-loop. The former is evidenced by the 46 frames-per-second
achieved in the Philips-Bruker 3D Fast MPI demonstrator scanner (Ludewig
et al., 2017). In a combined MPI-Hyperthermia scanner, seamless switching
between imaging mode and heating mode should be possible without mov-
ing the subject, enabling real-time image-guidance of heating. This idea is
discussed in prior work (Hensley et al., 2016). MPI can also provide closed-
loop temperature monitoring and feedback. This relies on using the SPIONs
as temperature sensors and communicating the temperature through the
MPI signal. Prior work on MPI thermometry demonstrates a 0.4% change
in the signal per oC (Weaver, Rauwerdink, and Hansen, 2009) as compared
to 10 parts per billion for MR thermometry (Rieke and Butts Pauly, 2008).
MPI relaxation has also been shown to be promising as a temperature sen-
sor (Perreard et al., 2014a).

Prior studies have investigated the effect of frequency on magnetic hy-
perthermia heating (Dhavalikar and Rinaldi, 2016) as well as the use of gra-
dients to localize heatingin vitro (Hensley et al., 2016; Hensleya et al., 2017)
and in vivo (Tasci et al., 2009). We expand upon prior work and combine
all the elements to perform the first in-vivo demonstration of MPI image-
guidance for localization heating and therapy in the context of a rodent can-
cer model. In this study, we demonstrate MPI image-guided heating in-
vivo with a single nanoparticle agent as per the concept of theranostics.
Fig. 7.2 showcases in vivo experimental data that demonstrates the thera-
nostics workflow applied in this work. Second, we show prediction of the
in-vivo heat dose, and by extension therapeutic outcome, of solid tumors
through the quantitative MPI images. Third, based on the MPI image, a tar-
get region can be arbitrarily chosen and the heat dose localized in-vivo with
MPI gradients, thus avoiding damage to the liver or, in the case of a double
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FIGURE 7.6: in vitro experimental demonstration of localization of magnetic hyperthermia.
A 3 x 3 grid phantom was used where each well was filled with 100 µl of 25 mg/ml SPI-
ONs. The temperature of each well was measured by NeoptixTMfiber optic temperature
sensors under different imaging or heating conditions. During a standard MPI scan, no
heating was observed due to the low frequency (20 kHz) and raster trajectory. During a
high frequency (354 kHz) heating scan without MPI gradients, all the wells heat up. When
the MPI gradients are used, the user is able to selectively heat up only the well where the
field-free-line is located, with negligible heating in all neighboring wells. Because the wells
are spaced 7 mm apart, we demonstrated that heating is localized to within 7 mm for a 2.35
T/m MPI gradient. Higher gradients at 7 T/m can improve this value to 2.35 mm.

tumor mouse, selectively sparing one of the tumors. Lastly, we use histolog-
ical assessment as well as luciferin bioluminescent imaging of a luciferase-
competent xenograft of MDA-MB-231 cells to confirm that thermal damage
is also localized to the target point defined by the MPI gradients.

With high contrast and high sensitivity imaging combined with precise
localization of the actuated therapy, we believe MPI is a powerful platform
for magnetic-based theranostics.
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7.4 Methods

7.5 Superparamagnetic Iron Oxide Nanoparticles
(SPIONs)

7.5.1 SPION Synthesis

SPIONs were synthesized by the co-precipitation method optimized for
high energy dissipation rates described by Mrida et al. (Mérida et al., 2015)
.Briefly, deionized water was degassed with nitrogen and used to prepare
solutions of iron (II) chloride tetrahydrate (99%, Sigma-Aldrich) and iron
(III) chloride hexahydrate (99%, Sigma-Aldrich) at a 1:2 molar ratio respec-
tively, with a total iron concentration of 0.30 M. The iron salt solutions were
sonicated, degassed, and mixed in a glass reactor. The reaction mixture
was heated to 75oC and ammonium hydroxide (29% vol/vol, Fisher Scien-
tific) was added to the mixture to raise pH to 8.0-9.0. The reaction tempera-
ture was increased to 85oC and allowed to react for one-hour. The pH was
maintained around 8.0-9.0 by periodic addition of ammonium hydroxide.
The resulting iron oxide nanoparticles were peptized using tetramethylam-
monium hydroxide (TMAOH, 1 M, Sigma-Aldrich) at a volume ratio 1:2
SPION/TMAOH twice. Peptized nanoparticles were suspended in water.

To coat the particles with polyethylene glycol (PEG), oleic acid (OA, 90%,
Sigma-Aldrich) was adsorbed onto the particles. OA was added to SPIONs
solution at 15 g OA/g SPIONs and ultrasonicated (Q700, Qsonica Sonica-
tors) for 15 minutes. The mixture was transferred to a glass reactor, heated
to 50oC and allowed to react for 2 hours. SPIONs were precipitated using
twice the volume of ethanol (200 proof, Decon Labs) and magnetically de-
canted to recover the particles, following which they were suspended in
toluene (> 98%, Sigma-Aldrich).

7.5.2 SPION Surface Modification with PEGsilane

PEGsilane was synthesized by a two-step process. First, mono-methoxy
PEG (mPEG, 99.999%, Sigma-Aldrich) of 5 kDa molecular weight was con-
verted to mPEG-COOH as described by Lele et al. (Lele and Kulkarni,
1998). Briefly, 0.05 mol of mPEG suspended in 400 mL of acetone (99.8%,
Fisher Chemicals), was oxidized by adding 16.1 mL of Jones reagent and al-
lowed to react for 24 hours. The reaction was stopped by adding excess iso-
propanol (70%, Sigma-Aldrich), and impurities from the reaction removed
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with activated charcoal (12-40 mesh, ACROS Organics). Chromium salts
and activated charcoal were removed through vacuum filtration, then the
acetone solution was concentrated using a rotary evaporator. The mixture
of mPEG-COOH was re-dissolved in 1M hydrochloric acid (37% vol/vol,
Fisher Chemicals). Liquid-liquid extraction was performed using 75 mL of
dichloromethane (> 99.5%, Sigma-Aldrich) to extract the polymer to the or-
ganic phase. The solution was concentrated by rotary evaporation and the
mPEG-COOH precipitated using cold ethyl ether (> 99.8%, Fisher Chemi-
cals).

To obtain PEGsilane, amidation of mPEG-COOH with 3-aminopropyl
triethoxysilane (APS, TCI America) was performed. Briefly, a 1:1 molar
ratio of mPEG-COOH:APS was mixed together for 2 hours at 120oC and
500mbar. At the end, the PEGsilane was allowed to cool to room temper-
ature and hardened. The SPIONs were coated with PEGsilane by ligand
exchange, replacing the oleic acid molecules for PEGsilane, following a pre-
viously described procedure (Barrera, Herrera, and Rinaldi, 2009). In brief,
3.5 g of PEGsilane dissolved in 250 mL of dry toluene was mixed with 250
mL of OA adsorbed SPIONs at 0.8 mg/mL, then 40µL of acetic acid (99.8%,
ACROS Organics) was added to catalyze the hydrolysis and condensation
of the silane groups onto the SPION surface. The solution was placed in a
shaker for 72 hours, after which PEGsilance coated SPIONs were precipi-
tated using cold ethyl ether. The precipitate was dried and resuspended in
water. SPIONs were then dialyzed to remove excess PEGsilane and further
sterilized by filtration for animal experiments.

7.5.3 SPION Characterization

SPION’s magnetic, physical, and hydrodynamic diameters were deter-
mined and the results shown in Fig. 7.7. Magnetic size distribution was
determined using a Quantum Design Magnetic Property Measurement Sys-
tem 3 (MPMS3) Superconducting Quantum Inference Device (SQUID) mag-
netometer. Magnetization curves at room temperature were obtained for
liquid samples in a PTFE sample holder with 100 µL of SPIONs suspended
in water. Physical diameters were obtained using a Hitachi H 7000 Trans-
mission Electron Microscope (TEM). Images of SPIONs at 1 mg/mL sam-
pled on an Ultrathin Carbon Type A (3-4nm) with removable formvar grid
from TedPella were acquired using a Veleta CCD side mount camera and
were analyzed using ImageJ. Hydrodynamic diameters were determined
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FIGURE 7.7: Experimental characterization of the magnetic nanoparticles used in this
study. The nanoparticles are PEG coated, single crystalline core, superparamagnetic iron
oxide. (a) TEM of the nanoparticles. (b) Histogram of the core size distribution gives a
nominal core size of 13 nm with effective magnetic core size of 11.7 nm. DLS analysis of
the hydrodynamic diameter with number weighted distribution gives a value of ∼ 40 nm.
(c) Magnetization response of the SPIONs. Inset shows a zoom in of the region close to
zero field.

through room temperature dynamic light scattering (DLS), using a parti-
cle size analyzer (Zeta PALS, Brookhaven Instruments). For DLS, aque-
ous nanoparticle samples (500 µL) with concentration between 0.1 and 1
mg/mL were filtered using a 0.2 µm syringe filter prior to measurements.

7.5.4 Dynamic Magnetization Response in Different Loca-
tions in the MPI Gradient

Experimental measurements of the magnitude of the gradient field was
taken with a LakeshoreTM475 DSP Gaussmeter (Lake Shore Cryotronics,
Ohio, USA) and plotted in Fig. 7.5a. Subsequently, the 2D spatial localiza-
tion of SAR was experimentally measured by shifting a point source tube
to different positions in the gradient field. The normalized SAR value was
calculated by taking the initial rate of temperature rise at each position and
plotted in Fig. 7.5c. For Fig. 7.5b, simulations were performed to obtain
the dynamic magnetization response of the SPIONs to an applied alter-
nating field in the presence of a field gradient. The results was obtained
from the numerical solution of the MRSh magnetization relaxation equa-
tion as outlined in (Dhavalikar et al., 2016). The dynamic magnetization
was normalized to the saturation magnetization to facilitate visualization
and understanding of the effect of field gradient on the dynamic hysteresis
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loop. Here, the value of unity indicates that particles are in a state of satu-
ration. The SPIONs synthesized by the co-precipitation method and coated
with PEG typically form small clusters. Thus, assuming a two particle clus-
ter containing particles of diameter equal to 11.7 nm, an effective magnetic
core diameter of 23.4 nm was used in the simulations. Interparticle inter-
actions are not included in the model. The hydrodynamic diameter of the
SPIONs was assumed to be approximately 40 nm as determined from DLS
measurements. The suspension medium being water was assumed to have
a viscosity of 0.89 mPa·s at 298 K. Simulations were executed using a bias
field value corresponding to the magnitude of the gradient field measured
at various positions (A, B, and C) in the setup. Excitation field frequency
of 354 kHz and 13 mT amplitude was used to match the experimental con-
ditions. Simulations were also executed at 100 kHz and 600 kHz excitation
field frequencies to show that the strategy of localizing heat using a field
gradient is flexible and also viable with a different setup.

7.6 Animal Procedures

7.6.1 Development of Tumor Xenograft

All animal procedures were approved by the Animal Care and Use Commit-
tee at UC Berkeley and conducted according to the National Research Coun-
cil’s Guide for the Care and Use of Laboratory Animals. Nude athymic mice
between 7 – 9 weeks old (Charles River Laboratories) weighing approxi-
mately 23 g were used in this study. After one week habituation, tumor
xenografts were developed by subcutaneous injection of 2 million cancer
cells in 100µl of sterile 1X PBS into the flank. U87MG and MDA-MB-231-
Luc cell lines were serum starved for four hours before use (UC Berkeley
Cell Culture Facility). Tumor volumes in all mice were measured thrice a
week using a vernier caliper. When the tumor volume reached approxi-
mately 100-150 mm3, the mice were divided into control and experimental
groups. For our controlled heating experiment a dual tumor model was de-
veloped in the same mice by implanting tumor cells subcutaneously in the
shoulder and flank.
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FIGURE 7.8: This study used 5 groups of athymic nude mice. Groups 1 and 2 had a single
U87MG xenograft and received tail vein injections and intratumoral injection of 1.25 mg
Fe SPION each. Bioluminescence imaging was performed for groups 3 and 4 that had
luciferin-competent dual MDA-MB-231-luc xenografts (each intratumorally injected with
1.25 mg Fe SPION). Group 5 had a double U87MG xenograft and received intratumoral
injection of 1.25 mg Fe SPION in each tumor. MPI and projection X-ray was performed for
all groups. Groups 1 & 3 had gradient-localized heating while Groups 2 & 4 had gradient-
localization off during heating. Group 5 had gradient-localized heating that sequentially
targeted one tumor then another. For all groups, post-euthanasia, the liver and tumor were
excised for histology.

7.6.2 Animal Preparation for MPI-magnetic hyperthermia
Procedure

MPI-magnetic hyperthermia experiments were carried out as outlined in
Fig. 8.1. Experimental group 1 (n=5) and group 2 (n=4) with single U87MG
xenografts received 1.25 mg Fe of SPION by intratumoral injection and 50
µl of 25 mg/ml SPION as a tail vein injection for a total of 2.5 mg Fe per
mouse. All MPI/magnetic hyperthermia were carried out on murine mod-
els under anesthesia. The mice were maintained at 1-2% isoflurane (60-80
breaths-per minutes) mixed with medical oxygen (1 lpm) supplied via nose
cone. The core body temperature was constantly monitored by an optical
fiber thermal probe (NeoptixTM) inserted into the rectum. The core body
temperature was maintained at 36-37 oC before starting magnetic hyper-
thermia with the help of controlled warm air delivered into the imaging
bore from an external heater. The systemically administered SPIONs were
allowed to completely clear from circulation to the liver before MPI imaging
and heating was performed (approximately 24 hours).

Experimental group 3 (n=3) and group 4 (n=1) with MDA-MB-231-Luc
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had two tumors per mouse, and each tumor received 1.25 mg Fe of SPION
by intratumoral injection. Luciferase activity was measured after intraperi-
toneal injection of D-Luciferin Monosodium salt at a dose of 150 mg/kg
reconstituted in 1X PBS (PierceTM ThermoFisher Scientific). Bioluminescent
signal were obtained using an IVIS Lumina system with auto exposure time
and medium binning. The bioluminescent image were exported as DICOM
and processed off-line. The bioluminescent imaging was performed before
and after the MPI-magnetic hyperthermia imaging and heating procedure.

Localization of heating via MPI gradients was performed in groups 1
and 3 while non-localized heating (where MPI gradients were turned off)
was performed in groups 2 and 4. In experimental group 5 (n=2) with one
dual U87MG tumor mouse and one dual MDA-MB-231-luc tumor mouse,
each tumor received 1.25 mg Fe of SPION by intratumoral injection and se-
quential localized heating was performed by heating one tumor first then
heating the other tumor to demonstrate arbitrary control of the heat local-
ization within a single scan. For the control group (n=1, Control 1, sham)
saline was injected intratumorally and had 50µl of 25 mg/ml SPION as a
tail vein injection for a total of 1.25 mg Fe per mouse. Localized heating via
MPI gradients was targeted at the (saline-injected) tumor to assess thermal
resolution via measuring heating of the liver when targeting of a non-spio
tumor was performed. Control 2 (n=1) received both an intratumor and
tail vein injection of saline (volumes and procedure same as Experimental
Group 1) and non-localized heating was performed to assess non-specific
tissue-based SAR from the 354 kHz 13 mT magnetic field. Control 3 (n=1)
received both an intratumor and tail vein injection of SPIONs (volumes and
concentration same as Experimental Group 1) but received no heating from
magnetic fields. After treatment with magnetic hyperthermia, all mice were
observed for signs of superficial skin burns, signs of distress and discom-
fort, hunched posture, respiratory difficulties, or reticence to move. The
hyperthermia procedure was immediately terminated if the core body tem-
perature reached 40oC in accordance with prior literature on the response
of mice to changes in their core body temperature (Duhan et al., 2012) as
well as prior work on minimal thermal damage thresholds required to cause
damage to tissue (Yarmolenko et al., 2011; Rhoon, 2016).

7.6.3 Histological Assessment

Animals in group 2, 4 and 5 were euthanized 2 hours after hyperthermia
treatment (kept under isoflurane) while animals in group 1 and 3 were mon-
itored for up to 3 days post treatment before euthanasia. Animals were
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first put under isoflurane anesthesia, then euthanized by carbon dioxide
asphyxiation and cervical dislocation. After euthanasia, the tumor, liver,
spleen and muscle surrounding the tumor was immediately excised and
preserved in 10% formalin as preparation for histological sectioning. Hema-
toxylin and eosin (H & E) staining was done to assess tissue damage and
Prussian Blue staining was done to assess SPION distribution within the
tissue. In Situ Cell Death Detection Kit (TUNEL stain, TMR Red, Roche Di-
agnostics GmbH, Mannheim Germany) with nucleus counter-stained with
DAPI was used to assess for apoptotic cells resulting from thermal damage.
The slides were observed using appropriate color filters (ZEISS AX10 Ob-
server D1 with a ZEISS Axiocam ERc 5s). FIJI software and its standard cell
counting algorithm (Rueden et al., 2017; Schindelin et al., 2012) was used in
calculating the percentage of cells that underwent apoptosis.

7.6.4 Imaging and Magnetic Hyperthermia

After administration of the SPIONs, the mice were imaged in the custom-
built Berkeley 3D MPI scanner described in prior work (Yu et al., 2017b).
The 3D MPI scanner has a 6.3 T/m MPI gradient generated by water-cooled
electromagnets with a field-free-line configuration and has a drive field at
20.25 kHz and 20 mT amplitude. The field-free-line was rastered through
the field-of-view of 12.35 cm x 4.75 cm x 4.75 cm and 2D projection images
were acquired. The scan time was approximately 2 minutes excluding robot
arm motion time. The FFL with axis along the y-direction was electromag-
netically shifted along the x-axis as shown in Fig. 7.3. The animal bed was
mechanically translated by a robot arm in the z-direction at 1 mm incre-
ments to complete projection imaging of the x-z plane. All images were re-
constructed using x-space MPI reconstruction algorithm described in prior
work (Yu et al., 2016). To obtain a 3D volume, the field-free-line was taken at
different angles through the mice and the 3D volume is reconstructed with
projection recon algorithms as described in our prior work on MPI tomog-
raphy (Konkle et al., 2013). To provide an anatomic reference, projection
X-ray was taken after the MPI scan when the mice were alive and at the
end of treatment, a post-mortem CT was taken to provide a 3D anatomic
reference.

After an MPI image is obtained of the biodistribution of the SPIONs
within the mice, localized heating of the SPIONs was performed at a 2.35
T/m gradient with field-free-line configuration created with NdFeB perma-
nent magnets and a drive field of 354 kHz and 13 mT. The heating duration

175



Chapter 7. Magnetic Particle Imaging Theranostics: In Vivo
Proof-of-concept using Gradient Fields For Arbitrary Localization of
Therapy

is between 30 minutes - 60 minutes depending on the real-time in vivo tem-
perature measurements from which real-time updates on the total thermal
dose could be obtained in order to achieve CEM43 of ∼ 60 – 90 minutes.
The equation (Rhoon et al., 2013) for CEM43 used is :

CEM43 =
n∑
i=1

ti ·R(43−Ti) (7.1)

where R is 0.5 when above 43oC and R is 0.25 when below 43oC.
To perform image-guided localization of heating, the home field-free-

line coordinates of both scans were aligned. From the obtained MPI image,
the required displacement of the field-free-line from the home position to
the desired target location was calculated. This value is used by the robot
arm to shift the animal bed relative to the field-free-line. This is to align the
field-free-line to the in vivo target location in order to localize the heating
to the desired location. A detailed pictorial representation of the hardware
used and the image-guidance workflow is presented in Fig. 7.3.

7.6.5 In Vivo Temperature Measurement

NeoptixTMfiber optic temperature sensors were placed on the surface of the
flank tumor and inserted into the intraperitoneal cavity and placed close
to the liver to obtain real-time tumor and liver temperature measurements.
One sensor was inserted into the rectum to measure the core body temper-
ature as typically performed in prior hyperthermia studies (Murase2015).
The fiber optic probes interfaced with the Neoptix ReflexTMthat has a mea-
surement accuracy of ±0.8oC and sampling rate of approximately 1 sample
per second.

7.6.6 Predictive Algorithm for Thermal Dose Planning

Because MPI is quantitative for the mass of SPION, and since SAR is propor-
tional to the SPION mass, we can obtain a SAR image from the MPI image.
To predict the localization effect of the MPI gradients, we dot multiply the
SAR image with suppression effect of the MPI gradient which is in essence a
SAR spatial filter. We thus obtain a prediction of the SAR dose after gradient
localization. Finally, to account for heat spreading through tissue from the
SPION mass, we convolve the previous image with a temperature spatial
point spread function (PSF).
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To measure the SAR suppression effect of the MPI gradient, we mea-
sured the temperature rise (NeoptixTMprobe) of a point source of SPIONs
(1.4 mm ID tube, 354 kHz, 13 mT excitation) as it is moved to different posi-
tions (x-z plane) in the background gradient field. To measure the tempera-
ture spatial point spread function (PSF), we created a 2 mm ID well in an 2%
agarose gel phantom and filled it with 50µl of 25 mg/ml SPIONs. Constant
heating was performed at 354 kHz, 13 mT and temperature of the agarose
at various distances from the central well was measured (NeoptixTMprobe).
When the temperature reaches steady-state, the spatial temperature profile
of the agarose was recorded.

7.7 Results and Discussion

7.7.1 User-defined, Arbitrary Localization of Heating In
Vitro

A potential theranostic workflow is as follows: (1) MPI image scan is taken.
(2) User selects which nanoparticle cluster to heat (3) Field-free-point is
shifted to selected spatial location either through mechanical movement of
the sample through a robot arm or electromagnetic shifting of the gradi-
ents. (4) Heat scan at high frequency is performed where only the selected
region experiences heating because nanoparticles elsewhere are prevented
from rotating/heating up by the MPI gradients which remain on through-
out the heat scan. A pictorial representation of this workflow is shown for
experimental in vivo data in Fig. 7.2.

Fig. 7.6 shows thein vitro results obtained from a 3 x 3 phantom under-
going the described theranostic workflow. During the initial MPI imaging
scan, negligible heating is observed. This is because each nanoparticle is
interrogated / excited very briefly due to the raster imaging trajectory. In
addition, a low frequency of 20 kHz is used. In contrast, the heating mode of
the MPI-magnetic hyperthermia system generates significant heating over
the same time of the MPI scan. Without the MPI gradients, all the wells in
the phantom are heated up equally. This is also different from the MPI scan
because the entire region of nanoparticles is continuously excited for the en-
tire duration and a higher excitation frequency is used. Finally, by putting
the MPI gradients in place, a field-free-line is generated and heating can be
localized to that line. From the MPI image, one of the 9 vials is chosen. We
chose the central vial to demonstrate that all other neighboring vials do not
heat up. As shown in the results, negligible heating is observed in all wells
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FIGURE 7.9: In vivo experimental demonstration of localization of magnetic hyperthermia.
The tumor was heated while sparing the liver. All in vivo local temperatures were measured
by NeoptixTMfiber optic temperature sensors. During a standard MPI scan, negligible heat-
ing was observed in the mouse to the low frequency (20 kHz) and raster trajectory. During
a high frequency (354 kHz) heating scan without MPI gradients, all in vivo locations with
nanoparticles heat up (thus damaging the healthy liver). When the MPI gradients are used,
only the tumor is heated while the liver is spared. Lastly, we used a dual tumor mouse to
demonstrate arbitrary user control of which tumor to heat. We first centered the field-free-
line over the bottom tumor. Only the bottom tumor heated up while the top tumor was
spared. Subsequently, without removing the mouse, we shifted the field-free-line over the
top tumor. Only the top tumor heated up while the bottom tumor was spared, demonstrat-
ing arbitrary control of the site of heating just by shifting the MPI field-free-line.

except the targeted well. In addition, this heating location can be arbitrarily
moved to another well simply by shifting the location of the field-free-line
that is under the control of the MPI gradients. This demonstrates arbitrary
control of heating location. Lastly, the 3 x 3 phantom has the wells spaced
7 mm apart. The results demonstrate that for a 2.35 T/m gradient used,
heating can be localized to within a 7 mm radius. Stronger MPI gradients
narrow the ’heating spot size’ linearly with the gradient strength. If higher
MPI gradients such as the 7 T/m gradient reported in a recent MPI on small
animals (Yu et al., 2017b) are used, heat localization is expected to improve
to < 2.35 mm.

7.7.2 Image-guided, Arbitrary Localization of Heating In
Vivo

In Fig. 7.2, we show experimental in vivo data in a xenograft athymic mouse
model outlining the ideal theranostics workflow in vivo or in the clinic. In
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this experiment, we show that we are able to image the biodistribution of
the SPIONs in an animal, segment the regions that we wish to heat, esti-
mate the thermal dose required due to the quantitative nature of MPI imag-
ing in vivo, and then apply a highly localized heat dose only to locations in
a tumor. This is done while sparing nearby healthy tissues that may have
non-specific accumulations of nanoparticles, or the body’s natural clearance
organs for these SPIONs, such as the liver or spleen. These clearance organs
are sensitive to heat damage and can be significantly affected from alternat-
ing magnetic field (AMF) heating as evidenced in prior workKut et al., 2012;
King et al., 2015.

The results shown in Fig. 7.9 for the experimental group 1 confirm that
the in vitro localization can be replicated in vivo and also underscored the
importance of MPI gradients in localizing AMF heating. Similar to thein
vitro experimental series, first, we verify that there is negligible heating dur-
ing the MPI scan. Second, when the MPI gradients are turned off and the
entire volume is excited at 354 kHz, indiscriminate heating occurs at all lo-
cations with SPIONs. Heating of the SPIONs cleared to the liver is observed
at the same time as the heating of the tumor. Tumor and liver temperatures
of 43oC were reached in only 12 minutes. A control mouse with saline in-
stead of SPIONs was also subject to the same uniform AMF but showed no
increase in tumor and liver temperatures, verifying that this indiscriminate
heating is not a result of non-specific SAR from AMF interacting with bio-
logical tissue. Next, the MPI gradients are turned on and we observe that
the liver is spared from heating while only the tumor is heated. Lastly, we
use a dual tumor mouse to demonstrate arbitrary control of the heating lo-
cation. Initially, the bottom tumor is targeted and the results show localized
heating in the bottom tumor but not the top tumor. Then, the field-free-line
is shifted to the top tumor and the results show heating in the top tumor
but not the bottom. These results show that with MPI gradients, the user
can arbitrary control the location of heating. With guidance from the initial
MPI image, the treatment planning can design a ”heating trajectory” for the
field-free-line or field-free-point and therefore spare healthy organs from
collateral damage.

179



Chapter 7. Magnetic Particle Imaging Theranostics: In Vivo
Proof-of-concept using Gradient Fields For Arbitrary Localization of
Therapy

FIGURE 7.10: Experimental demonstration of MPI’s potential for dose planning, image
guidance and actuation localization. (a) The MPI image is linearly quantitative (R2 = 0.996)
for the amount of SPION. (b) The MPI image intensity is well correlated (R2 = 0.964) with
the deposited SAR measured in vivo, demonstrating robustness for dose planning and im-
age guidance. (c) Robust localization of the heating to the targeted location is demonstrated
(n = 14, p-value of < 0.001 with Welch’s t-test). Localization is clearly attributed to the MPI
gradient, since there is no localization of heating when the gradients are off. This implies
that MPI gradients can robustly spare the liver while treating the tumor 1 – 2 cm away.

7.7.3 Robustness of Dose Planning and Heat Localization In
Vivo

MPI has a few unique characteristics that allow for robust thermal dose
planning. First, MPI is a quantitative imaging modality and is able to accu-
rately image the amount of the iron or SPION in vivo. This has been exten-
sively validated by prior work (Zheng et al., 2016; Tay et al., 2016; Yu et al.,
2016). Second, because the exact same nanoparticle core generates the MPI
signal as well as the magnetic hyperthermia heat, the MPI signal is robustly
predictive for thermal energy deposition. Issues of the imaging label sepa-
rating from the therapeutic core are thus non-existent. Because the thermal
energy deposited is linearly related to the amount of SPIONs, by accurately
quantifying the amount of SPIONs in vivo, the expected thermal energy de-
posited can be directly calculated. This can be clearly seen by the fact that
thermal efficiency is often calculated by the SAR of the magnetic particles
used in units of W/g of particles.

In Fig 7.10, we experimentally validate these unique characteristics of
MPI. In Fig 7.10.a, we verify that with our field-free-line scanner, MPI is
quantitative for the amount of iron even when projection images are taken.
In Fig 7.10.b, we correlate the SAR deposited (proportional to the initial
temperature rise measured when the 354 kHz excitation is initiated) to the
MPI image intensity. Our results show that MPI pixel intensity (linear with
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FIGURE 7.11: Experimental demonstration that MPI can predict the spatial distribution
of heating for image-guided, gradient-localized magnetic hyperthermia. Because MPI is
quantitative for the mass of SPION, and since SAR is proportional to the SPION mass,
we can obtain a SAR image from the MPI image (no gradients and localization yet). To
predict the localization effect of the MPI gradients, we dot multiply the SAR image with
suppression effect of the MPI gradient which is in essence a SAR spatial filter. We thus
obtain a prediction of the SAR dose after gradient localization. Finally, to account for heat
spreading through tissue from the SPION mass, we convolve the previous image with
a temperature spatial point spread function (PSF). Our predicted spatial distribution of
heating matches experimental data in that the liver was heated by less than 0.8%oC as
predicted by the calculated temperature map.

mass of SPION) is well correlated with the initial dT/dt and local SAR (R2 =
0.964). The MPI image is thus invaluable for thermal dose planning, under-
scoring the theranostics potential of MPI for image guided thermal therapy.

Lastly, in Fig 7.10.c, we demonstrate statistics showing that robust local-
ization of heating to the target location (n = 14) and that minimal heating is
observed at non-target locations even if SPIONs are present. This is clearly
attributed to the presence of the MPI gradient and field-free-line as no heat
localization is observed when the MPI gradient is absent.

These results taken together shows that MPI can be very useful in clin-
ical situations where non-specific uptake of therapeutics is an issue. With
gradient-based localization of actuation (heat), MPI enables extremely lo-
calized and precise treatment even when the biological specificity of the
therapeutic is not high and collateral damage to healthy parts of the body
needs to be avoided. This relaxes the requirements for biological specificity
and enables higher doses because actuation of therapy can be specific rather
than indiscriminate.
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7.7.4 Predictive Algorithm for the In Vivo Distribution of
Heating

Here, we demonstrate the process behind estimating the thermal dose re-
quired as well as predicting the effectiveness of MPI-gradient spatial local-
ization to verify if sensitive organs will be affected by the designed mag-
netic hyperthermia scan. Using this method, we can potentially simulate
different target locations for the best region to target the MPI gradients to
maximize tumor heating while avoiding nearby sensitive organs such as the
liver.

To develop a predictive algorithm, we first calibrate the localization
point-spread-function for heating due to the MPI gradient as well as the
heat spread point-spread-function at steady-state (for a small point-source
of heated SPIONs in an agarose gel phantom). This needs only be done once
per MPI device. Mathematically as shown in Fig. 7.11, we would take the
SAR image measured from the MPI SPION biodistribution image, then dot
multiply it with the MPI gradient localization point-spread-function (cen-
tered at the target heating location). Subsequently, the gradient-narrowed
SAR image is then convolved with the temperature spatial-point-spread-
function to obtain a temperature rise image. This PSF was measured at tem-
perature steady-state in an agarose phantom (no convective cooling) with
constant heating of the point source. This PSF represents the worst-case
spread of temperature rise (agarose is similar to a dead tissue phantom).
The convective cooling from the blood perfusion in vivo will narrow this
spread (assuming the blood pool represents a thermal sink). As such, the
10% boundary marked represents the worst case temperature spatial pro-
file and in reality, the temperature rise in vivo should be constrained to a
smaller region. The results from the forward model shown in the diagram
match the experimental results in that no temperature rise was observed
in the liver, which is outside the predicted temperature rise boundary. As
such, this forward model based on worst-case heat-spread will be useful, al-
beit being quite conservative, for clinicians whose main aim is to avoid any
damage to healthy organs and therefore would like to leave a large buffer
region for safety.

7.7.5 Luciferase Assay shows Localized Therapy In Vivo

Assessment of treatment response was carried out on experimental groups
3 and 4 that have dual tumors of human triple negative breast cancer, MDA-
MB-231-Luc. The luciferase expression in the tumors was measured before
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FIGURE 7.12: Experimental assessment of localized heat therapy using a bioluminescence-
competent MDA-MB-231-luc xenograft model. (a) MPI image of the dual tumor MDA-MB-
231-luc xenograft mice. The bottom tumor is targeted during gradient-localized heating.
in vivo temperature at both tumors and the rectum measured by NeoptixTM fiber optic
temperature probes. The greatest heating occurred in the targeted bottom tumor, while
the upper tumor received negligible heating. The total CEM43 achieved was 79.3 minutes
in the targeted bottom tumor. The core body temperature, however, was slightly elevated
and likely due to the homeostatic response distributing heat from the heated bottom tumor
to the rest of the body. (b) Luciferase bioluminescence activity of the tumor was measured
before and after treatment. The results show significant decrease in activity for the treated
bottom tumor, while the untreated tumor had almost no change in bioluminescence activ-
ity. Thus, this demonstrates the utility of MPI gradients in localizing tumor therapy. (c)
Statistics (n = 3, p-value = 0.05 with Welch’s t-test) show that localization of therapy is
robust.

and after treatment, and used to evaluate the treatment response. The in
vivo experimental results show significant heating of the targeted tumor
while the other tumor experienced negligible heating (Fig. 7.12). Heating
was maintained to achieve a CEM43 of greater than 70 minutes in order
to observe any discernible treatment response (Rhoon et al., 2013; Rhoon,
2016; Yarmolenko et al., 2011). The luciferase activity reduced considerably
(∼ 10-fold) in the treated tumor compared to the non-treated tumor. The
luciferase activity confirms the thermal dose was selectively deposited on
the tumor and resulted in significant thermal damage.

7.7.6 Histological Assessment Verifies Localization of Ther-
mal Damage to Target Region Only

Apoptosis in organs as a result of thermal damage was measured by quan-
tification of the single and double stranded DNA breaks (TUNEL staining).
Percentage apoptosis was calculated by dividing the number of TUNEL
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stained cells by the total number of cells (DAPI stain). From the histology
images, significant numbers of cells undergoing apoptosis can be observed
in the tumors targeted with magnetic hyperthermia while no tissue dam-
age was observed in off-target tumors (Fig. 7.13.a). Experimental replicates
(n=3) show robust localization of damage to the target region and protec-
tion of the off-target regions (Fig. 7.13.b). To evaluate the protective effect
of gradient-based heat localization on minimizing collateral damage to the
liver, we compared the liver from a mouse subject to uniform heating (no
MPI gradients) as opposed to a mouse subject to gradient-localized heating
(heating targeted at tumor and away from the liver). The results (Fig. 7.13.a)
show visible damage to the liver when MPI gradients are absent while there
is negligible damage when MPI gradients are present, confirming that MPI
gradient-based localization of heating can indeed minimize collateral dam-
age to clearance organs such as the liver. Presence of SPIONs in both the
liver and tumor was verified by Prussian Blue staining (Fig. 7.13.c). SPI-
ONs were directly injected into the tumor, but not for the liver which ac-
cumulated SPIONs naturally after a tail vein injection. Distribution is rela-
tively even throughout the tumor and liver. This verifies that there is indeed
clearance of SPIONs to the liver and that it can potentially be damaged by
magnetic hyperthermia in the absence of the spatial localization gradients.

7.7.7 Discussion

Precision of Localization Linearly Improves with Gradient Strength

Image guided tumor ablation aims to kill 100% of tumor cells with mini-
mal destruction of adjacent healthy tissue. The unavoidable dead region at
the tumor periphery is termed the tumor margins and 2-mm margins are
considered standard in clinical practice. In this work, we experimentally
demonstrated a radial margin of ∼ 7 mm on a 2.35 T/m gradient. Because
spatial precision improves linearly with gradient strength, increasing the
magnetic hyperthermia gradient strength to 7 T/m will improve precision
to 2.35 mm which is very close to the 2 mm objective. This level of pre-
cision should be more than adequate to avoid heating healthy sites such
as the liver while targeting various lesions. With electromagnet gradients,
the gradient strength can be adapted to the clinical situation. Lower gradi-
ents allows more efficient heating of larger lesions while higher gradients
can improve precision when a nearby organ is close and at risk of collateral
heat damage.
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FIGURE 7.13: Histological assessment of MPI localization of thermal damage. (a) Apop-
tosis assay (red) and DAPI stain (blue) shows apoptosis only occurs in the targeted tumor
but not in the neighboring off-target tumor, verifying localization of heat damage by the
MPI gradients. The liver is also damaged when MPI gradients are turned off and uniform
heating of the tumor and all other locations occurs. In contrast, no damage is observed
in the liver when the MPI gradient is turned on and targeted at the tumor. (b) Statistics
(n = 3, p-value = 0.005 with Welch’s t-test) show that localization of thermal damage by
MPI gradients is robust. The liver sustains significant damage if MPI gradients are off due
to collateral heating of the SPIONs cleared to the liver. In contrast, the liver is negligibly
damaged if MPI gradients are on (p-value = 0.026). These results validate the ability of MPI
gradients to robustly localize thermal damage to the tumor while sparing the liver 1 – 2 cm
away. (c) Prussian Blue stain confirms that SPIONs are successfully delivered to both the
tumor and liver (clearance organ).

Implementation of Real-time MPI-magnetic hyperthermia

An ideal real-time theranostic platform will allow real-time visualization
of the pathology and the treatment region such that imaging is simultane-
ous with the therapy. Because the SPIONs also generate MPI signal during
heating, real-time simultaneous MPI-therapy should be possible. To achieve
this, the currently separate MPI imaging and MPI heating drive coils should
be combined in one scanner with the addition of a receive coil optimized to
pick up the MPI signal at f0 = 354 kHz. Because the field-free-line needs
to be constantly parked at a fixed location to maintain heat localization, one
practical limitation is that the field-of-view is limited to the vicinity of the
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hyperthermia target location. However, this should not be a problem once
the radiologist uses the initial MPI image to restrict the region-of-interest to
the tumor vicinity.

If real-time imaging of a wider field-of-view is required, fast switching
between imaging and heating modes could be designed such that heat-
ing is performed > 95% of the time and wide-view imaging in the other
5% (field-free-line is freed from its locked position to raster around). Af-
ter the image, the FFL is immediately shifted back to focus heating on the
desired spot again. This strategy is reasonable because MPI scans are rela-
tively fast (3D Lissajous trajectory at 46 frames per second (Ludewig et al.,
2017)) and because movement of the SPIONs into and away from the tumor
takes much longer than the time interval between imaging updates. For ex-
ample, the enhanced permeability and retention wash-in and wash-out of
SPIONs from the tumor as studied by MPI is shown to be on the time-scale
of hours (Yu et al., 2017a).

Real-time Temperature Feedback with MPI Thermometry

Because assessment of thermal therapy and dosage is most accurate with in
vivo temperature feedback, it is desirable to have some form of non-invasive
measurement of the temperature of the treated site to act as feedback for a
closed loop thermal therapy system. Optical temperature probes are lim-
ited to the skin surface, while IR cameras must deal with thermal back-
ground, depth attenuation and reflectance. MR thermometry (Rieke and
Butts Pauly, 2008), while non-invasive and effective at depth, is difficult to
implement in the vicinity of SPIONs because it is based on a 10 parts per
billion per oC effect. SPIONs are known to induce larger variations in the
MR signal than that.

In contrast, MPI thermometry benefits from the good attributes of MPI
- being able to image at depth and having high sensitivity and contrast (no
tissue signal). In essence, MPI thermometry uses the SPIONs as sensors
of the in vivo microenvironment temperature. Prior work onin vitro MPI
thermometry has been shown to be promising (Weaver, Rauwerdink, and
Hansen, 2009; Perreard et al., 2014a). In brief, these methods rely on (1) us-
ing the SPIONs to measure the microenvironment viscosity which changes
with temperature or (2) changes in the SPION magnetization response due
to temperature dependence of the Langevin function for SPIONs. Using
the latter method, MPI thermometry achieves a 0.4% change in the signal
per oC (Weaver, Rauwerdink, and Hansen, 2009). This is more sensitive
than MR thermometry (water signal changes by 10 parts per billion per
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oC) (Rieke and Butts Pauly, 2008). Similar to the mode switching strat-
egy of real-time MPI-magnetic hyperthermia, one can envision seamless
fast switching from heating mode to temperature measurement mode. Be-
cause heating is expected to be slow, a temporal resolution of seconds to
minutes should be acceptable. Furthermore, because only the temperature
of the treatment region is of interest, time-consuming coverage of the entire
field-of-view is not needed.

SAR and Magnetostimulation Safety Considerations

Time-varying magnetic fields can have two possible effects on the human
body - (1) stimulation of nerves through induced electric fields, which often
manifest as peripheral nerve stimulation, and (2) tissue heating via induced
eddy currents in the body, which is measured by the specific absorption
rate (SAR) metric. Because MPI and magnetic hyperthermia uses strong
time-varying magnetic fields, the corresponding safety limits for these two
effects are relevant.

From prior work, we note that below 42 kHz, safety is dominated by
magnetostimulation limits while above 42 kHz, (induced eddy-current)
SAR limits dominate (Saritas et al., 2013b). Thus, the MPI imaging scan
at 20 kHz has to address magnetostimulation. We note that while the 20
mT used in this work is safe for rodents, it is about 2-fold higher than the 8
mT limit for humans at 20 kHz (Saritas et al., 2013b). To address this, MPI
should use lower amplitudes of < 8 mT for clinical scans and this has been
shown to be feasible and actually improve MPI performance especially in
terms of spatial resolution (Croft et al., 2016).

Next, the magnetic hyperthermia heating scan has to address SAR limits.
While the 354 kHz and 13 mT used in this study is higher than the ∼ 2
mT reported at 354 kHz, it must be noted that the reported values use a
conservative SAR limit of 4 W/kg and a large torso radius of 20 cm. FDA
SAR limits for localized heating of the torso is 10 W/kg (Zaremba, 2001).
Using 10W/kg and a 15 cm (average size) torso radius, and because SAR
is proportional to r2f 2B2

pp, the limit is calculated to be 4.3 mT and is lower
than the 13 mT used in this study.

One possible strategy to address SAR limits, depending on the particle,
is to use a lower frequency but higher amplitude. In essence, one could
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further optimize and tailor the heating waveform to the nanoparticle char-
acteristics. From the Rosensweig equation (Rosensweig, 2002a),

P = πµ0χ0H
2f

2πfτ

1 + (2πfτ)2
(7.2)

where τ is the relaxation time for reorientation of magnetic moments in
SPION, we can see that while the heating power is strictly related to the
square of the applied field amplitude H , increasing frequency f will al-
ways have less than an f 2 effect, with diminishing returns with larger τ . On
the other hand, tissue SAR is proportional to r2f 2B2

pp (Brown et al., 2014),
therefore trading off frequency for amplitude does not change the SAR limit
while heating gains may be observed from the Rosensweig equation if the
frequency is too high for τ .

Another strategy is designing particles that heat more efficiently. This
could help achieve the same in vivo heating and therapy reported in this
work while lowering the required field amplitude to a safer level. For ex-
ample, a very high nanoparticle SAR of 1019 W/g was reported for Zn-
doped cubic SPIONs (Bauer et al., 2016b). Using the Rosensweig equation
(eqn. 7.2), we can back-calculate the field amplitude required to generate
the same heating achieved in our results. This calculated value is much
lower at 5.2 mT and very close to the safe limit of 4.3 mT.

Lastly, because heating is most severe at the surface of the body due
to the r2 dependence (skin burns are most common), one possible way to
mitigate risk from the 13 mT field is to cover the patient with a cooling sur-
face to remove heat. This can be implemented via a cooling bag or cooling
air. Because the heating is done remotely via magnetic fields, there are no
electrode-tissue interface considerations.

Path to Clinical Implementation

With high contrast and high sensitivity imaging, external control over the
localization of therapy and the ability to work at any depth, MPI-magnetic
hyperthermia can be a powerful image-guided therapy method for clinical
cancer treatment. Preclinical MPI scanners are already commercially avail-
able and the barriers to clinical implementation are few and addressable.
The main challenge is maintaining high magnetic gradient strengths for
large human-sized bores. We note that such gradients are already possible
with current technology. For example, the gradient just outside a human 3.5
T MRI bore is approximately 7 T/m. The cost would thus be comparable to
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a clinical MRI scanner. If lower heating spatial precision is acceptable, lower
gradients of 1 T/m could be used, removing the need for superconducting
magnets and dramatically reducing the MPI scanner cost. This would make
the MPI-magnetic hyperthermia procedure much more affordable.

Another key challenge is keeping within the clinical SPION dose lim-
its while achieving sufficient concentration for heating. It was reported
that 5mg/ml was a moderate concentration for clinical magnetic hyperther-
mia (Jordan et al., 2009), and another clinical magnetic hyperthermia pilot
study, a prostate tissue SPION concentration of up to 30 mg/ml was reached
during therapy (Johannsen et al., 2005). Although concentrations of up to
75 mg/ml was injected in this study, quantitative imaging with MPI reveals
that the in vivo concentration achieved is closer to∼ 30 mg/ml and is within
the clinically relevant range. The net amount of iron injected into the tumor
is 1.25 mg. Clinically, it is estimated that 0.25 – 1.0% of the total injected dose
of nanoparticles reach the tumor (Wilhelm et al., 2016). Clinical doses of 510
mg Ferumoxytol was reported in prior work (Lu et al., 2010). This shows
that even with limited delivery efficiency to the tumor, 1.25 – 5 mg of NPs
out of the 510 mg injected is expected to reach the tumor, therefore suggest-
ing that 1.25 mg per tumor is clinically achievable. More importantly, these
numbers underscore the importance of MPI spatial localization of magnetic
hyperthermia in avoiding thermal damage to healthy tissues that received
the remaining 99% of the injected dose.

With this clinically relevant dose, we demonstrate in this work that ro-
bust and spatially localized temperature rise in vivo to > 43oC was achieved
within 7 minutes, and in the presence of active blood perfusion, suggesting
that MPI-magnetic hyperthermia is viable in humans. Lower doses can be
used if the heating efficiency of the SPION is further improved and the heat-
ing excitation further optimized. Much lower dosage and concentrations
could be used in MPI-magnetic hyperthermia applications where only mild
hyperthermia therapy is desired (as an adjuvant or sensitization procedure
for chemotherapy) or in applications where no macroscopic temperature
change is required (e.g. drug delivery applications).

7.8 Conclusions

Here we have described the theoretical foundation, physical construction,
and testing of an MPI-magnetic hyperthermia theranostic platform. We
showed experimental data using MPI gradients to deliver targeted heating
on demand to components of a phantom with an ability to selectively heat
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targets separated by as little as 7 mm with negligible heating of off-target
sites. We have also showed the first in vivo experimental data using MPI
image-guided localization of heat therapy in a rodent model with the use of
MPI gradients for localization. We also showed the ability to sequentially
target different locations in vivo, demonstrating arbitrary control of the heat-
ing spot. We demonstrated very good correlation of the MPI image intensity
with the SAR deposited, proving that thermal dose planning can be easily
performed via an MPI pre-scan. Through a luciferase assay and histological
assessment, we verified that heat damage was indeed localized to the tar-
get tumor, while the off-target tumor or off-target healthy clearance organs,
such as the liver, were spared. Together, these data represent an important
step towards the development of a MPI-magnetic hyperthermia theranos-
tics platform. An important next step is to develop MPI thermometry for in
vivo implementation in order to provide a temperature feedback mechanism
for complete thermal dose control. Because achieving macroscopic heating
with low amplitudes remains a challenge, another important direction is to
explore MPI-magnetic hyperthermia for applications in targeted drug re-
lease by using the MPI gradient localization strategy to localize actuation of
the drug-containing nanocarriers. Exploring novel therapeutic approaches
that do not require macroscopic temperature changes, such as activation of
lysosomal pathways (Domenech et al., 2013; Creixell et al., 2011) and ther-
mal drug delivery, are also of great interest.
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Chapter 8

In Vivo Tracking and
Quantification of Inhaled Aerosol
using Magnetic Particle Imaging
towards Inhaled Therapeutic
Monitoring

8.1 Attribution

Reproduced with permission from Theranostics, in review as of April 26th
2018. Reference: Tay ZW, Chandrasekharan P, Zhou X, Yu E, Zheng B,
Conolly, S. ”In Vivo Tracking and Quantication of Inhaled Aerosol us-
ing Magnetic Particle Imaging towards Inhaled Therapeutics Monitoring”
Theranostics 2018.

8.2 Introduction

In this chapter, we further investigate another key application for MPI -
lung imaging. However, we approach this application via inhalation as the
route of administration of the tracer, as opposed to previous methods in
the lab to inject the nanoparticles intravenously. In this work, we show
proof-of-concept that MPI can perform similar functions to that of clinical
radioaerosol studies. Notably, MPI has the potential for drug tracking of
inhaled therapeutics. With further improvements in resolution and sensi-
tivity, we believe MPI can be competitive with nuclear medicine for aerosol-
based imaging.
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8.3 Background

Pulmonary delivery of drugs is attractive due to benefits such as rapid
absorption by the massive surface area of the alveolar region, the abun-
dant vasculature, thin air-blood barrier, and the avoidance of first pass
metabolism (Ibrahim, Verma, and Garcia-Contreras, 2015). While methods
for efficient drug-loaded aerosol delivery to the lung have been studied ex-
tensively, it is challenging to monitor and quantify the delivered aerosol
with existing imaging modalities. Anatomical imaging techniques such as
X-ray, Computed Tomography (CT) typically have low sensitivity contrast
agents. While recent work on developing CT contrast agents have been
promising (Kim, Jeong, and Jon, 2010; Hyafil et al., 2007), one key challenge
is the high tissue background signal and thus in contrast to in vitro stud-
ies, in vivo implementation requires a high concentration or a large enough
mass of contrast agent to achieve a detectable change in X-ray attenuation
over the attenuation from the tissue background. Other anatomical imag-
ing techniques such as Magnetic Resonance Imaging (MRI) and Ultrasound
(US) have better sensitivity contrast agents. MRI has reported sensitivity
between 0.01 – 1 mM and US has∼ 1 pM sensitivity when microbubbles are
used (James and Gambhir, 2012). However, both of these modalities have
difficulty imaging structures containing air, such as the lung, due to air-
tissue interface susceptibility changes and poor transmission of ultrasound
through air respectively.

As a result, tracer imaging modalities have been the method-of-choice
for imaging aerosols in the lung. A tracer modality does not receive any sig-
nal from the anatomy and thus only images the tracer agent. This enables
higher sensitivity and excellent contrast. Currently, nuclear medicine imag-
ing techniques such as Positron Emission Tomography (PET) and Gamma
Scintigraphy are the gold standard for in vivo aerosol imaging (Dolovich
and Labiris, 2004) and have reported sensitivities in the picomolar re-
gion (James and Gambhir, 2012). Nuclear medicine techniques to image
inhaled aerosol have been used for a multitude of clinical applications. One
such clinical test is known as pulmonary radioaerosol mucociliary clear-
ance (PRMC) test. Here, radioaerosol (nebulized 99mTc-albumin colloid) is
inhaled and the time for the lung mucociliary clearance of this aerosol mea-
sured. This PRMC metric has been found to have high sensitivity and speci-
ficity for the disease Primary Ciliary Dyskinesia (Munkholm, Nielsen, and
Mortensen, 2015; Marthin et al., 2007). Gamma scintigraphy has also been
used for comparative evaluation of different aerosol formulations of asthma
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medication (Dolovich and Labiris, 2004). It has also been used to evalu-
ate the lung deposition and mucociliary clearance of inhaled therapeutic
nanocarriers (Weers et al., 2009). PET radioaerosol has been used to evalu-
ate lung inflammation in diseases such as sarcoidosis, cystic fibrosis (Labiris
et al., 2003), and chronic obstructive pulmonary disease (COPD) (Dolovich
and Labiris, 2004).

However, there are a few limitations to nuclear medicine imaging of
aerosols. One, these techniques inherently depend on the patient inhaling
a radioactive tracer that poses an ionizing radiation risk, especially to the
lungs which is one of the most radiosensitive organs in the body (Nikolic et
al., 2010; Travis, 1987). In addition, the intrinsic nuclear degradation of the
radioactive tracer, i.e. half-life of 6 hours for 99mTc, limits the length of mu-
cociliary clearance studies. Bulk of the nuclear medicine studies conducted
use 18FDG (2 h half-life) or 99mTc (6 h half-life). While longer half-life trac-
ers such as indium-111 (2.8 day half-life) are available, this incurs a larger
net radiation dose to the patient or weaker SNR. Moreover, the preparation
of radiopharmaceuticals is time-consuming, expensive and requires, typi-
cally in-house, hot chemistry facilities.

To address these challenges, we propose to use a new imaging modal-
ity known as Magnetic Particle Imaging (MPI). First invented in 2005 by
Gleich and Weizenecker (Gleich and Weizenecker, 2005), magnetic particle
imaging (MPI) is an emerging medical imaging modality that produces a
sensitive tracer image with zero ionizing radiation, robust imaging across
air-tissue interfaces (Zheng et al., 2015; Zheng et al., 2016; Zhou et al., 2017;
Murase et al., 2015), and safe superparamagnetic iron oxide nanoparticles
(SPION) tracers (Goodwill et al., 2012d). MPI images the magnetic nanopar-
ticle’s electronic magnetization, which is 22 million times stronger than the
nuclear magnetization imaged in MRI. To obtain a signal, MPI excites these
SPIONs with an alternating magnetic field and measures the magnetization
response (Knopp et al., 2011; Franke et al., 2016; Vogel et al., 2015a; Saritas et
al., 2013b). To select which SPIONs to image, MPI uses strong background
magnetic gradient fields to magnetically saturate all the SPIONs in the 3D
field-of-view, leaving only a narrow field-free-region (FFR) where the SPI-
ONs selected experiences near zero applied field and are thus magnetically
unsaturated and able to be excited by the alternating magnetic field. To
form a 3D image, the sensitive field-free-region is rastered over the 3D field-
of-view, interrogating each point in spatial individually for presence of SPI-
ONs. One possible trajectory of the FFP is shown in Fig. 8.1),but many
other trajectories such as the Lissajous trajectory have been used (Werner,
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FIGURE 8.1: Magnetic Particle Imaging (MPI) applied to in vivo tracking of inhaled aerosol.
(a) MPI / CT imaging visualizes the in vivo distribution of the inhaled aerosol in the lung
airspace (maximum intensity projection). (b) The MPI scanner uses electromagnets to gen-
erate a field-free-line (FFL) magnetic field gradient with an effective trajectory as shown.
This generates one MPI projection image and multiple projections can be used to recon-
struct a 3D image. (c) TEM of the multi-core clustered superparamagnetic iron oxide
nanoparticles used. (d) Dynamic magnetization curves of the SPION measured at an AC
excitation field of 20.225 kHz and 40 mTpp to match the MPI drive field. (e) MPI is linearly
quantitative for aerosol mass. MPI’s high contrast, high sensitivity and quantitative nature
enables it as a radiation-free alternative to radioaerosol scintigraphy and PET for in vivo
quantification of therapeutic aerosol dose, visualization of biodistribution, assessment of
delivery efficiency and finally timecourse evaluation of clearance rates.

Gdaniec, and Knopp, 2017; Rahmer et al., 2015). Image reconstruction oc-
curs by solving the inverse problem with a calibrated system function (Rah-
mer et al., 2009) (System Matrix Method) or by gridding the MPI signal
to the instantaneous location of the FFR (Goodwill and Conolly, 2010) (X-
space method). The Philips-Bruker 3D Fast MPI demonstrator scanner and
the Berkeley x-space scanners for the respective reconstruction methods are
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described in prior work (Rahmer et al., 2015; Goodwill et al., 2012b; Good-
will et al., 2012c).

Magnetic Particle Imaging has numerous advantages that renders it suit-
able for in vivo imaging of inhaled aerosols. First, MPI is a tracer imag-
ing modality that has high sensitivity and contrast (Them et al., 2016a;
Them et al., 2016b). Recent work has reported ∼ 100 picogram per 1 mm3

voxel sensitivity (Graeser et al., 2017) and high temporal resolutions of 46
fps (Ludewig et al., 2017). Second, the SPIONs in MPI do not produce ion-
izing radiation, are safe and have been used in clinical applications (Good-
will et al., 2012d; Lu et al., 2010). Third, because the SPIONs are magnetic
nanoparticles that do not radioactively degrade over time like radiotrac-
ers, this enables months-long longitudinal imaging studies (zheng˙2015).
This is valuable for long mucociliary clearance studies similar to those per-
formed by the Pulmonary Radioaerosol Mucociliary Clearance (PRMC) test.
In addition, the SPION formulations are stable and have long shelf-lives
without the need for hot chemistry to make a fresh radiopharmaceutical for
each new clinical scan or study. Lastly, MPI is fully quantitative and has
zero depth attenuation, thus being able to quantify the inhaled aerosol at
any depth and with no view limitations. Although the SPION magnetiza-
tion response to an applied field is non-linear due to saturation, the MPI sig-
nal from the inductive receive coils is linearly proportional to the amount of
iron present at the FFP. Due to these characteristics, Magnetic Particle Imag-
ing has also been studied preclinically in many other applications such as
real-time MPI image-guidance of catheters (Salamon et al., 2016; Rahmer et
al., 2017), stroke diagnosis (Ludewig et al., 2017), angiography (Haegele et
al., 2012), lung perfusion (Zhou et al., 2017),lung ventilation (Nishimoto et
al., 2015; Banura and Murase, 2017), cancer imaging (Yu et al., 2017a), stem
cell tracking (Zheng et al., 2015; Zheng et al., 2016; Fidler et al., 2015), brain
perfusion imaging (Orendorff et al., 2017), magnetic hyperthermia (Hens-
ley et al., 2016; Murase et al., 2015; Banura et al., 2016) and gut bleed detec-
tion (Yu et al., 2017a).

In this preclinical study, we demonstrate that MPI can track and quan-
tify inhaled aerosol with high sensitivity and contrast and demonstrate its
potential as a non-radioactive alternative to the nuclear medicine for appli-
cations such as the evaluating mucociliary clearance and delivery efficiency
of the inhaled aerosol for future applications in inhaled therapeutic moni-
toring.
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8.4 Methods

8.4.1 Hardware

The MPI hardware used in this study was a field-free-line 3D scanner that is
detailed in prior work (Yu et al., 2017a). The drive field used was a sinusoid
at 20.225 kHz and 40 mTpp. The field free line is generated by a pair of
racetrack-shaped electromagnets (gradient of 6.3 x 6.3 T/m) and shifted via
the same electromagnets in the trajectory described in Fig. 8.1. X-space MPI
reconstruction (Yu et al., 2017a) was used for all images.

8.4.2 Nanoparticles

Superparamagnetic iron oxide nanoparticles (Perimag TM, micromod Par-
tikeltechnologie GmbH, Rostock, Germany) was added to the aerosol mix
in order to track the aerosol in vivo with Magnetic Particle Imaging. These
multi-core nanoparticles were prepared by precipitation of iron oxide in the
presence of dextran, resulting in 50% (w/w) iron oxide in a matrix of dex-
tran (40.000 Da molecular weight). The hydrodynamic diameter is approxi-
mately 130 nm. Bright field TEM (JOEL 1200 EX) at 120 keV was performed
and results shown in Fig. 8.1. Individual cores within each multi-core clus-
ter have sizes between 4.5 – 6.5 nm. The dynamic magnetization properties
at MPI scanning parameters (20.225 kHz and 40 mTpp), which are more rel-
evant to MPI performance than static magnetization, were measured by a
custom-built magnetic particle spectrometer MPS (Tay et al., 2016).

8.4.3 Ventilation Experimental Setup

To evaluate in vivo MPI tracking of inhaled aerosols, we constructed a con-
trolled ventilation setup as shown in Fig. 8.2. In short, the nebulizer was
connected in line between the y-junction and the output of the rodent venti-
lator device to inject the aerosol into the ventilation airstream to be inhaled
by the rodent. SPIONs were mixed into 1x PBS or the drug formulation to
a final concentration of 5 mg/ml. Due to the low concentration, the aero-
dynamic properties of the aerosol droplets should be negligibly affected by
addition of SPIONs (< 0.5% weight change). Aerosol was generated by
a vibrating mesh nebulizer (AeronebTMLab Nebulizer Unit, Small VMD,
Kent Scientific Corporation, Connecticut, USA) and a ventilator with tun-
able stroke volume and rate was used (Model 683 Small Animal Ventilator,
Harvard Apparatus, Holliston, MA, USA). Small doses between 0.05 - 0.5
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mg/kg were used. For reference, doses of 40 mg/kg was reported in prior
small animal imaging studies (Nishimoto et al., 2015) and 0.5–7.3 mg / kg in
human imaging studies (Wang, 2011). Fischer 344 rats (Charles River Lab-
oratories) weighing between 200–300 g were used for this study. Aerosol
was introduced either by placement of the output tube in the mouth cavity
(with depression of the tongue), or by endotracheal intubation with con-
trolled ventilation (stroke volume and stroke rate controlled by the small
animal ventilator). MPI scans were acquired by the FFL MPI scanner de-
scribed above and co-registered to anatomic reference images. Anatomic
references were obtained either by a projection x-ray immediately after MPI
(Kubtec Xpert 40 TMcabinet x-ray unit), or a post-mortem CT scan (RS9-80
Micro CT scanner (GE), 30 min acquisition time and 93 micron isotropic
resolution).

8.4.4 Animal Experimental Groups

Three groups of rats were used. In Group A (n = 3), approximately 0.3
mg/kg of SPIONs were delivered into the rodents via aerosol inhalation
and MPI scans were acquired at multiple time points up to 13 days after
to evaluate clearance from the lung. In Group B (n = 3), approximately 0.5
mg/kg of SPIONs was delivered by endotracheal intubation. Variation of
the aerosol droplet size and ventilation rate was performed to affect deliv-
ery efficiency into the lung. In Group C (n = 3), approximately 0.3 mg/kg
and 0.1 mg/kg of Doxorubicin Hydrochloride or Indocyanine Green dye (as
a model therapeutic) was mixed and delivered as aerosol. The rodents were
imaged with MPI and fluorescence, and imaging was repeated ex vivo on the
lungs to evaluate MPI’s ability to track deposition of inhaled therapeutics
in the lung. Fluorescence imaging was performed on the IVIS Lumina TM.
These animal procedures were conducted in accordance to the National Re-
search Council Guide for the Care and Use of Laboratory Animals and ap-
proved by the UC Berkeley Animal Care and Use Committee.

8.5 Results

8.5.1 Evaluation of delivery efficiency

One of the key applications of radioaerosols is the in vivo evaluation of
aerosol delivery efficiency (Dolovich and Labiris, 2004). Here, we show that
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FIGURE 8.2: Magnetic Particle Imaging (MPI) is able to assess the delivery efficiency of
different methods. (a) Experimental setup showing how the aerosol is delivered by con-
trolled ventilation to the rodent. (b) MPI assessment of the delivery efficiency of three dif-
ferent methods. Method 1 uses a slow controlled ventilation rate. This enables the aerosol
to be more evenly distributed in the lung. Method 2 uses a fast controlled ventilation rate,
resulting in more inertial impactation of the aerosol in the central conducting airways as
opposed to the finer airways in the lung periphery. Method 3 increases the size of the
aerosol droplets and therefore significantly increases the probability of inertial impactation
in the central airways, resulting in poor delivery to lung periphery.

MPI is similarly able to visualize the efficiency of different delivery meth-
ods for Group B rats (Fig. 8.2). The field of view (FOV) was 3.2 cm × 4 cm
× 10 cm with acquisition time of 75 s. It is well known from prior literature
that drug-aerosol deposition depends on many factors. Inhalation flow rate,
the patient’s breathing pattern, particle size, and airway geometry have
been shown to be most dominant (Ibrahim, Verma, and Garcia-Contreras,
2015; Longest, Azimi, and Hindle, 2014). However, particle shape, density,
thermodynamic state, and surface characteristics including roughness and
charge may be influential as well (Kleinstreuer and Zhang, 2011). Here, we
show that MPI can visualize the differences in efficiency resulting from two
of the most dominant factors – inhalation flow rate and particle size. From
prior literature, rapid inhalation increases the chance of impaction in the
oropharynx and large conducting airways, while slow, steady inhalation
increases the chance of penetration to the lung periphery. (Newman, 1985).
Fig. 8.2(b) shows that MPI can visualize this effect. With fast ventilation
rate as controlled by the ventilator piston stroke rate (stroke volume and
rest of ventilation setup is kept the same), we observe a much larger frac-
tion of aerosol deposited in the central, large conducting airways and lesser
aerosol in the peripheral parts of the lung. For particle size, prior literature
states the optimum is between 3 and 5 microns (Cheng, 2014). In Fig. 8.2(b),
this effect is visualized with MPI. This was investigated by only changing
the nebulizer mesh size (Aeroneb Small VMD 2.5 – 4.0 micron to Aeroneb
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FIGURE 8.3: Magnetic Particle Imaging (MPI) is able to quantify the delivery of aerosolized
therapeutics. (a) Experimental setup. The MPI imaging agent (SPIONs) is mixed with the
model drug, doxorubicin hydrochloride, then aerosolized. The aerosol is inhaled by the
animal or deposited on surgical gauze for the in vitro experiment. (b) Fluorescence mea-
surements of deposited doxorubicin hydrochloride for the in vitro experiment shows good
correlation with the MPI signal, confirming that the MPI image can quantify drug deposi-
tion. (c) The MPI image clearly visualizes the drug deposition in vivo while fluorescence
imaging of the drug is difficult at depth. Ex vivo imaging of the lungs confirm that the MPI
image and the fluorescence image match, showing that MPI images the drug distribution
in the lungs and provides clearer visualization in vivo and at-depth.

Standard VMD 4.0 – 6.0 micron) while keeping the nebulizer type/brand
and ventilation setup the same. The results show a large change in the de-
position distribution where there is focal deposition in the central airways
and negligible aerosol reaching the outer lung. While a limited subset of
all the parameters affecting drug-aerosol deposition, these examples are a
proof-of-concept demonstrating the potential of MPI as a radiation-free al-
ternative to nuclear medicine for in vivo evaluation of aerosol delivery effi-
ciency.

8.5.2 Tracking and quantification of inhaled therapeutics

Next, in order to evaluate MPI as a in vivo tracking agent for inhaled ther-
apeutics, we utilize aerosols containing a mixture of both a model drug
(Doxorubicin Hydrochloride or Indocyanine Green) and our SPION imag-
ing agent. Fig. 8.3 shows the experimental setup, where the mixed aerosol is
tested both in vitro and in vivo. The in vitro results where the aerosol is pro-
duced and deposited onto surgical gauze show that the MPI imaging signal
is well-correlated with the amount of deposited DOX as measured from the
fluorescence signal (R2 = 0.971). Next, we evaluate in vivo tracking by in-
halation of this mixed aerosol in Group C rats. The field of view (FOV)
was 3.2 cm × 4 cm × 6 cm with acquisition time of 45 s. The MPI image
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clearly visualizes the in vivo distribution of the aerosol while it is difficult to
track the distribution with fluorescence imaging due to tissue attenuation
and scatter. To address this, ex vivo imaging was also performed on the ex-
cised lungs. In this case, relatively good correlation of the MPI image and
the fluorescence image is observed. Slight discrepancies in position may
be attributed to slight shifting of the lung lobes during transfer between the
scanners. The high contrast and quantitative nature of MPI shows that it has
the potential to quantify in vivo therapeutic deposition in the lung towards
assessment and monitoring of inhalation therapies.

8.5.3 Timecourse MPI to monitor clearance rates from the
lung

Lastly, one key application of radioaerosols is the evaluation of lung mu-
cociliary clearance. The PRMC metric obtained from 99mTc radioaerosol
studies have been found to have high sensitivity and specificity for Primary
Ciliary Dyskinesia (Munkholm, Nielsen, and Mortensen, 2015; Marthin et
al., 2007). MPI is a good fit for imaging clearance over long periods of time
because unlike radioaerosols, the SPION imaging agent does not radioac-
tively decay with time. This advantage has been demonstrated in prior
work for the tracking of stem cells over 90 days (Zheng et al., 2015). To
evaluate MPI as a tool for measuring mucociliary clearance of delivered
aerosols, we allow rats in Group A to inhale SPION aerosols and per-
form MPI imaging periodically over the course of 13 days. Prior litera-
ture establishes that the dominant clearance of particles larger than 17 nm
median diameter occurs through the mucociliary pathway up the trachea,
and down the gastrointestinal tract to finally be excreted as feces from the
body (Semmler et al., 2004; Nishimoto et al., 2015). Fig. 8.4 shows the MPI
timecourse study where the mucociliary clearance of the PerimagTM SPI-
ONs (130 nm hydrodynamic size) from the lung into the gastrointestinal
tract is clearly visualized. At the 2 hour time point, SPION boli are observed
just above the lung. At the 14 hour time point, SPIONs are observed in the
lower gastrointestinal tract. Over the course of 13 days, the MPI signal in
the lungs gradually decreases as the SPIONs are cleared from the lungs.
Fig. 8.5(a) verifies that clearance, rather than decay of the SPION signal, is
occurring because the loss in MPI signal from the lungs is accounted for by
the presence of MPI signal in the GI tract and feces. The high contrast and
sensitivity of MPI enables clear visualization of the mucociliary clearance
pathway and the different organs and tissues involved.
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FIGURE 8.4: MPI is able to track with high contrast and sensitivity the clearance of deliv-
ered aerosol. The clearance pathway is clearly visualized by visible boli in the trachea and
in the gastrointestinal tract. Because SPIONs do not radioactively decay over time, MPI is
suitable for longitudinal imaging of aerosol clearance. The visible attenuation of the signal
is due to mucociliary clearance from the lung, as the lost signal is accounted for by MPI
signal in excreta. MPI thus has the potential to be a radiation-free alternative to current
pulmonary radioaerosol mucociliary clearance clinical tests.

Because MPI is fully quantitative with zero depth attenuation, in addi-
tion to non-invasive tracking of the biodistribution through time, we are
also able to model the SPION dynamics in a two compartment model. The
first compartment is the lung while the gastrointestinal tract and the fecal
excrement were combined into the second compartment. Fig. 8.5(a) shows
the biodistribution and compartmental fitting for Group A rats. First, the
MPI signal was first calibrated to to a known concentration of SPION in a
similar calibration curve to that in Fig. 8.1(e). Next, regions of interest (ROI)
were identified for each compartment and the measured MPI concentration
is subsequently averaged. The results are finally reported as net iron in each
compartment (Fig. 8.5(a)) and fitted to the exponential model described in
prior work (Nishimoto et al., 2015). The equation used was

Fe = Fetotal · ((1− k1) · e−k2t + k1). (8.1)

k1 = 0.249 and k2 = 0.261 was obtained with the fitting (R2 = 0.955). The
results estimate the clearance half-life (without the offset term) as approxi-
mately 2.6 days.

To confirm presence of SPIONs in the lung and feces, ex vivo MPI scans of
all the organs was performed. The results at 13 day in Fig. 8.5(b) show that
SPIONs were only the lungs and the feces. Negligible signal was observed
in the stomach and intestine because the SPIONs are spread out over a large
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FIGURE 8.5: MPI quantification of the SPION biodistribution over time. (a) Change in
biodistribution of SPIONs and two-compartment model fitting shows SPIONs are cleared
from the lung and through the GI tract into excreta. The quantitative nature and high sen-
sitivity of MPI shown here makes it a promising radiation-free alternative to radioaerosol
procedures. (b) Ex vivo MPI validation shows SPIONs in only the lungs and excreta. Prus-
sian Blue stains of lung histological sections verify that SPIONs were successfully delivered
to the lung.

volume and slowly transferred over a long duration of digestion and there-
fore the effective SPION concentration is very low especially at the 13th day
point when the transfer of SPIONs from the lung is much lower than the
initial clearance rate. Prussian blue staining of lung sections show pres-
ence of SPIONs in the lung tissue, confirming delivery of SPION aerosol
into the lung. Finally, a zoom-in MPI image of the upper respiratory tract
with finer time-points show clear visualization of the mucociliary clearance
(Fig. 8.5(c)).

8.6 Discussion

This study is the first proof-of-concept of MPI for evaluating delivery effi-
ciency of aerosols as well as tracking of inhaled therapeutics. Another study
has shown MPI imaging of microsprayed SPIONs endotracheally but was
limited to single slice axial views and did not investigate the entire mucocil-
iary clearance pathway (Nishimoto et al., 2015). In our study, we demon-
strated that MPI can visualize the clearance pathway by detecting SPION
boli in the airways, gastrointestinal tract as well as in the fecal excrement,
and was able to perform two-compartment modeling of this clearance path-
way and the associated kinetics.

While MPI is presented as a potential alternative to radioaerosol tech-
niques for clinical use, several limitations exist and continued development
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is required before MPI imaging of SPIONs can be fully realized for clinical
use in the lung. One limitation is that MPI is less sensitive (nanomolar sen-
sitivity) than nuclear medicine (picomolar sensitivity). This can partially be
addressed by using larger doses of SPIONs and the dose-limited sensitiv-
ity of MPI will come close to that of nuclear medicine because the limiting
dose of SPIONs is in the millimolar range while nuclear medicine cannot
use more than micromolar concentrations of radioisotopes. Furthermore,
MPI is still a relatively new technology and has not yet reached the hard-
ware limit of sensitivity yet (Graeser et al., 2017). Another limitation is that
SPIONs are about 10 – 100 nm in size and are larger than radioisotopes.
However, for purposes of radioaerosol tracking, most studies use 99mTc-
albumin colloid currently.

Furthermore, because SPIONs can be targeted by magnetic fields, the
therapeutic aerosol can be additionally steered or moved to a target region
of the lung, increasing therapeutic efficiency (Banura and Murase, 2017;
Kuboyabu et al., 2016). It is evident that many cancer targeting strategies for
magnetic nanoparticles are already widely investigated. MPI, with its su-
perb sensitivity and contrast, is uniquely poised as an excellent theranostics
platform, where the same administered SPIONs serve both as an imaging
agent for diagnosis as well as a therapeutic agent.

8.7 Conclusions

We have showed in this work proof-of-concept that MPI can perform many
of the radioaerosol study functions used in preclinical and clinical practice.
While further development is necessary to be fully competitive with clinical
nuclear medicine, this work shows the MPI has the potential to be radiation-
free and convenient alternative to radioaerosols for therapeutic drug track-
ing and lung imaging.
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