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ABSTRACT OF THE DISSERTATION

Individual differences in phonology: the realization of stem-final coronal obstruents in Korean

by

Jinyoung Jo

Doctor of Philosophy in Linguistics

University of California, Los Angeles, 2024

Professor Kie R. Zuraw, Chair

Individual speakers’ speech patterns differ from one another, despite presumably similar lan-

guage input. What are the sources of this individual variability? In this dissertation, I explore

sources of individual differences in pronunciation of coronal obstruents (/s/, /th/, /ch/, /c/)

at the ends of nouns in Korean. Research in linguistics has traditionally focused on patterns

that are shared across individuals of a speech community, and speakers who deviate from the

group-level generalization were treated as outliers. Research on speaker variation has primar-

ily been in sociolinguistics, which investigates how demographic and stylistic variables affect

speech. However, it has recently been recognized that individuals with homogeneous sociolin-

guistic background also exhibit different linguistic behavior, and there is increasing interest in

how and why people vary.

One view of language learning holds that individuals who received roughly the same lin-

guistic input as a child converge on the same linguistic knowledge (grammar), and that inter-

speaker variation arises only due to random noise or extra-grammatical factors such as differ-
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ences in how speakers perform the experimental task (Chomsky, 1975). In a longitudinal study

involving two experiments (Chapters 4-5), I show that speaker variation cannot be dismissed

as random noise or as an artifact of the task. Speakers were self-consistent in their pronun-

ciation for the target words in the two experiments, which employed different tasks and were

separated by 1.5 years. Further, the results of k-means clustering analysis in each experiment

indicate that distinct speaker types indeed exist, rejecting the hypothesis that the speakers are

best understood as a single group.

That individual speakers should differ from one another, despite presumably similar lan-

guage input, is an interesting puzzle. In Chapter 5, I explore potential sources of the individual

variability, including differences in the lexicon, grammar, cognitive traits, and pressure toward

normative pronunciation. Some of these factors reliably predicted individual differences, indi-

cating that variation is systematic.

In Chapter 6, I model individual speakers’ production patterns within the framework of

Maximum Entropy Grammar (Smolensky, 1986; Goldwater & Johnson, 2003), employing Optimality-

Theoretic constraints (Prince & Smolensky 1993, 2004). I provided the model with corpus fre-

quencies as the learning data (obtained in Chapter 3) and varied the bias terms for the con-

straints across different learning simulations. This variability in bias terms results in different

outputs from the model, replicating the individual speakers’ production of obstruent variants

observed in the experiment.
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CHAPTER 1

Introduction

For the past few decades, phonological research has increasingly used quantitative methods

(e.g. Sampson, 2005; Janda, 2013). Quantitative approaches have improved the empirical re-

liability and robustness of study results, since responses obtained from multiple speakers are

resistant to noise that may arise when probing only one speaker’s grammar. Because these stud-

ies focus on describing and explaining patterns that are shared across different individuals of

a speech community, individual speakers who deviate from the phonological generalization at

the group level are often treated as outliers.

While research in individual differences has been receiving more attention in the field of

psychology, there has traditionally been a long division in psychology between experimental

psychologists and correlational (differential) psychologists (Cronbach, 1957; Eysenck, 1966).

Experimental psychologists manipulate conditions and observe their consequences while tightly

controlling situational variables, environmental factors that could affect participants’ perfor-

mance. They focus on differences between treatment and non-treatment group, and tend to

treat individual variation as error variance. In comparison, correlational psychologists inves-

tigate relationship among naturally occurring variables, and treat individual variation as im-

portant consequences of biological or social factors. In recent decades, however, the two ap-

proaches have increasingly informed each other, allowing researchers to address questions that

would not be answerable with purely experimental or correlational approaches (Cronbach,

1975; Eysenck, 1997; Revelle et al., 2011).

Within differential psychology, a subfield dedicated to studying individual variation, re-
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search investigates how and why individuals differ from one another. This field encompasses

a wide range of interests, including variations in affect, behavior, cognition, and motivation,

and examines the contributions of genetic and environmental factors to these individual differ-

ences. Additionally, differential psychology has practical applications, such as predicting indi-

viduals’ behavior in occupational settings based on personality and ability assessments (Barrick

& Mount, 1991; Mount et al., 2005). As such, psychological research places a greater emphasis

on understanding individual differences across various contexts.

One area of linguistic research that puts relatively greater emphasis on individual differ-

ences is the sociolinguistic literature, the variationist approach in particular. Research in this

field focused on how sociolinguistic variables such as age, gender, and socioeconomic status

affect linguistic behaviors of different speakers that belong to the same speech community (Fis-

cher, 1958; Labov, 1963, 1966/2006, 1972). However, it has also been widely recognized that

individuals that do not differ along those sociolinguistic variables also exhibit different pro-

duction and perception behaviors, for variables that are not believed to carry social meaning.

Research on individual variation has reported speaker variation in phonetic implementation of

speech sounds (voice onset time in Newman, 1997 and Allen et al., 2003; consonant articulation

in Mielke et al., 2016; vowel articulation in Johnson et al., 1993; vowel formants in Peterson &

Barney, 1952; coarticulation in Zellou, 2017), and how often individuals apply a variable phono-

logical rule (Zuraw, 2000; Bayles et al., 2016; Davidson et al., 2021). Yu & Zellou (2019) provides

a review of studies on individual differences in phonological processing.

It has been also noted in the literature that individual variation is not just random noise or

measurement errors that arise when the same individuals are tested multiple times; rather, it is

highly structured and has meaningful implications for the grammar (Chodroff & Wilson, 2017;

Wade et al., 2021). One systematic aspect of individual differences in phonological grammar is

that a significant portion of the variance can be explained by factors such as the amount or type

of language input that one receives, personality traits and cognitive processing styles. In ad-

dition, although individual speakers exhibit differences in phonetic implementation of speech
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sounds or in how frequently one applies a variable phonological rule, we still find some consis-

tent pattern across individuals. For example, Chodroff & Wilson (2017) reported that although

native English speakers’ production of voice onset time (VOT) for aspirated stops are different

from speaker to speaker, the pattern in which [kh] is realized with a longer VOT than [ph] was

observed within individuals (Zlatin, 1974; Koenig, 2000; Newman, 2003; Theodore et al., 2009).

Another aspect of inter-speaker variability that attests to its systematicity is that speakers

are self-consistent in their phonetic or phonological behavior when tested multiple times. If the

differences among individuals were random, the across-speaker variability in one study would

not be replicated in another study conducted with the same set of speakers. Based on my un-

derstanding, only a very small number of studies across all areas of linguistics directly examined

whether speakers are consistent across different testing sessions (VOT imitation in Wade et al.,

2021; cue weighting in Kong & Edwards, 2016; syntactic judgment in Han et al., 2016).1 A similar

point has been made by James et al. (2018) and Durvasula (2024) that studies have rarely tried to

replicate the individual differences. Therefore, more research is needed to investigate whether

speakers are self-consistent across different occasions to test whether individual variation is

more than just chance fluctuations or random noise.

Given the prevalence of individual variation in phonological behaviors, it is important to

understand the nature of such variation. First, as discussed above, we must ask: does it reflect

mere random noise, or is it observed in a reliable and systematic manner? Second, what are

the sources of across-speaker differences? Furthermore, if the differences are meaningful and

systematic, we need to account for the variation in the formal apparatus of phonology. In the

remainder of this chapter, I first lay out why it is important to study individual differences, and

then review previous approaches to investigating sources of inter-speaker variation and mod-

eling phonological variation.

1See also James et al. (2018) which investigated subjects’ consistency across different test items (rather than differ-
ent testing sessions) to investigate whether stable (and thus meaningful) individual differences exist. They report
a low correlation in the participants’ responses between one set of items and another, and attribute the lack of
consensus among studies examining individual differences in syntactic processing to the low consistency.
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1.1 Why should we investigate individual differences?

Investigating individual differences is important in the following respects. First, when researchers

investigate a variable phonological process by calculating the rate of rule application, aggre-

gated results might obscure the precise pattern of the variation. For instance, imagine a situa-

tion in which the rate of application of a phonological process is 70%. There are at least two dif-

ferent scenarios with respect to how the grammar should look like: (i) 30% of the speakers never

apply the rule and the other 70% always apply the rule, in which case grammars do not need

to produce variation; rather, one can simply posit two different categorical grammars for the

speech community, and (ii) most speakers apply the rule about 70% of the time. In this respect,

investigating across-speaker variation could help understand whether and how much within-

speaker variation there is.2 Under the scenario (i), each speaker shows invariant behavior, hence

no intra-speaker variation. In (ii), we would expect to see both application and non-application

of the rule within an individual. Previous studies have also noted that aggregating across many

speakers’ responses may obscure the fact that different individuals can possess phonological

grammars that differ from each other to a substantial degree (Zsiga & Gouskova, 2006; de Lacy,

2009; Bennett & Braver, 2020). In cases where different speakers exhibit opposite behaviors con-

cerning the effect of interest, the effect would not even be observable when analyzed in aggre-

gate (Zee et al., in preparation). Thus, it is crucial to investigate a variable phonological process

at the individual level to describe and explain the variation more accurately.

Second, investigating inter-speaker variation can have implications for various other lin-

guistic phenomena such as phonologization (Yu, 2021) and origins of sound change (see Stevens

& Harrington, 2014 for a review). For instance, it has been argued that sound change is initiated

by individual differences in articulation (Baker et al., 2011), differences in how individuals link

perception and production (Beddor, 2009, 2012), and variability in cognitive processing, which

is in turn related to individuals’ social traits (Yu, 2013).

2See, for instance, Davidson et al. (2021) for recent work that investigated whether it is across-speaker variation or
within-speaker variation that underlies a variable phonological process.
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Last, a systematic investigation of individual differences could challenge the assertion that

all learners of a language converge on the same grammar, often put forth by proponents of Uni-

versal Grammar (UG). Chomsky (1975) claims that “individuals in a speech community have

developed essentially the same language” and that “[t]his fact can be explained only on the as-

sumption that these individuals employ highly restrictive principles that guide the construction

of the grammar.” However, the assumption that language acquisition is uniform across all in-

dividuals lacks empirical evidence. Instead, numerous quantitative studies have shown differ-

ences across individuals in various areas of linguistics, as mentioned earlier (Peterson & Barney,

1952; Johnson et al., 1993; Newman, 1997; Allen et al., 2003; Han et al., 2007; Bayles et al., 2016;

Han et al., 2016; Mielke et al., 2016; Zellou, 2017; Yu & Zellou, 2019; Davidson et al., 2021; Zee

et al., in preparation).

Given the assumption that individuals arrive at the same grammar, the strongest stance of

UG would predict that the individual differences, if any, must stem from either (a) random er-

rors or (b) differences in factors related to performance or language use, such as memory or

attention limitations, access to lexical entries, and other physiological or cognitive constraints

in actual production and comprehension of utterances, rather than from differences in gram-

mar (also known as competence). As argued above, the kind of individual differences reported

in previous studies is far from being random, and should not be dismissed as simple noise or

uninteresting peculiarities of individual speakers. Furthermore, while we should acknowledge

that factors in the purview of performance or language use contribute to across-speaker vari-

ation, it is worth investigating whether at least some part of individual variation is explained

by grammatical components above and beyond factors related to performance. With this back-

ground, the present study explores whether we find non-random across-speaker variation in

phonology and if so, to what extent performance-related factors can explain the variability. If

the observed variation is not due to noise, but shows meaningful and systematic differences

between speakers that might reflect differences in grammar, we should be able to capture and

formalize it within phonological models.
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Figure 1.1: Factors influencing individual speakers’ phonological behavior

1.2 Sources of individual differences

When individual speakers’ speech patterns differ from one another, what are the sources of this

individual variability? Previous research has identified various sources of across-speaker varia-

tion, including sociolinguistic background, language-related experience, cognitive traits (such

as working memory capacity, attention, inhibitory skills and autistic traits) and personality, just

to name a few. These factors affect individuals’ speech perception and production in various

ways, as schematically represented in Fig. 1.1. First, they can affect individuals’ learning of the

grammar, as represented by solid lines. They also influence how individuals use the grammati-

cal knowledge in the actual tasks of speech comprehension and production (which can be ob-

served in corpus studies, experiments, etc.), as represented by dashed lines. A component of

Fig. 1.1 that has not been mentioned so far is task effects; individuals may also differ in how

they perform a particular task in experiments, thus depicted as one of the factors influencing

speakers’ use of grammar in their perception and production. Below I outline previous studies

investigating the effect of one or more of these factors on inter-speaker variation in phonetic or

phonological behavior.

As mentioned above, one of the most extensively studied variables affecting speaker differ-

ences is sociolinguistic background. Numerous studies have reported that individuals differing

in sociolinguistic variables such as age, gender, socioeconomic status, social group, and social
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attitudes exhibit different speech patterns (e.g. Labov, 1994, 2001; Eckert & McConnell-Ginet,

2003; Foulkes & Docherty, 2006; Sumner et al., 2014).

However, even individuals from fairly homogeneous sociolinguistic backgrounds may differ

in their comprehension and production patterns. Another source of inter-speaker variability is

the language-related experience that one gains over their lifespan, that is, inter-speaker vari-

ation may arise because individuals are exposed to different portions of the target language.

In the acquisition literature, it has been acknowledged that children’s language development

can be predicted by characteristics of their caregivers’ speech (e.g. Bornstein et al., 1998; Cris-

tia, 2001; Liu et al., 2003; Newman et al., 2016). Further, as argued in Lev-Ari (2016), language

input and experience affect one’s speech patterns beyond childhood. For instance, speech per-

ception is affected by the number of speakers an individual is exposed to (Lev-Ari, 2018), and

speech production is influenced by an individual’s dialectal experience (Sanchez et al., 2015;

Wade, 2022).

The effect of input differences on inter-speaker variation may be especially critical for a

language learning environment in which the data are sparse, and the size of each set of in-

put is small (Niyogi & Robert, 1997; Reilly, 2007). For instance, Reilly (2007) argued that the

inter-speaker variation observed in Texistepec Popoluca stems from the sub-optimal learning

environment in which the use of language is declining and the dominant language of the com-

munity is Spanish.

At first glance, it is not plausible to think that insufficient input is the source of individual

variation in a language like Korean, the focus of this dissertation, as there are more than 50 mil-

lion speakers in South Korea alone. It is not likely to suffer from declining language use, given

that Korean is the only official language in the country. However, it is still not impossible that Ko-

rean speakers suffer from the problem of an inadequate amount of input for them to converge

on the same grammar. For instance, Han et al. (2007, 2016) report that two distinct grammars

are found among the Korean native speakers regarding V-movement in the syntactic structures

of the language. They argue that the population is divided into two groups, one whose grammar
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has verb-raising and the other whose grammar does not, and that this is due to insufficient and

ambiguous evidence for either grammar. Similarly, noun stems ending in a coronal obstruent

are not very frequent in the Korean lexicon, and there is across-speaker variability in pronunci-

ation of these consonants, as will be shown throughout this dissertation. This gives rise to the

possibility that different speakers end up with different grammars due to insufficient input.

Recently, there has been growing interest in the relationship between cognition and linguis-

tic behavior. Studies have shown that individual variation in phonetics and phonology is influ-

enced by differences in cognition. Yu & Zellou (2019) reviewed studies investigating the link be-

tween individual differences in “cognitive processing styles” and their production or perception

patterns. They outline various types of individual traits under the umbrella term cognitive pro-

cessing styles. The first type is executive functions (a set of cognitive processes that are essential

for controlling and managing behavior and thoughts), which in turn encompasses several dif-

ferent traits: attention-related factors (such as the ability to switch attention between different

tasks or mental sets, and the ability to perform a task in the presence of a distractor), work-

ing memory capacity (concerning updating and monitoring information), and inhibition (the

ability to suppress irrelevant and distracting responses). Previous studies have found a link be-

tween individuals’ attention and cue weighting (Gordon et al., 1993; Kong & Lee, 2018), between

working memory capacity and spoken word recognition (Conway et al., 2001; Nitsan et al., 2019)

as well as prosodic phrasing (Bishop & Intlekofer, 2020; Bishop, 2021), and between inhibitory

control and speech perception (Taler et al., 2010; Lev-Ari & Peperkamp, 2013, 2014) as well as

production (Lev-Ari & Peperkamp, 2013).

The second type of cognitive processing styles discussed is autistic traits. Individuals with

autism spectrum disorder are recognized for having distinct cognitive processing styles com-

pared to neurotypical individuals. However, it is also acknowledged that individuals who are

not clinically diagnosed with autism can exhibit autistic-like traits (Constantino & Todd, 2003;

Lundström et al., 2012). Studies have found a relationship between autistic traits of individuals

in the non-clinical population and their speech processing, specifically sensitivity to prosodic
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information (Bishop et al., 2015; Jun & Bishop, 2015), sensitivity to lexical knowledge in speech

perception (Stewart & Ota, 2008), perceptual compensation for coarticulation (Yu, 2010), coar-

ticulatory production (Yu et al., 2024), and phonetic imitation (Yu et al., 2013; Snyder et al.,

2019).

Other types of cognitive processing styles discussed in Yu & Zellou (2019) include declara-

tive memory (the memory of facts that can be consciously recalled) and procedural memory

(the memory of how to perform tasks and skills that are usually unconscious). As noted in Yu

& Zellou (2019), these memory types are most often studied in relation to lexical and morpho-

logical learning (Ullman, 1999, 2004), although some studies have investigated their effects on

(morpho)phonological processing (Ettlinger et al., 2014; Arthur et al., 2021).

Despite these findings, a few studies suggest that little of the across-speaker variance in

speech perception and production can be explained by these differences in domain-general

traits (Kong & Edwards, 2016; Kapnoula et al., 2017; Hall-Lew et al., 2021; Wade, 2022). For in-

stance, Wade (2022) investigated whether speakers’ convergence behaviors are correlated with

the Big Five inventory (John et al., 1991), Autism-Spectrum Quotient (Baron-Cohen et al., 2001),

and Marlowe-Crowne social desirability scale (Crowne & Marlowe, 1960) and found little ev-

idence that these cognitive and personality traits predict convergence. Hall-Lew et al. (2021)

points out that only a subset of individual cognitive measures seem to be relevant to speech

or language and it remains unclear whether individual differences are attributable to domain-

general cognitive processing styles or more specific aptitudes for speech processing. Therefore,

the extent to which individual differences in these cognitive processing styles and personal-

ity traits can explain the variance in speech patterns remains unanswered. Moreover, previous

research investigating the relationship between cognition and speech primarily focuses on in-

dividual differences in phonetics, with relatively few studies examining whether inter-speaker

variation at the segmental level can be explained by those cognitive characteristics. The present

study aims to address this gap.
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1.3 Computational modeling of individual differences

In the present study, I model the way speakers arrive at different probabilistic grammars as they

learn a target language. I focus on the realization of stem-final coronal obstruents in Korean (see

Chapter 2 for details), which shows a high degree of inter-speaker variation. I fit a Maximum

Entropy (MaxEnt) Grammar to the corpus frequencies, which approximates the linguistic input

that the speakers receive. Crucially, by modulating the bias terms of certain constraints, and

thereby generating different outputs, each of which is expected to match some of the speakers’

behaviors observed in the experiment, I model how individuals arrive at different end states of

grammar with roughly the same linguistic data.

Many quantitative studies on phonological variation employ computational modeling as a

tool to test and compare formal theories of learning (Jarosz, 2019). In studies comparing the

pattern of variation observed in the corpus data against the speakers’ behaviors in wug tests

or judgment rating tasks, the corpus frequencies are fed to a model as learning data, and the

model is expected to reproduce the speakers’ behaviors in the experiments given an appropri-

ate grammar. In such studies, it is typically the case that the speakers’ behaviors are modeled

only at the group level by averaging across all participants’ responses. The assumption under-

lying the practice of aggregating data across individuals is that there are no between-speaker

differences. Given that this is far from being true in many cases, modeling linguistic behavior

must focus more on how people are different from each other, as has been argued in some pre-

vious works (Lee & Webb, 2005). Crucially, if individual variation is systematic, predictable by

certain factors, and relevant to linguistic theory (as mentioned in Section 1.1), it needs to be

modeled.
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1.4 Overview of the dissertation

To delve into inter-speaker variation in phonology and the sources of this variability, this dis-

sertation focuses on individual differences in the realization of stem-final coronal obstruents

in Korean. I first conducted a corpus analysis to obtain a nuanced understanding of the distri-

bution of the stem-final obstruent variants. Then I carried out a longitudinal study by conduct-

ing two experiments to closely examine the inter-speaker variation. The two experiments used

the same target words but employed different tasks. I focused on whether the participants are

consistent in their responses across different tasks and over time. Such self-consistency would

suggest that inter-speaker variation is systematic, with individual differences largely unaffected

by the type of task employed. I also investigate the sources of inter-speaker variation through

specific tasks included in these experiments. Finally, I model different speakers’ production pat-

terns.

The rest of the dissertation is organized as follows. In Chapter 2, I provide background on

the realization of stem-final obstruents in Korean. I present results of a corpus analysis on this

variable process in Chapter 3, and those of the two experiments in Chapter 4 (Experiment 1)

and Chapter 5 (Experiment 2). In Chapter 6, I model the experiment results. Chapter 7 provides

a general discussion of the findings of this study.
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CHAPTER 2

Stem-final obstruents in Korean

The present study investigates individual differences in the realization of stem-final coronal

obstruents in Korean, which exhibit variation before vowel-initial suffixes. In this section, I first

provide traditional analyses of how these obstruents alternate between their realization in the

final position of an unsuffixed form and before a vowel-initial suffix. Then, I outline alternate

explanations proposed in previous studies to account for the observed variation.

2.1 Basic patterns of alternation

Korean obstruents show a three-way laryngeal contrast, as shown in (1). The obstruents in the

shaded cells are the focus of this study.

(1) Obstruent inventory in Korean

labial coronal velar
stop stop fricative affricate stop

lenis p t s c k
aspirated ph th ch kh

fortis p* t* s* c* k*

These obstruents are involved in two phonological processes that create alternation within

the inflectional paradigm of nouns ending in these obstruents. First, obstruents in coda posi-

tion are neutralized to their (homorganic) unreleased lenis stop counterpart. For instance, as

described in (2), coronal obstruents in /os/ ‘clothes’ and /path/ ‘field’ are neutralized to [t] in

their unsuffixed forms [ot] and [pat], respectively. Similarly, labial stops neutralize to [p], e.g.
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/iph/ → [ip] ‘leaf’, and velar stops to [k], e.g. /pu2kh/ → [pu2k] ‘kitchen’, /pak*/ → [pak] ‘out-

side’.

(2) Neutralization of coronal obstruents in coda

Underlying Form Unsuffixed ACCUSATIVE /-1l/ Stem Meaning
a. /os/ [ot] [os-1l] ‘clothes’
b. /path/ [pat] [path-1l] ‘field’
c. /k*och/ [k*ot] [k*och-1l] ‘flower’
d. /nac/ [nat] [nac-1l] ‘daytime’

Among the coronal obstruents, /t*/, /s*/ and /c*/ do not appear in the final position of a noun

stem. Additionally, there are only a few /t/-final nouns (e.g. /nat/ ‘grain’, /tik1t/ ‘the name for the

Korean alphabet corresponding to t’), all of which are infrequent, such that Jun’s (2010) corpus

study reports zero occurrence of /t/-final stems. (2) therefore presents only /s/-, /th/-, /ch/- and

/c/-final stems.

Second, /t/ and /th/ are palatalized to [c] and [ch], respectively, before high front vocoids /i/

or /j/, e.g. /path-i/ → [pach-i] ‘field-NOMINATIVE’, across a morpheme boundary. These phono-

logical rules then generate alternation within the inflectional paradigm, as presented in (3). In

the classical analyses of the alternation, the variant that appears before vowel-initial suffixes is

considered the underlying form of the obstruent (with an exception of palatalization of /th/ be-

fore /-i/). The surface forms are then derived through application of coda neutralization (/os/

→ [ot]; /path/ → [pat]) and the palatalization rule (/path-i/ → [pach-i]).

(3) Basic patterns of alternation of stem-final coronal obstruents

Unsuffixed /-i/ ‘NOMINATIVE’ /-e/ ‘LOCATIVE’, /-1l/ ‘ACCUSATIVE’

UR /os/ ‘clothes’ /os-i/ /os-e/, /os-1l/
SR [ot] [os-i] [os-e], [os-1l]

UR /path/ ‘field’ /path-i/ /path-e/, /path-1l/
SR [pat] [pach-i] [path-e], [path-1l]

Such analyses, however, fail to describe or explain the regularities that are observed in re-

cent analogical changes in the realization of the obstruents. The following section describes
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these changes currently underway in Korean and outlines explanations for the emerging pat-

terns based on previous studies.

2.2 Variation

Some obstruents in the final position of a noun stem are realized variably when it is followed by

a vowel-initial suffix. When obstruent-final stems are immediately followed by a vowel-initial

suffix, the obstruent is expected to be realized as such, as outlined above. However, many non-

standard variants are observed. The variable realization of noun stems with final obstruents

is illustrated in (4). As for labials, the aspirated stop /ph/ is often realized as the lenis [p], in

addition to its faithful, standard pronunciation [ph], as illustrated by (a) and (b). There are no

stems ending in /p*/. The velar aspirated stop /kh/ is realized as either [kh] or [k], as shown in

(k) and (l). Among the vanishingly small number of stems ending in /k*/, only /pak*/ ‘outside’

appears to be familiar to Korean speakers. For this stem, the only acceptable pronunciation of

the final /k*/ is [k*] (e.g. [pak*-e], *[pak-e]), according to my informal observation, and previous

studies have similarly not reported variable realizations of stem-final /k*/.

The pattern of variation is more complicated for coronal stops. First, stem-final /th/ can be

realized not only as the canonical [th] but also as [s], [ch] or [t], as shown in (c)-(d). When the

suffix is /-i/ ‘NOMINATIVE’, as in (e), the standard variant is [ch] due to an independent process of

palatalization mentioned above. In addition to the expected [ch], however, [s] is also frequently

chosen as the variant. Similarly, /ch/ is realized as the canonical [ch] or the non-canonical [s],

[th], [c] or [t], as can be seen in (f), (g) and (h). Stem-final /c/, exemplified in (i) and (j), also

exhibits variation between the standard form [c] and innovative forms like [s] and [ch]. It is

known that /s/-final stems show a very small degree of variation and is mostly realized with [s],

although innovative variants are reported (e.g. /os-1l/ → [och-1l] ‘clothes-ACC’; Jun & Lee, 2007).

Korean does not have stems with other coronal obstruents that are productively used.
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(4) Variation in the realization of stem-final obstruents (hankwuk cengsin mwunhwa yenkwuwen

[The Academy of Korean Studies], 1995; Choi, 2004; Kang et al., 2004)

UR Canonical Innovative Gloss
labial a. /iph-1l/ [iph-1l] [ip-1l] ‘leaf-ACC’

b. /mul1ph-i/ [mul1ph-i] [mul1p-i] ‘knee-NOM’
coronal c. /mith-1l/ [mith-1l] [mis-1l], [mich-1l], [mit-1l] ‘bottom-ACC’

d. /k*1th-1l/ [k*1th-1l] [k*1s-1l], [k*1ch-1l] ‘end-ACC’
e. /path-i/ [pach-i] [pas-i] ‘field-NOM’
f. /pich-i/ [pich-i] [pis-i] ‘light-NOM’
g. /k*och-e/ [k*och-e] [k*os-e], [k*oth-e] ‘flower-LOC/DAT’
h. /toch-e/ [toch-e] [tos-e], [toth-e], [toc-e], [tot-e] ‘sail-LOC/DAT’
i. /pic-1n/ [pic-1n] [pis-1n], [pich-1n] ‘debt-TOP’
j. /nac-e/ [nac-e] [nas-e] ‘daytime-LOC/DAT’

velar k. /pu2kh-es2/ [pu2kh-es2] [pu2k-es2] ‘kitchen-LOC’
l. /sepj2knj2kh-e/ [sepj2knj2kh-e] [sepj2knj2k-e] ‘dawn-LOC/DAT’

Abbreviations: ACC = accusative, NOM = nominative, LOC = locative, DAT = dative, TOP = topic

The present study focuses on coronal obstruents, which exhibit a wider range of innovative

variants than the labial or the velar stop. It is known that [s], [th], [ch], [c], [t] are attested as vari-

ants of stem-final /th/, /ch/ and /c/ (Choi, 2004; Kang et al., 2004; Jun, 2010). Among the non-

standard variants, [s] has been reported to be the most frequent pronunciation, [th] and [ch] are

moderately attested, while [c] and [t] are infrequent. It has also been found that the relative fre-

quency between [th] and [ch], the two variants with an intermediate frequency, is conditioned

by the type of suffix that follows. Specifically, [th] is more frequent before [e]-initial suffixes than

before [1]-initial ones, and [ch] is more frequent before [1]-initial suffixes than before [e]-initial

ones.

While there are many explanations in the literature for the predominance of [s] (Ko, 1989;

Kim, 2001), I adopt the explanation that locate the source of the attested pattern in the lexical

distribution of final obstruents (Hayes, 1998; Kang, 2003, 2005; Albright, 2008; Jun, 2010), as

will be summarized below. For other accounts that explain the variation, I refer readers to Jun

(2010).
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In order to understand why [s] is the most frequent variant, we need to consider a number

of facts about Korean. First, coronal obstruents are neutralized to [t] in coda position, as men-

tioned above, repeated as part of (5). The neutralization creates various types of alternation,

e.g. [t]~[s] alternation in (5a), [t]~[th] in (5b), etc. Therefore, the prevalence of [s] as a variant of

non-/s/ obstruents, e.g. [pas-1l] for /path-1l/, [k*os-1l] for /k*och-1l/ and [nas-1l] for /nac-1l/, can

be seen as an extension of [t]~[s] alternation to other environments (b-d). Then the question is,

why is it [s] that is extended to non-/s/ stems, rather than some other way around? For instance,

why is the logically possible pattern in which [th] is extended to others (e.g. *[oth-1l] for /os-1l/)

rarely attested? This is because /s/-final stems are the most frequent among the stems that end

in coronal obstruents (approximately 50%, with some variability depending on which corpus

or dictionary is consulted, e.g. Kang & Kim, 2004; Albright, 2008). Whenever one sees the [t] in

the unsuffixed form, chances are high that it will map to [s] in the suffixed form (when the suffix

is vowel-initial). In other words, the fact that Korean is rich in /s/-final stems makes [s] a safe

“guess” as a variant to be used in suffixed forms.

(5) Alternation caused by coda neutralization

Underlying Form Unsuffixed ACCUSATIVE /-1l/ Alternation Stem Meaning
a. /os/ [ot] [os-1l] [t]~[s] ‘clothes’
b. /path/ [pat] [path-1l] [t]~[th] ‘field’
c. /k*och/ [k*ot] [k*och-1l] [t]~[ch] ‘flower’
d. /nac/ [nat] [nac-1l] [t]~[c] ‘daytime’

This explanation is convincing, given that some suffixes (especially the nominative and the

accusative suffix) are often omitted in Korean, which leads the native speakers to be exposed to

unsuffixed forms frequently. For instance, two utterances [os-1l ip-2] and [ot ip-2] ‘clothes(-ACC)

wear-DECLARATIVE’ can be used interchangeably to mean ‘wear clothes’. As such, the native

speakers have only a small amount of exposure to the suffixed forms, especially for infrequent

stems whose final obstruent is not /s/. As a result, alternations involving these infrequent stems

are replaced by the dominant [t]~[s] alternation.

In fact, the observed relative preference among variants is matched by the distribution of
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lexical final obstruents in noun stems. As mentioned earlier, [s] is the most preferred, followed

by [th] and [ch], while [c] and [t] are least preferred. The distribution of stem-final coronal ob-

struents in the lexicon is such that /s/-final nouns are the most common, while /th/-final and

/ch/-final stems are moderately frequent, and /c/-final and /t/-final stems are least common.

(/t/-final stems are close to non-existent, as noted earlier.)

Similarly, the suffix type effect for [th] and [ch] can be understood with some generalizations

about the lexical distribution of stem-final obstruents and suffix-initial vowels. To recap how

the relative preference is conditioned by the suffix, [th] is relatively favored before [e]-initial

suffixes and [ch] is preferred before [1]-initial suffixes. This pattern is most noticeable for /th/-

final nouns. Jun (2010) shows that this reflects the fact that [e]-initial suffixes are more likely to

combine with /th/-final stems than /ch/-final stems in the Korean lexicon, while the opposite

is true for [1]-final stems. It seems that many of the /th/-final stems happen to denote location,

e.g. /mith/ ‘bottom, under’, /pak*ath/ ‘outdoor’, /k2th/ ‘outside’, thereby frequently combining

with suffixes that denote location, e.g. /-e/ ‘LOC/DAT’ and /-es2/ ‘LOC’, which happen to be

[e]-initial. Given that the aforementioned stems are high in frequency, and that these locative

suffixes cannot be omitted, we can imagine that speakers will hear [mith-e], [k2th-e], etc. very

frequently.1

Although the variable realization of stem-final obstruents has been investigated in previ-

ous studies (e.g. Choi, 2004; Albright, 2008; Jun, 2010), the variation has only been reported at

the group level by aggregating all the speakers’ responses. Some of these studies do mention,

however, that speaker-by-speaker variation might exist. The present study examines between-

speaker variation in detail to see how much speakers differ from each other and in which envi-

ronments, focusing on coronal obstruents.

1One exception to this pattern is /-1lo/ ‘DIRECTIVE (DIR)’, which is [1]-initial but frequently combines with location-
denoting stems. It will be shown in Chapter 3 that /th/ is mostly produced as [th] before /-1lo/.
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CHAPTER 3

A corpus study

3.1 Introduction

There are few corpus studies that investigated the realization of noun-final obstruents in Ko-

rean. This is presumably because there are only a small number of obstruent-final nouns in

the language, which makes it hard to find their occurrences even in a fairly large corpus. For

instance, according to Albright (2008), only 18% of Korean nouns are obstruent-final. Using a

large-sized corpus was especially important for the present work, because a large number of

tokens must be provided by each speaker in order to make generalizations at the individual

level.

3.2 Methods

3.2.1 Data

I used a speech corpus consisting of recordings of conversations between pairs of speakers dis-

cussing everyday topics (National Institute of Korean Language, 2022). The total duration of

recordings reaches approximately 500 hours, consisting of around 900,000 intonational phrases.

Each phrase was tagged with speaker ID, so it was in principle possible to investigate inter-

speaker variation.
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3.2.2 Target words

I created a list of target words based on Choi’s (2004) survey items and the frequency list of

Korean (Kang & Kim, 2004). The target words consisted of noun stems ending in a coronal ob-

struent followed by a V-initial suffix.

As for the target stems, I used Choi’s /th/-final and /ch/-final nouns except for /sath/ ‘crotch’,

/nath/ ‘piece’ and /och/ ‘a tree species’, because I judged them to be infrequent or unfamiliar

to Korean speakers. Choi’s survey did not include /s/-final and /c/-final nouns, presumably

because they show less variation. Target stems with final /s/ or /c/ consisted of those listed in

Kang & Kim (2004) that were judged to be fairly familiar to native Korean speakers and were

either native-Korean or Sino-Korean (i.e. loanwords were excluded.) The target stems included

both monomorphemic and polymorphemic ones. For instance, not only did I include /pich-

i/ ‘light-NOM’, but /hespich-i/ ‘sunlight-NOM’ was also extracted. Although it is possible that

morphologically simplex and complex words behave differently in terms of how the stem-final

obstruent is realized, a visual inspection of the data suggested no crucial difference. I aggregated

the two groups when reporting the results. The list of target stems is provided in (6).
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(6) Target stems in the corpus analysis

Stem Gloss

k2s ‘thing’
t1s ‘as if, like’
kos ‘place’
mu2s ‘what’
t*1s ‘meaning’
os ‘clothes’
mas ‘taste’
thas ‘blame’
ius ‘neighbor’
cis ‘act’
calmos ‘fault’
nol1s ‘circumstance’
p2l1s ‘habit’
k2cis ‘lie’
m2s ‘stylishness, smartness’
amkh2s ‘female (animal)’
mos ‘nail’ / ‘pond’
sukh2s ‘male (animal)’
s*ias ‘seed’
j2l2s ‘several’
k1l1s ‘plate’
pus ‘brush’
j2s ‘taffy’
p2s2s ‘mushroom’
kis ‘feather’ / ‘collar’
cas ‘pine nut’
pis ‘brush (for hair)’
ipt2s ‘morning sickness’

Stem Gloss

k2th ‘outside’
kj2th ‘side’
k*1th ‘end’
m2limath ‘bedside’
mith ‘bottom’
pak*ath ‘outside’
path ‘field, farm’
pj2th ‘sunlight’
soth ‘cauldron’
suth ‘thickness (of hair)’
phath ‘red bean’
k*och ‘flower’
nach ‘face’
mj2ch ‘some, how many’
pich ‘light’
salkach ‘skin’
such ‘charcoal’
nac ‘day’
c2c ‘milk, breast’
pic ‘debt’

I then extracted all the words that consist of one of the target stems and an [i]-, [e]- or [1]-

initial suffix (N=9444).1 A total of 16 suffixes were initially found. I only included six suffixes that

1Among the seven vowels in Korean, [i], [e] and [1] are the ones most frequently used in the initial position of a
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are fairly frequent and have been often discussed in previous studies, presented in (7), because

the other suffixes were not frequent enough to form a generalization with regard to the effect

of suffix type. These six suffixes made up 91.5% of the total data (N=8638). The cases in which

suffixes were stacked, e.g. /mith-e-man/ ‘bottom-LOC-only’, were also included in the analyses

and treated as the same category as words with only the first suffix, e.g. /mith-e/ ‘bottom-LOC’.

(7) Suffixes included in the corpus analysis

Suffix Gloss

-e LOCATIVE/DATIVE

-es2 LOCATIVE

-i NOMINATIVE

-1l ACCUSATIVE

-1lo DIRECTIVE

-1n TOPIC

3.2.3 Analysis

The target words were coded for their surface form of the final obstruent by perceptual judg-

ment, and based on acoustic cues when necessary. In the analysis, I only included those whose

final obstruent was realized as one of the five variants that are often considered in the literature,

[s], [th], [ch], [c] and [t].2 This excluded 0.7% of the total data. The final data set for analysis in-

cluded 8579 tokens (7049 /s/-final, 870 /th/-final, 512 /ch/-final and 148 /c/-final), with 48 stem

types and 167 word types.

suffix. There are no suffixes that begin with an [o], [u] or [2]. There is only one suffix that begins with [a], i.e. the
VOCATIVE suffix /-a/. This suffix has limited usage, as it typically combines with a noun that indicates a person’s
name or an animate noun, and is exclusively used when addressing the noun. Choi (2004) included this suffix
in her survey, but many of the test items employing it sound unnatural to me, as most of the target stems are
inanimate. Therefore, it is not included as one of the target suffixes in this study.

2The excluded ones are: (i) cases where the consonant was deleted due to casual and fast speech, (ii) cases in which
the recording quality was not good enough and (iii) a handful of cases in which it was realized as a consonant other
than the five considered above.
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3.3 Results

The frequency of each variant for the target words are calculated based on token-weighted type

frequency: each word contributes 1 unit, divided into fractions based on the number of tokens

in which individual variants occur for that word. For example, the word /path-e/ ‘field-LOC’

occurred 19 times in total (token frequency), among which 13 were [path-e], 4 were [pas-e], and

2 were [pach-e]. Each of these thus contributed 0.68 (13/19), 0.21 (4/19), and 0.11 (2/19).

Fig. 3.1 shows how stem-final /s/, /th/, /ch/, and /c/ are realized in the corpus, which largely

replicates findings of the previous studies. As mentioned earlier, because each word contributes

1 unit, the bar height represents the number of words in each condition (final consonant +

suffix). For instance, there were a total of 10 words whose stem-final consonant was /s/ and the

suffix was /e/, all of which were realized as [s].

As we can see in the leftmost panel, stem-final /s/ is virtually always realized as [s] regardless

of the suffix type (99.95%), as expected. A few cases did appear in which /s/ was realized as

something else ([t] or [c]), but this constituted only 0.05% of the total number of /s/ tokens.

The realization of /th/ is conditioned by the suffix type. When followed by /-e/ or /-es2/,

the majority of /th/ tokens are realized as [th] (80.2% before /-e/, 88.6% before /-es2/). In con-

trast, when followed by /-1l/, the proportion of the canonical pronunciation [th] (35.5%) is com-

parable to that of [s] (36.3%) and only slightly higher than that of [ch] (28.4%). Similarly, the

proportion of [th] before /-1lo/ (69.0%) and that before /-1n/ (33.3%) was lower than that be-

fore [e]-initial suffixes. This confirms findings of previous studies that [th] is preferred before

[e]-initial suffixes more than before [1]-initial ones. In the case of /-i/, due to the palatalization

rule mentioned earlier, /th/ is expected to be realized as [ch]. While the most frequent variant

for /th/ before /-i/ was indeed [ch] (49.2%), the proportion of [s] was similarly high (44.5%).

Surprisingly, an illegal form [th] was found in this context.3

3There was only one token of /th-i/ that was realized as [th-i], namely /mith-i/ → [mith-i]. Since /mith-i/ had two
tokens and one of them was produced as [mith-i], this contributed 0.5 (1/2) out of 9 units (as represented by the
bar height in Fig. 3.1) to the /th-i/ category. The suffix was phonetically realized as [i] (hence the transcription
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Figure 3.1: Aggregated responses of all speakers in the corpus, calculated in token-weighted
type frequency. The numbers at the top of each panel indicates the number of word types for
each of the final obstruents.

For /ch/-final stems, the competition arises mainly between [s] and [ch]. It is noticeable that

the proportion of [s] was 50% or higher in all suffixes, outnumbering the canonical variant [ch].

It is also notable that there are two suffixes for which [th] is observed (namely /-e/ and /-1lo/)

and these are precisely the ones which exhibited relatively high proportions of the canonical [th]

by the coder), but semantically, /-e/ would have been more appropriate in the utterance. I thus suspect that the
speaker intended to produce [e] but ended up producing [i], which can be considered a speech error.
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responses in /th/. (Another suffix which also had a high proportion of [th] in /th/ is /-es2/, but

this suffix combined with /ch/-final stems infrequently.) Therefore, we can say that the frequen-

cies of variants for /ch/ reflect the lexical distribution that /th/-final words frequently combine

with /-e/ and /-1lo/.

Finally, the probability of /c/ being realized as the standard [c] is also conditioned by the suf-

fix type: it is highest before /-e/ (98.2%), intermediate before /-i/ (27.8%), before /-1l/ (16.7%)

and before /-1n/ (50%), and 0% before /-1lo/. The high proportion of [c] before /-e/ can be ex-

plained with a similar account to that of /th/-final stems. The most frequent one among a small

number of /c/-final stems is /nac/ ‘daytime’, which is frequently suffixed with /-e/. Note that

[c] is chosen as a variant only for /c/; it is not extended to other consonant contexts. This is

presumably because there are only a few /c/-final noun stems in the lexicon.

3.4 Discussion

The present corpus study using a large-sized speech data sample provided a comprehensive

picture of how coronal obstruents in stem-final position are realized, replicating major findings

of previous studies such as the preference for [s] and the effect of suffix type. Assuming that the

corpus data approximate the language input that Korean native speakers receive while learn-

ing the grammar, the corpus frequencies obtained will serve as the learning data in the future

modeling work (Chapter 6) that formalizes the speakers’ grammars.

However, there are a few limitations of the corpus study. First, although the speakers were

asked to have a “free conversation”, the recording took place in the lab rather than in a natu-

ralistic setting. Moreover, in many cases, the two interlocutors did not know each other before

coming to the lab. Therefore, the speech analyzed here might not accurately reflect the native

Korean speakers’ production patterns of spontaneous speech. Second, the data includes not

only the Seoul Korean (which is often assumed to be the “standard” dialect) but also other di-

alects, most notably Gyeongsang dialect. Thus, the results might not represent a single speech
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community’s production patterns.

Importantly, it was not possible to analyze the pronunciation at the individual level. Al-

though the size of the corpus is quite large (see Section 3.2.1), each pair of speakers contributed

only about 15 minutes of recording, and only an average of 3.6 target tokens were found per

speaker (recall that nouns with a final coronal obstruent are not very frequent in the Korean

lexicon.) Given that such a small number of tokens were obtained from each speaker from 15

minutes of their speech, it might not be feasible to collect a large number of target tokens in any

kind of corpus that would be sufficient to investigate individual differences. In the next section,

I present a production study conducted to explore the speaker variation in the realization of

stem-final coronal obstruents by eliciting relatively large number of tokens from each speaker.
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CHAPTER 4

Experiment 1

4.1 Introduction

I conducted an online production experiment to investigate inter-speaker variation in their

pronunciation of stem-final coronal obstruents and the factors contributing to this variation.

To minimize potential influence of individual differences in their execution of the experimen-

tal task, such as their understanding of the task and familiarity with the experimental setup, I

opted for a straightforward task. Participants were given the flexibility to complete it at their

convenience and in a location of their choice.

4.2 Methods

4.2.1 Participants

35 native speakers of Korean participated in Experiment 1 (15 males and 20 females, age mean:

30.1, range: 21-48). Participants were recruited online (Prolific) and by word-of-mouth. They

were paid for their participation.

4.2.2 Stimuli

A total of 30 stems with a final coronal obstruent were used (four /s/-final, thirteen /th/-final,

ten /ch/-final, and three /c/-final stems). I followed the same procedures for choosing the tar-

get words as I did for the corpus study (see Section 3.2.2), except that the number of /s/-final
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target stems in the experiment was much smaller. It was expected that /s/-final stems would

exhibit only a small degree of variation, as outlined in Chapter 3, so only a small number of

/s/-final stems were included to shorten the duration of the experiment session. Thus, the dis-

tribution of stem-final obstruents among the experimental stimuli was not the same as that in

the corpus, as /s/-final stems were underrepresented in the experiment. The relative number of

/th/-final, /ch/-final, and /c/-final stems remains consistent with the corpus data, where the or-

der is /th/-final stems > /ch/-final stems > /c/-final stems. I also included 12 filler stems, whose

final segment was one of /m, n, N, l/ or a vowel. The full list of the target stems is provided in (8).

(8) Target stems used in the experiments

Stem Gloss

os ‘clothes’

calmos ‘fault’

k1l1s ‘plate’

pus ‘brush’

k2th ‘outside’

kj2th ‘side’

k*1th ‘end’

twik*j2th ‘backyard’

m2limath ‘bedside’

mith ‘bottom’

pak*ath ‘outside’

path ‘field, farm’

pj2th ‘sunlight’

soth ‘cauldron’

suth ‘thickness (of hair)’

muth ‘land’
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phath ‘red bean’

k*och ‘flower’

nach ‘face’

tach ‘anchor’

toch ‘sail’

mj2ch ‘some, how many’

t2ch ‘trap’

pich ‘light’

salkach ‘skin’

such ‘charcoal’

juch ‘a type of traditional game’

nac ‘day’

c2c ‘milk, breast’

pic ‘debt’

A pilot study that included all six suffixes from the corpus analysis extended the duration of

the experiment session, which was likely to cause participant fatigue. Therefore, only the three

most common suffixes, namely /-e/ ‘LOC/DAT’, /-i/ ‘NOM’, and /-1l/ ‘ACC’, were included as the

target suffixes in the experiment. (9) provides the target suffixes.

(9) Target suffixes used in the experiments

Suffix Gloss

-e LOC/DAT

-i NOM

-1l ACC
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Not every possible combination of the target stems and target suffixes was included as a test

word. This is because some combinations resulted in a word that is unlikely to be used by the

native speakers due to their semantics. The final set of test items consisted of 104 words, each

of which was produced twice by the same speaker (block 1 and block 2).

For each target word, a unique sentence was presented that provided a context in which

the word can be used. These sentences indicated which suffix should be attached to the stem.

For instance, for /k2th-e/ ‘outside-LOC’, the associated sentence was “poNthu (k2th-e) cuso-l1l

s*2 cu-se-jo” ‘Please write the address on the outside of the envelope’, where (k2th-e) was re-

placed with a blank (see below for the procedure of the experiment). I intentionally rendered

the sentences in a colloquial style to encourage more natural speech.

4.2.3 Design

When a trial began, a sentence with a blank was presented that the participants were expected

to complete with the target word. The stem was played through the audio (in the unsuffixed

form), and the participants were required to come up with a suffix that would best align the

word’s meaning with the provided sentence. In the aforementioned example, the participants

saw the sentence “poNthu _________ cuso-l1l s*2 cu-se-jo” ‘Please write the address _________ of

the envelope’, heard the stem [k2t] (from /k2th/), and were expected to read the sentence aloud

by filling in the blank with a variant of /k2th-e/ (e.g. [k2th-e], [k2s-e], etc.) They pressed the Start

recording button, read the entire sentence aloud, and then hit the Stop recording button to end

the trial. They were asked to read the whole, completed sentence, rather than just say the target

word, to make them less conscious about their pronunciation of the target word and to elicit

more natural speech. The speakers were allowed to listen to the stem as many times as they

wanted, but were given only one chance to record.

Because noun suffixes in Korean can be omitted in many cases, participants were given an

explicit instruction that they must attach a suffix to the stem when filling in the blank. They
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were told that one of the purposes of the experiment was to see whether native speakers can

use suffixes correctly, in order to make sure that they always attach a suffix and to hide the real

purpose of the experiment.

4.2.4 Procedure

The entire experimental session was held online. Once participants accessed the link, they were

presented with a consent form. After a microphone and speaker test, participants read the in-

structions and went through three practice trials with stems ending in a sonorant (e.g. /tuthoN/

‘headache’). Each of the three suffixes was the correct answer in each of the three trials. Partici-

pants were provided with the correct inflected form after they finished recording (e.g. /tuthoN-

i/). The main session consisted of two blocks, and they were told to take a break as long as they

liked between the blocks.

After the main session, participants filled out the free-form question “What do you think this

experiment is investigating?”. The participants’ answers were coded as one of “correct guess”

“partially correct guess” and “incorrect guess”. If their answer indicated that they knew that the

pronunciation of the stem-final obstruents was the focus of the study, it was coded as “correct”.

If the answer alluded to “pronunciation” but did not point out that it was about the obstruents,

it was coded as “partially correct”. Answers that did not mention pronunciation and instead sug-

gested other purposes, such as testing knowledge about the suffixes, were coded as “incorrect”.

As will be discussed in detail in Section 5.3.5, 21 participants (60%) correctly guessed the pur-

pose, 8 participants (22.9%) were partially correct, and 6 participants (17.1%) made an incorrect

guess.

The next set of questions tested the participants’ knowledge of spelling. They heard each

target stem played through the audio in their unsuffixed form (with the neutralized form [t] in

the final position), and typed the spelling in Hangul (the Korean alphabet system). For stem-

final obstruents, the orthography indicates the lexical form of these consonants. Thus, these
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questions were included to tap into participants’ knowledge about the underlying forms of the

stems as represented in their mental lexicon. It turns out that the participants provided the cor-

rect spelling in most (97.9%), if not all, responses, and the results will not be discussed further

in Section 4.3. There was minimal individual variability in spelling knowledge, as most partici-

pants performed exceptionally well on the spelling test (see Section 5.7 for details).

The participants also answered the question “How important do you think it is to speak with

a correct pronunciation?” on a Likert scale of 1 (Not important at all) to 7 (Very important). They

were also asked to rate each stem for familiarity, i.e. how often they hear and use each stem, on a

Likert scale of 1 (rarely) to 7 (very often). A demographic survey was provided at the end, which

consisted of questions about age, gender and language background.

4.2.5 Analysis

I listened to each token and judged how the stem-final obstruents were realized. Only the five

variants [s], [th], [ch], [c] and [t] were included in the analysis. Responses were excluded when

the speaker gave two different pronunciations within a single trial. In some of these cases, it

sounded like the speaker had tried to correct their pronunciation in the second attempt1 (al-

though it was not always the case that the second attempt was the canonical pronunciation).

Occasionally, the speakers produced a suffix that was not the intended suffix.2 If the alternative

suffix was consonant-initial, it must be excluded, simply not being the target of this study3; if

it was vowel-initial, it could in principle be included in the analysis, but was excluded for ease

1This suggests that they were conscious about their pronunciation of stem-final obstruents and might have real-
ized the purpose of the study. This issue is discussed in detail in Section 4.5.

2The sentences were still grammatical with such alternative suffixes. For instance, the nominative /-i/ and the
topicalizing /-1n/ can be interchangeably used in many sentences in Korean with minimal change in meaning.
Although I tried to come up with test sentences that sound much more natural with /-i/ than with /-1n/, on some
occasions participants chose /-1n/.

3Responses with consonant-initial suffixes may be interpreted as the participants’ strategy to avoid guessing the
alternant of the obstruent before vowel-initial suffixes. A similar pattern was observed in Do (2013), where chil-
dren used consonant-initial suffixes to avoid phonological alternation. Only 0.2% of the total responses employed
consonant-initial suffixes in the current study.
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of analysis. Responses were also deleted when the speaker failed to record, when it was hard to

determine how the consonant was realized due to poor recording quality, or when the conso-

nant was not among the aforementioned five variants. Approximately 4% of the total number

of tokens were excluded, leaving 1382 tokens for the final analysis.

4.3 Results

I first present the results for all the speakers aggregated. Fig. 4.1 shows the distribution of [s], [th],

[ch], [c] and [t], grouped by suffix and underlying consonant. Unlike Fig. 3.1, in which token-

weighted type frequencies were used, Fig. 4.1 presents results based on token frequency. This

choice is due to all target words being presented an equal number of times (N=2; once in each

block), so we do not need to worry about a few frequent stems dominating the pattern when

using token frequency. Additionally, the number of /s/-final stems was intentionally reduced in

the experiment to decrease the duration of the session, so using the raw number of stems would

not be particularly informative.

Figure 4.1: Aggregated responses of all speakers in Experiment 1

The majority of /s/-final tokens were produced as [s], as expected, but the non-canonical
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[ch] was also observed in all suffixes, as high as 15.4% before /-e/. This is in contrast to the cor-

pus data, in which [ch] was absent for stem-final /s/. Among the four /s/-final stems included

in the experiment, it was the responses for the least frequent stem /pus/ ‘brush’ that accounted

for most of these non-canonical tokens; the other three stems were realized as [s] more than

99% of the time.

The realization of stem-final /th/ was influenced by the suffix, replicating findings of previ-

ous studies (Jun, 2010). The proportion of [th] was higher before /-e/ (54.9%) than before /-1l/

(17.9%), as was the case in the corpus data (80.2% before /-e/, 35.5% before /-1l/). For these two

suffixes, [s] and [ch] were observed as innovative forms. In the palatalization context (before

/-i/), 84.7% of the responses were the canonical [ch], and 14.3% were the innovative [s].

The proportion of the canonical [ch] for /ch/-final stems was overall higher than that in the

corpus study (27.6%), ranging from 76.0% before /-e/ to 82.8% before /-i/. It is notable that there

were some [th] responses for /-e/ (4.3%), which was rarely observed before /-i/ (0.1%) or before

/-1l/ (0.6%). This again suggests that [th] is preferred before /-e/ than before /-1l/, replicating

findings of previous studies (Jun, 2010).

As for /c/, the proportion of the canonical variant [c] did not greatly differ across the suffix

types, ranging from 56.7% before /-1l/ and 66.5% before /-e/. This is in contrast with the re-

sults of the corpus study, in which the rate of [c] responses was substantially higher before /-e/

(98.2%) than before the other two suffixes (27.8% before /-i/, 16.7% before /-1l/). Another dif-

ference is that while [ch] tokens were not observed for /c/-stems in the corpus, [ch] responses

were present in /c/-final stems in the experiment – in fact, they were found as frequently as [s]

responses. Similar to the case in /ch/-final stems, there was a small number of [th] responses for

/-e/ (1.5%), but not for other suffixes. Finally, [t] was occasionally found.

The occurrence of innovative [ch] has been reported in previous research (Jun, 2010; Al-

bright, 2005, 2008), which was attributed to the high frequency of /ch/-final stems in the lexi-

con (although they are still less frequent than /s/-final stems). Notably, the proportion of [ch] is

higher than that of [s] in the current experiment, whereas previous studies reported that [s] is
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the most frequent innovative variant (Jun, 2010; Albright, 2005, 2008; Kang, 2003; Hayes, 1998;

Ko, 1989). I speculate that the higher frequency of [ch] is an experimental artifact: there were

only four /s/-final stems but ten /ch/-final stems in the stimuli, so encountering /ch/-final

stems more frequently than [s]-final stems during the experimental session has overridden the

relative frequency difference between [s] and [ch] in the lexicon (namely [s] being more frequent

than [ch]).

If there was no variation across speakers, all speakers would have the distribution of the

variants as shown in Fig. 4.1. It was found, however, that speakers differ substantially from each

other in several aspects, as will be outlined in the following sections.

4.3.1 Proportion of canonical variants

I first examined the proportion of canonical variants in individual speakers’ speech (Fig. 4.2).

A moderate degree of inter-speaker variation was observed, with the proportion ranging from

25.7% to 84.7%. Every participant produced at least some non-canonical responses.

Figure 4.2: Individual speakers’ proportion of canonical forms in Experiment 1

I then investigated individual differences in more specific phonological environments that
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might have led to differences in the frequency of canonical forms. I first examined whether

speakers differed from each other concerning some of the trends discussed in the literature. One

of them was occurrence of [s] as an innovative variation; do individuals differ in their propen-

sity to produce non-canonical [s] responses? Another observation is the suffix effect in which

[th] tends to be preferred before /-e/ but [ch] is more frequent before /-1l/. Since this effect of

suffix was most prominent in /th/ (see Fig. 4.1), I investigated differences in the proportions

of [th] responses between /th-e/ and /th-1l/ as an index of the suffix effect. To be consistent

with other variables, which focus on innovative responses, I examined differences in the pro-

portions of innovative responses between /th-e/ and /th-1l/; this is essentially a mirror image

of the differences in the proportions of [th] responses. Next, I examined individual variability in

the rather unexpected tendency documented in previous studies (Jun, 2010; Jun & Lee, 2007),

in which /s/-final words are produced with a non-[s], specifically [ch].

I focused on two additional phonological environments that have not been extensively dis-

cussed in previous studies. The first of these two variables is the proportion of (non-)canonical

responses for /c/. As demonstrated below, individuals exhibited a substantial degree of varia-

tion in this regard. The second is the occurrences of the innovative [ch], a trend that is more

frequently observed in the experiment compared to the corpus data, especially in /s/ and /c/,

as noted above.

In sum, the following subsections outline five variables for which the speakers substantially

differ from one another: (1) innovative [s] responses (the proportion of [s] responses observed

for non-/s/ words) (2) the difference in the proportion of innovative responses between /th-e/

and /th-1l/ (3) innovative responses for /c/ (4) innovative responses for /s/, and (5) innovative

[ch] responses (the proportion of [ch] responses in non-/ch/ words).
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4.3.2 Speaker variation in more specific environments

For each environment, I first present the proportions of all participants’ production of the vari-

ant of interest (e.g. innovative [s] responses). Additionally, I compare the response patterns of

speakers who substantially differ in their use of that variant, with four speakers chosen for il-

lustration in Fig. 4.3. The full set of participants’ responses across all words is presented in Sec-

tion 4.3.3.

Figure 4.3: Four participants’ responses in Experiment 1

Proportion of innovative [s] responses

One phonological environment in which individual variation was observed is the degree
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to which [s] is extended to /th/, /ch/ and /c/. In Fig. 4.4, we observe that the proportion of [s]

responses for non-/s/ stems ranges from 0% to to 77.8%. In Fig. 4.3, we see a stark contrast be-

tween S24, who frequently used [s] for non-/s/, and S14, who rarely provided [s] responses in

the same contexts. We can speculate that speakers like S24 are more likely to utilize the fact that

/s/-final stems account for the majority of the stems ending in a coronal obstruent in the lan-

guage. One might think that S14 is simply being more prescriptive in general, not willing to use

the innovative [s]. This possibility is ruled out, however, because this speaker frequently gave

the non-canonical [ch] responses for /th/.

Figure 4.4: The proportion of innovative [s] responses in Experiment 1

Difference in the proportion of innovative responses between /th-e/ and /th-1l/

Another environment for which speakers showed a great amount of variation is how sensi-

tive they are to the suffix effect in /th/. Individual speakers’ proportion of innovative responses

for /th/-final stems before /-e/ and before /-1l/ is plotted in Fig. 4.5. A higher proportion of in-

novative responses before /-1l/ would indicate the suffix effect. First, we can observe that all
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speakers but one produced a higher proportion of innovative responses before /-1l/ than before

/-e/ (the data points above the y=x line), suggesting that most speakers are sensitive to the lex-

ical statistics in which /th/-final stems are relatively frequent among those suffixed with /-e/,

but they are less so among those suffixed with /-1l/. However, the speakers differed from each

other in their sensitivity to the suffix effect. That is, the farther a data point in Fig. 4.5 deviates

from the y=x line, the greater the difference between /-e/ and /-1l/ it represents. The proportion

of innovative responses ranged from 10.0% to 100% for /-e/, and from 50.0% to 100% for /-1l/.

Figure 4.5: The proportion of innovative responses for /th/ before /-e/ and before /-1l/ in Exper-
iment 1

Proportion of innovative responses in /c/

Speakers also differed substantially from each other regarding whether and how frequently

they realized /c/ with a non-canonical variant. Fig. 4.6 shows that the proportion of innovative

responses for /c/ ranges from 0% to 100% depending on the speaker, with a wide dispersion.

Two contrasting speakers can be found in Fig. 4.3: while S14 always produced [c] for /c/, S24
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did so infrequently. Again, this difference cannot be fully explained by differences in general

preference towards prescriptive pronunciation; if S14 was trying to be more prescriptive, we

would have observed more frequent faithful realizations of /th/.

Figure 4.6: The proportion of innovative responses for /c/ in Experiment 1

Proportion of innovative responses in /s/

Speakers were split into two groups with regard to whether they always pronounced /s/ as

the canonical [s]. As can be seen in Fig. 4.7, while 22 speakers never produced an innovative

variant for /s/, 13 speakers produced a few non-[s] tokens ([ch]) for /s/. In Fig. 4.3, we see that

S21 frequently produced non-[s] variants (specifically, [ch]) for /s/, whereas S14, S23 and S24

produced [s] for /s/ 100% of the time.

Proportion of innovative [ch]

It was observed that the speakers frequently produced [ch] in /s/, /c/, or /th/. Fig. 4.8 shows

the proportion of [ch] tokens in these non-/ch/ contexts, which ranges from 10.8% to 79.8%. S21
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Figure 4.7: The proportion of innovative responses for /s/ in Experiment 1

and S24 in Fig. 4.3 show a contrasting behavior; while S21 extended [ch] to non-/ch/ contexts

extensively, S24 did so only in a limited way. In fact, S24 did not frequently produce [ch] even

for /ch/ or for the palatalization environment /th-i/. S14 and S23 did not produce [ch] in /s/ or

/c/, but frequently produced [ch] in /th/.

In sum, a substantial degree of individual differences are observed in the realization of stem-

final obstruents. Specifically, speakers diverged from the group-level generalizations (i.e. aggre-

gated responses) and from each other not only in the proportion of canonical forms, but also

in five distinct ways: (1) the proportion of innovative [s] responses, (2) the difference in the

proportion of innovative responses between /th-e/ and /th-1l/ (3) the proportion of innovative

responses for /c/ (4) the proportion of innovative responses for /s/, and (5) the proportion of

innovative [ch] responses.

I have thus far argued that participants differ across these five variables. In the next section,

I conduct a clustering analysis to objectively verify whether distinct speaker types exist, or if the

speakers are best understood as a single group.
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Figure 4.8: The proportion of innovative [ch] responses in Experiment 1

4.3.3 K-means clustering

In this section, I use k-means clustering (Macqueen, 1967) to categorize individual participants

into distinct sets according to their response patterns. Specifically, I group together participants

who behave similarly with regard to the five variables examined above, namely, (i) the propor-

tion of [s] for non-/s/, (ii) the difference in the proportion of innovative variants between /th-e/

and /th-1l/, (iii) the proportion of innovative variants in /c/, (iv) the proportion of innovative

responses in /s/, and (v) the proportion of [ch] for non-/ch/. By performing a clustering analy-

sis, we can assess similarities and differences among individual participants in an objective way

using a machine learning technique. An additional goal of this clustering is to choose a speaker

in each cluster that is most representative of that group (the one who is nearest to the centroid),

and model these representative speakers’ responses.

Cluster analysis is a machine learning technique that categorizes unlabeled data points into

groups. The goal of a cluster analysis is to find distinct groups within a data set such that data
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points in a group have similar characteristics to each other. One of the most widely used clus-

tering techniques is k-means clustering (Macqueen, 1967), which is a method used to partition

a set of observations into k clusters, where k is a natural number. The algorithm starts by ran-

domly selecting k data points from the dataset as the initial centroids of the clusters, represent-

ing the centers of the clusters. Each data point is then assigned to the nearest centroid based on

Euclidean distance. Thus, a data point belongs to the cluster whose centroid is closest to it. Af-

ter all data points have been assigned to clusters, the centroids are recalculated for each cluster.

This process moves the centroid to the center of its cluster. These steps (assigning data points

and updating the centroids) are repeated until the centroids no longer change more than some

pre-defined threshold or when the pre-specified maximum number of iterations is reached. In

this way, k-means clustering can discover underlying patterns in a data set and assign labels to

data points in an objective way. In the study of speech sounds, k-means clustering is primarily

used to classify vowels based on their acoustic properties (Grabowski & Kuo, 2023; Bissell, 2021;

Renwick & Ladd, 2016; Mayer, 2020). Similar to the present study, Zee et al. (in preparation)

used k-means clustering to group speakers based on their phonological behavior.

K-means clustering analysis was performed using the kmeans function of the stats R pack-

age (R Core Team, 2018). In selecting the optimal number of clusters, I used two methods: cal-

culating the Average Silhouette Width (Rousseeuw, 1987) and the within-cluster sum of squares

(also called inertia; Thorndike, 1953). In the first method, the Silhouette Width measures how

similar a data point is to its own cluster compared to other clusters. The Silhouette Width is

defined as:

s(i ) = b(i )−a(i )

max {a(i ),b(i )}

where a(i) is the average distance between sample i and other samples in its cluster, and b(i) is

the smallest average distance between sample i and all samples in any other cluster (in other

words, the average distance between sample i and samples in the nearest cluster.) The value of
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s(i) ranges between -1 and 1. Values near 1 indicate that data point i is much closer to the other

points in the same cluster than to points of the nearest other cluster. Less optimal cases include

values of s(i) near 0, which indicate that the data point is located in an intermediate position

between the two clusters, as well as values near -1, which indicate that the it would be more

appropriate for the data point to be clustered in the nearest other cluster. For a given k, the Sil-

houette Width is calculated for each sample and then averaged over the entire dataset to assess

how closely all the samples in the cluster are grouped. According to this method, the optimal

number of clusters should be chosen to maximize the Average Silhouette Width. It does not

inherently increase (improve) as the number of clusters increase, contrasting with the within-

cluster sum of square explained below; instead, it provides a trade-off between having a large

number of clusters to ensure a data point is close to other points in its own cluster (cohesion)

and having few clusters so that a data point is far from points in other clusters (separation).4

In the second method, the within-cluster sum of squared Euclidean distances is calculated,

which measures the variance from each data point in the cluster from its centroid, and plotted

against the number of clusters. As the number of clusters increases, the within-cluster sum of

squares decreases. The optimal value k is determined to be the point after which the change

in the sum of squared distances begins to level off (forming an “elbow” shape), since a good

model is one that has a low within-cluster sum of squares and a small number of clusters (which

are in a trade-off relationship). Note that because this method requires visual inspection, the

researcher’s subjective judgment is involved. It is also worth mentioning that different metrics

used to determine the optimal number of clusters might yield diverging results, requiring the

researcher’s judgment call.

In the current analysis, the Average Silhouette Width suggested that the optimal number of

clusters is 2 or 3 (2 is slightly better than 3), as presented in Fig. 4.9. Comparing the within-

4In an extreme case of good cohesion, every point is its own cluster. Although, in principle, the a(i) of the above
equation should be 0, and the s(i) should become 1, the s(i) in such a case is not clearly defined. The fviz_nbclust
function of the factoextra R package (Kassambara & Mundt, 2020) used to visualize the change of Average Silhou-
ette Width as a function of number of clusters in the present study sets s(i) = 0 when there is only one data point
in a cluster.
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cluster sum of squares between 2 and 3 clusters, the decrease was considerable when moving

from 2 to 3 clusters (see Fig. 4.10), suggesting that three clusters might be more appropriate.

Therefore, I decided to cluster participants into three groups.

Figure 4.9: Average Silhouette Width for each number of clusters in Experiment 1

To visualize the clusters, I performed principal component analysis using the fviz_cluster()

function of the factoextra package (Kassambara & Mundt, 2020) in R (R Core Team, 2018) to

reduce 5 dimensions, the original variables used to cluster the participants, to 2 dimensions,

principal component 1 (PC1) and principal component 2 (PC2). In Fig. 4.11, the clusters are

plotted against PC1 and PC2. Table 4.3 presents the loadings that indicate which of the origi-

nal variables or dimensions have the largest effect on each principal component. Loadings can

range from -1 to 1, in which a loading close to either end of this continuum indicates that the

variable in question has a strong effect on that principal component. It was found that PC1,

which separates Cluster 3 from the other two clusters (see Fig. 4.11), is most affected by the

innovative [ch] responses (0.58), the proportion of innovative responses for /s/ (0.57), and the

proportion of innovative responses for /c/ (0.55). PC2, which separates Cluster 2 from all other
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Figure 4.10: Total within sum of squares for each number of clusters in Experiment 1

clusters, is most affected by the proportion of innovative [s] responses (0.81). Differences in the

proportion of innovative responses between /th-e/ and /th-1l/ did not substantially affect either

principal component.

PC1 PC2

% Innovative [s] responses 0.05 0.81
Differences in the % innovative responses between /th-e/ and /th-1l/ -0.18 -0.30
% Innovative responses in /c/ 0.55 0.35
% Innovative responses in /s/ 0.57 -0.22
% Innovative [ch] responses 0.58 -0.28

Table 4.3: Loadings for PC1 and PC2 in Experiment 1

Fig. 4.12 shows all participants’ production variants, sorted by their cluster membership.

The first 22 participants, from S1 to S9, belong to Cluster 1. Taking together our understand-

ing of the two principal components (see Fig. 4.11 and Table 4.3) and visual inspection of the

individual data in Fig. 4.12, these participants can be characterized by low proportions of in-
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Figure 4.11: Three clusters of participants plotted against principal component 1 and principal
component 2.

novative [s] responses for non-/s/, as well as low proportions of innovative [ch] responses for

non-/ch/. Fig. 4.13A shows the participant of Cluster 1 who is closest to the centroid. Compared

with response patterns of the other two participants in Fig. 4.13, each being the individual who

is closest to the centroid of the cluster that they belong to, this participant indeed exhibits a

lower proportion of [s] for non-/s/ and a lower proportion of [ch] for non-/ch/.

Cluster 2 has only five participants, from S16 to S27 in Fig. 4.12. Cluster 2 is distinguished

from other clusters in that its participants produced a high proportion of non-canonical [s]

responses. The participant who is closest to the centroid of Cluster 2 is presented in Fig. 4.13B.

Finally, the bottom eight participants in Fig. 4.12, from S15 to S7, belong to Cluster 3. These

participants can be characterized by relatively high proportions of [ch] for non-/ch/. They pro-

duced [ch] even for /s/-final stems, whereas speakers of other clusters rarely produced non-

46



Figure 4.12: Response patterns of individual speakers in each cluster in Experiment 1
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Figure 4.13: Speakers nearest to the centroid of each cluster in Experiment 1

canonical variants for /s/. It is also shown that speakers of Cluster 3 produced [ch] for stem-final

/c/ more frequently than speakers of other clusters did. This pattern is evident in the speaker

presented in Fig. 4.13C.

To summarize, k-means clustering analysis grouped participants into three clusters, each

group differing from others in a subset of the five dimensions examined in Section 4.3.2, specif-

ically, (i) the proportion of [s] responses for non-/s/, (ii) differences in the proportion of inno-

vative responses between /th-e/ and /th-1l/, (iii) the proportion of innovative responses for /c/,

(iv) the proportion of innovative responses for /s/, and (v) the proportion of [ch] for non-/ch/.

The results suggest that individuals indeed differ from one another in their phonological behav-

ior, with each individual being more similar to members of their own cluster than to members

of other clusters. If the clustering analysis had identified 1 as the optimal number of clusters,

it would have suggested that speakers are best understood as a single group rather than as dif-

ferent types. In Chapter 6, I model the production patterns of one speaker from each cluster

presented in Fig. 4.13.

48



4.4 Statistical testing

I ran a Bayesian version of logistic regression model to statistically examine the factors that

affect the realization of canonical pronunciations. The dependent variable was the binary out-

come of canonical vs. non-canonical (reference level). Although I considered five variants as

possible pronunciations in previous sections (namely [s], [th], [ch], [c] and [t]), I categorized the

responses into canonical pronunciation and innovative ones in order to render statistical mod-

eling and interpretation of the results easier. While this binary coding may obscure specifics of

the variation, it could still provide important insights to the variation; as we will see below, the

probability of producing a canonical form can be predicted with various factors. Individual dif-

ferences in their tendency to be faithful to the lexical form of the obstruent may be explained

by their different sensitivity to these factors.

The independent variables are presented in (10), grouped into either categorical or contin-

uous variables. All categorical variables were dummy-coded, and the underlined level is the

baseline. The identity of the stem-final obstruent (FINAL C) and the suffix (SUFFIX) were in-

cluded, as well as their interactions. Although it is impossible to test whether [s] is the most

preferred pronunciation among the innovative variants in the current regression model, as the

dependent variable is the binary outcome of canonical vs. non-canonical, we can at least par-

tially test the preference for [s] by examining whether /s/-final stems have a higher likelihood

of being realized with a canonical form than stems with other final obstruents.

(10) Independent variables in the logistic regression analysis (Experiment 1)

• Categorical variables (underlined = baseline level)

– FINAL C: /s/, /th/, /ch/, /c/

– SUFFIX: /-e/, /-i/, /-1l/

– FINAL C × SUFFIX: interaction between stem-final obstruent and suffix

– RELATIVE FREQ: stem is more frequent (stem > word), stem and word have the
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same frequency (stem = word), word is more frequent (stem < word)

– BLOCK: block 1, block 2

– GENDER: female, male

– PURPOSE KNOWN: no, partially, yes

– SPELLING: incorrect, correct

• Continuous variables

– LOG STEM FREQ: the log of the stem’s frequency (in its standalone form)

– LOG WORD FREQ: the log of the word’s frequency

– LOG STEM FREQ × LOG WORD FREQ: interaction between the log of the stem’s

frequency and the log of the word’s frequency

– STEM FAMILIARITY: response for “How often do you hear and use this word?”

on a Likert scale of 1 (Rarely) to 7 (Very often)

– AGE: participant’s age

– NORM IS IMPORTANT: response for “How important do you think it is to speak

with correct pronunciation?” on a Likert scale of 1 (Not important at all) to 7

(Very important)

Both the frequency of the target word (suffixed form; e.g. /os-i/ → [os-i] ‘clothes-NOM’) and

that of the stem (unsuffixed form; e.g. /os/ → [ot]) were included as predictors. While previous

studies have explored the influence of frequency on the realization of stem-final obstruents (e.g.

Kang, 2003, 2007; Ko & Jun, 2024), relatively few have undertaken a detailed examination of the

effects of word frequency, stem frequency, and their interaction. I expected that words whose

stem is relatively frequent are less likely to be produced with a canonical form in the experiment,

because speakers frequently hear these stems with a neutralized final [t] and thus exposed to its

canonical, underlying form relatively infrequently. In comparison, it is likely that higher word

frequency is associated with higher probability of being realized with a canonical form, because

the likelihood of hearing the underlying, lexical form of the stem-final obstruents is higher in
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suffixed forms compared with unsuffixed forms.5 Frequency-related factors included the log of

the word’s frequency (LOG WORD FREQ; the frequency of the inflected form), the log of the stem’s

frequency (LOG STEM FREQ; the frequency of stems in the unsuffixed form) and an interaction

between LOG WORD FREQ and LOG STEM FREQ. A ternary variable of relative frequency between

word and stem was also included (RELATIVE FREQ with “stem is more frequent”, “word is more

frequent”, “word and stem have the same frequency”), as the relative frequency between stem

and word may affect the word’s pronunciation (Hay, 2003). Frequencies were obtained from

the corpus used in Chapter 3. When the frequency of a word or stem was 0, it was adjusted to

0.01 (representing a small number that is close to zero), since taking log of 0 results in negative

infinity. Finally, participants’ responses for “How often do you hear and use this word?”, rated

on a Likert scale of 1 (Rarely) to 7 (Very often), were entered into the model (STEM FAMILIARITY).

The model also included several variables that were not related to the characteristics of the

words themselves. BLOCK was included to test whether the participants produced canonical

variants more frequently in the second block, possibly because they realized the purpose of

the experiment as they progress and tended to produce the “correct” form of the word. As de-

mographic factors, AGE and GENDER were included. AGE was entered as a continuous variable;

the model results did not change considerably when it was coded as a binary variable, dividing

the participants into older group (those who are older than the median) and younger group.

Whether the participant correctly guessed what the experiment was testing was also included

(PURPOSE KNOWN), with three levels “no” (wrong guess), “partially” (partially correct guess) and

“yes” (correct guess); see Section 4.2.4 for the coding criterion. SPELLING was a binary predictor

indicating whether the participant spelled the stem correctly or not. NORM IS IMPORTANT was

entered as a continuous variable. The model results did not change considerably when it was

coded binarily, dividing the participants into those who gave a rating of 6 or 7 for the normative

question and those who gave 5 or lower.

5See Baayen et al. (1997) which shows that morphologically complex words with a high frequency are stored in the
mental lexicon in its full form.
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In addition to these predictors, random intercepts for participant and stem were also in-

cluded. When by-participant random slopes for FINAL C, SUFFIX, and frequency measures were

added, the model became excessively complex, leading to impractical run times. Consequently,

these random slopes were excluded from the final model.

The model was fit using the brms package (Bürkner, 2017, 2018, 2021) in R (R Core Team,

2018). 10,000 samples were drawn in each of four chains from the posterior distribution over

parameter values. The first 1,000 samples were discarded for warm-up. Following recommen-

dations of Ghosh et al. (2018) on priors for Bayesian logistic regression, a weakly-informative

Student-t prior with 5 degrees of freedom was used for the intercept and all coefficients. There

were no divergent transitions after warm-up. All parameters had an R-hat value of 1, indicating

that the model has converged.

Table 4.4 provides coefficient estimates along with their 95% Credible Interval (CrI) for each

parameter. In Bayesian analyses, 95% CrI is the range within which one can be 95% certain that

the true value of a parameter lies. When the CrI excludes zero, it suggests that the factor of in-

terest credibly affects the outcome. When the CrI includes zero, the probability of an effect in

the direction of the coefficient’s sign (p-direction) is also reported, representing the propor-

tion of the posterior distribution that shares the sign of the median. This value typically ranges

between 50%, i.e. the posterior distribution is centered around zero, and 100%, i.e. the whole

posterior distribution lies to either positive or negative side. The closer the p-direction is to 50%,

the weaker the evidence for an effect of either direction; conversely, the closer it is to 100%, the

stronger the evidence for an effect in that direction. In Table 4.4, parameters whose CrI does not

include zero are boldfaced.

I first discuss the effect of FINAL C, SUFFIX and their interactions. First, the coefficient for

FINAL C (s) was positive and the CrI did not include zero, which suggests that /s/-final stems

were more likely to be produced with a canonical form than the baseline /th/-final stems, when

the suffix is /-e/. The coefficient for FINAL C (ch) was also positive and the CrI did not include

zero, indicating that /ch/-final stems were more likely to be produced with a canonical form
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Parameter Estimate Est. Error
95% CrI

lower
limit

95% CrI
upper

limit
p-direction

Intercept -1.06 0.53 -2.10 0.00
FINAL C (s) 3.13 0.76 1.66 4.65
FINAL C (ch) 1.84 0.49 0.86 2.80
FINAL C (c) 0.93 0.70 -0.47 2.32 90.96%
SUFFIX (i) 2.49 0.17 2.17 2.82
SUFFIX (1l) -1.62 0.17 -1.96 -1.28
FINAL C (s) : SUFFIX (i) -1.83 0.75 -3.27 -0.32
FINAL C (ch) : SUFFIX (i) -1.99 0.23 -2.44 -1.54
FINAL C (c) : SUFFIX (i) -2.53 0.32 -3.17 -1.90
FINAL C (s) : SUFFIX (1l) 1.89 0.49 0.94 2.84
FINAL C (ch) :SUFFIX (1l) 1.79 0.27 1.26 2.32
FINAL C (c) : SUFFIX (1l) 1.33 0.33 0.68 1.97

LOG STEM FREQ 0.32 0.26 -0.19 0.82 89.35%
LOG WORD FREQ -0.10 0.17 -0.45 0.24 72.62%
LOG STEM FREQ : LOG WORD FREQ 0.37 0.24 -0.10 0.85 94.02%
RELATIVE FREQ (stem = word) -0.21 0.67 -1.52 1.09 62.75%
RELATIVE FREQ (stem < word) 0.97 0.23 0.50 1.43
STEM FAMILIARITY 0.05 0.07 -0.09 0.18 74.00%

BLOCK (block 2) 0.00 0.08 -0.15 0.15 50.01%
AGE -0.07 0.21 -0.48 0.34 63.93%
GENDER (male) -0.25 0.40 -1.04 0.54 73.86%
NORM IS IMPORTANT 0.11 0.20 -0.28 0.50 70.69%
PURPOSE KNOWN (partially) 0.77 0.55 -0.32 1.83 92.22%
PURPOSE KNOWN (yes) 0.74 0.43 -0.10 1.57
SPELLING (correct) -0.03 0.28 -0.56 0.52 54.61%

Table 4.4: Results of the Bayesian logistic regression analysis of Experiment 1
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than /th/-final stems, when the suffix is /-e/. As for FINAL C (c), the coefficient was positive and

the CrI included zero with the p-direction of 90.96%, providing moderate to strong evidence

that /c/-final stems are more likely to be produced with a canonical form than /th/-final stems

before /-e/.

As for the effect of SUFFIX, SUFFIX (i) had a positive coefficient, with its CrI not including

zero, which indicates that the baseline /th/-final stems are more likely to be produced with

a canonical form when the suffix is /-i/ than when the suffix is /-e/. This is expected, since

palatalization is an automatic process in Korean (the palatalized form was coded as canonical).

SUFFIX (1l) had a negative coefficient with its CrI not including zero, indicating that stem-final

/th/ are less likely to be produced with a canonical form when the suffix is /-1l/ than when the

suffix is /-e/. This confirms the suffix effect, in which [th] is preferred before /-e/ than before

/-1l/.

All of the FINAL C × SUFFIX interaction terms credibly predicted the probability of producing

a canonical form. As can be seen in Fig. 4.14, the negative coefficients for FINAL C (s) : SUFFIX (i),

FINAL C (ch) : SUFFIX (i) and FINAL C (c) : SUFFIX (i) indicate that the effect of FINAL C (s), (ch) and

(c) on the outcome is reduced when the suffix is /-i/, compared to the baseline suffix /-e/. This

is likely due to the high proportion of canonical forms (palatalized form) in /th/ when the suffix

is /-i/. The positive coefficients for FINAL C (s) : SUFFIX (1l), FINAL C (ch) : SUFFIX (1l) and FINAL

C (c) : SUFFIX (1l) indicate that the effect of FINAL C (s), (ch) and (c) increases when the suffix is

/-1l/ compared to when the suffix is /-e/. This is likely due to the low proportion of canonical

forms in /th/ when the suffix is /-1l/, as shown in Fig. 4.14.

I next investigated the effect of factors related to word or stem frequency. The coefficient for

LOG STEM FREQ was positive and its CrI included zero; the p-direction of 89.35% suggests weak

to moderate evidence that more frequent stems are more likely to be produced with a canonical

variant, contrary to the prediction that a higher stem frequency would be associated with a

lower proportion of canonical forms. LOG WORD FREQ did not reliably predict the likelihood

of producing a canonical form. Then the prediction that a higher word frequency would be
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Figure 4.14: Interaction of stem-final obstruent and suffix in Experiment 1

associated with a higher proportion of canonical forms is not borne out. The positive coefficient

for LOG STEM FREQ × LOG WORD FREQ, whose CrI included zero and had a p-direction of 94.02%,

suggests that the effect of stem frequency (in which a higher stem frequency is associated with

a higher proportion of canonical forms) is stronger when the word frequency is also relatively

high, as shown in Fig. 4.15. Put differently, the probability of producing a canonical form was

high when both word and stem frequencies were high. The categorical variable RELATIVE FREQ

credibly predicted the likelihood of producing a canonical form; specifically, the probability

of being realized with a canonical form was higher when the word frequency was higher than

stem frequency, compared to the other way around. Finally, STEM FAMILIARITY did not credibly

predict the likelihood of producing a canonical form.

Turning to the predictors that were unrelated to the characteristics of the words themselves,

it was found that BLOCK did not credibly predict the outcome. None of the two demographic

factors, AGE and GENDER, credibly predicted the probability of canonical forms. The coefficient

55



Figure 4.15: Interaction of log of word frequency and log of stem frequency in Experiment 1

for NORM IS IMPORTANT was not credible, either. The coefficient for PURPOSE KNOWN (partially)

was positive, and the CrI included zero; the p-direction of 92.22% suggests that participants

who figured out the purpose of the experiment partially are more likely to produce canonical

forms than those who did not realize the purpose even partially. The coefficient for PURPOSE

KNOWN (yes) was also positive with the CrI not including zero, indicating that those who cor-

rectly guessed what the experiment was testing are more likely to produce canonical variants

than those who did not. Finally, the effect of SPELLING was not credible.

In sum, /s/- and /ch/ stems are more likely to be realized as a canonical form than /th/-

final stems when the suffix is /-e/. The effect of final obstruent was conditioned by the suffix,

as shown by credible interactions between the identity of the final obstruent and that of the

suffix. Further, when the word’s frequency is higher than its stem’s frequency, the probability of

producing a canonical form was higher. Participants were more likely to produce a canonical

form when they knew what the experiment was testing. Overall, the variation is predicted by

both linguistic factors and individuals’ metalinguistic awareness.
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4.5 Discussion

Experiment 1 investigated variable realization of stem-final coronal obstruents in Korean, fo-

cusing on individual differences. The results confirmed findings of previous studies that [s] is a

frequent, preferred variant (Jun, 2010; Albright, 2005, 2008; Ko, 1989; Hayes, 1998; Kang, 2003).

We thus observed a high proportion of faithful, canonical responses for /s/-final stems. The

effect of suffix, specifically that [th] is more frequently observed before /-e/ than before /-1l/,

was also confirmed, leading to a relatively high proportion of faithful, canonical realization of

stem-final /th/ before /-e/. Both of these generalizations were found to be statistically reliable

in the regression model. Note that the regression model included predictors of word and stem

frequency to test the possibility that frequent lexical items (those with stem-final /s/ or /th-

e/ sequences) are more likely to be realized with its canonical variant. It is interesting to note

that even when those frequency-related variables were included in the model, the effect of the

final obstruent (that suggests a higher probability of canonical forms for /s/-final stems) was

credible, and so was effect of suffix (that suggests a higher probability of canonical forms for

/th-e/ compared to /th-1l/). The higher probability of /s/ being realized with a canonical form

has been attributed to its high frequency, but the statistical analyses revealed that the frequency

measures included in the current model could not explain this effect entirely.

The primary purpose of the experiment was to investigate inter-speaker variation in their

pronunciation of stem-final obstruents. Speakers diverged from the group-level generalizations

(i.e. aggregated responses) and from each other in the proportion of canonical responses, as

well as in five distinct phonological environments: (1) the proportion of [s] observed for non-

/s/ (2) the difference in the proportion of innovative pronunciation between /th-e/ and /th-1l/

(3) the proportion of innovative responses for /c/ (4) the proportion of innovative responses for

/s/ (5) the proportion of [ch] in non-/ch/.

What could be the sources of this inter-speaker variation? In the regression model, several

factors were found to reliably predict the variation. Then one can reasonably think that indi-
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viduals vary in their pronunciation because they differ along these variables that modulate the

variation. For instance, the prevalence of [s] responses can be attributed to the fact that Ko-

rean is rich in /s/-final stems, and across-speaker differences in their preference for [s] may

be explained by differences in sensitivity to such lexical statistics. It was also found that the

probability of being realized with a canonical variant was higher when the word’s frequency

was higher than the stem’s frequency, compared to the other way around. Individual speakers

may be sensitive to this frequency effect to different degrees, which may contribute to different

propensity to produce canonical forms. Finally, the participants who realized the purpose of

the experiment produced canonical forms more frequently than those who did not realize it,

likely because they were prone to produce what they think is the correct pronunciation for each

target once they were aware of what they were tested for.

I found no evidence that the demographic factors investigated in this study, age and gender,

reliably predict the proportion of canonical responses. Lack of an age effect may be attributed

to the small range of variation in participants’ age; most were in their 20s or 30s. I leave it to

future studies to investigate whether and how older speakers and younger speakers differ in

their pronunciation of stem-final obstruents. The tendency for female speech to be more inno-

vative than male speech has been found in sociolinguistic research, but there was no difference

between female and male participants in their likelihood of producing a canonical form in the

present study.

Participants were asked to indicate how strongly they believe that it is important to pro-

nounce words correctly. It is plausible to think that those who believe correct pronunciation

is important produce canonical forms more frequently. However, individual differences in the

proportion of canonical variants was not predicted by their responses to the question that di-

rectly asks their tendency to follow the normative rule. This finding suggests that individual

differences in phonological behavior cannot be reduced to differences in an extralinguisic fac-

tor that is apparently closely related to the variable of interest (in this case, the likelihood of

producing a canonial variant).
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One factor that might have affected the individual variation but was not included in the

regression model is individual speakers’ performance in the experimental task. For instance,

some speakers might have found it more difficult to understand the instructions about the task

than others; some might have been distracted in the middle of the experiment. Although it was

hard to measure individual participants’ reactions to the experimental task, there are reasons

to believe that the individual variation is little affected by factors related to how individuals

perform the task. First, because the experiment was held online, the participants performed

the tasks in an ideal environment; they were given as much time as they want in producing the

target words; they were told to take as long break as they want between the two blocks of record-

ing6; they were allowed to participate in the experiment at their most convenient time, and in

the most comfortable place. In addition, the task was easy enough that all participants finished

the experiment within a reasonable length of time, and their performance was at ceiling for

choosing the correct suffix.7 A similar argument is made in Bennett & Braver (2020); they rule

out the possibility that the inter-speaker variation observed in the Xhosa labial palatalization is

due to differences in how well individuals understood the wug test, and argue instead that the

variation arises due to differences in individuals’ grammar. Moreover, the speaker variation is

not random, but rather can be accounted for by the same factors that are well established in the

literature to explain the variation (Albright, 2005, 2008; Jun, 2010; Hayes, 1998). Therefore, the

inter-speaker variation observed in the experiment is unlikely to be best explained by individual

differences in how (successfully) individuals perform the experimental task.

In subsequent chapters (Chapter 5 and Chapter 6), I investigate the potential influence of

other sources of individual variability, including cognitive traits and linguistic input that one

receives in the course of language learning.

6It turns out that the duration of the break time does not differ much from speaker to speaker.

7Even in cases in which their response deviated from the expected answer, the alternative suffix provided by the
participants still made sense in my judgment.
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CHAPTER 5

Experiment 2

5.1 Introduction

The primary purpose of Experiment 2, the second half of the longitudinal study reported in this

dissertation, was (i) to investigate whether individuals’ responses are consistent across different

tasks, (ii) to probe individual differences in production of obstruent variants for nonce words,

and (iii) to conduct a preliminary analysis on the relationship between the speakers’ choice of

variants and their cognitive traits, which could be a possible source of individual differences.

Before outlining the tasks included in Experiment 2, I would first like to discuss why it is

important to investigate consistency of individual variability across two different experiments.

As was mentioned earlier in Chapter 1, some scholars has claimed that all learners of a speech

community develop the same language (Chomsky, 1975), which predicts that individual dif-

ferences are merely random errors. One way to test whether inter-speaker variation is system-

atic or random is to examine whether individuals’ behaviors are consistent across time, and

robust to minor variations in task. If individuals are consistent within themselves, the find-

ing would suggest that the variability is systematic and meaningful. A similar argument was

made in James et al. (2018), which investigated individual differences in the reading difficulty of

object- vs. subject-extracted relative clauses. The authors point out that studies need to directly

test whether there are genuine and stable individual differences in syntactic processing to begin

with. To this end, they investigated whether consistent individual differences exist across dif-

ferent test items, such that some individuals consistently find object-extracted relative clauses
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easier to read than others. Studies that conducted two testing sessions to investigate the con-

sistency and systematicity of individual differences include Han et al. (2016)1, Kong & Edwards

(2016), and Wade et al. (2021). In these studies, the same tasks were employed in both testing

sessions, and the interval between the two sessions was relatively short.

In Experiment 2, a set of multiple choice questions were employed to address the goal (i)

mentioned above, namely to investigate whether the individual differences are stable and reli-

able. There were several considerations in designing the second task for investigating whether

speakers’ behavior in this task is consistent with the first one (i.e. production test in Chapter 4).

First, the nature of the task should be moderately similar to the production task. That is, the two

tasks have to be different from each other in order to test whether participants show consistent

responses even across different tasks, but the task effect should not be too large to severely per-

turb individual behavior and remove most of the consistent patterns that would have otherwise

been observed. Second, the results of the two studies must be comparable. Since participants

provided a single response in each trial in the production study, they were allowed to choose

only one pronunciation for a target word among a number of possible pronunciations in the

multiple choice questions as well. An alternative format would be to give a numerical rating for

each of the variants for a target word; however, then the outcome of the study would be hard to

directly compare with that of the production study.

Unlike in the production study, multiple choice questions presented possible pronuncia-

tions in the orthography (as the choice of alternant can be expressed orthographically in the

Korean alphabet system.) This could have allowed participants to access a more diverse array

of pronunciations that they might not have come up with in the production test. As will be

demonstrated later, despite this difference, individual participants’ preference for certain vari-

ants were observed consistently across the two tasks.

1The focus of Han et al. (2016) was to argue for between-speaker variation, or grammar split among the population,
and against within-speaker variation. The present study also focuses on across-speaker variability but does not
make strong claims about whether within-speaker variation exists. It is anticipated that speakers’ responses would
still be consistent across different testing sessions even if within-speaker variation exists.
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Along with the multiple choice questions, a nonce word production test was conducted

to address (ii). As Experiment 1 only employed existing words in Korean, we cannot deter-

mine whether the individual differences stem from variability in lexicon or grammar. Because

a nonce word test precludes the effect of lexicon, we can test whether the speaker variation can

be traced to differences in grammar. If individuals behave similarly across real words and novel

words, indicating that the pattern is productive, the results would suggest that the speaker vari-

ation does not only stem from differences in the lexicon.

Finally, three cognitive tasks were also included in the experimental session to address (iii),

namely, a nonword repetition test (Gathercole & Baddeley, 1989) for assessing phonological

working memory, Stroop task (Stroop, 1935) for assessing inhibitory skills (the ability to sup-

press irrelevant responses), and Autism-Spectrum Quotient questionnaire (Baron-Cohen et al.,

2001) to measure autistic traits. More specifically, investigating the relationship between lan-

guage and cognitive traits will help us understand the extent to which language relies on domain-

general cognition and to what extent it is modular (Fodor, 1983). Moreover, if individuals’ re-

sponse patterns in the experiments can be reliably predicted by differences in their cognitive

traits, the findings will further document the systematicity of individual variation.

The first cognitive trait of interest was phonological working memory. Phonological working

memory is essential for storing and processing verbal and acoustic information. Phonological

working memory is known to support a variety of skills including vocabulary acquisition, sen-

tence processing, and reading skills (Adams & Gathercole, 1996; Baddeley et al., 1998; Dufva

et al., 2001; van der Schuit et al., 2011; Kormos & Sáfár, 2008). However, its role has been stud-

ied mostly within the L2 learning literature, where the ability to accurately repeat nonwords is

found to predict better L2 vocabulary acquisition (Baddeley et al., 1998; French, 2006; Speciale

et al., 2004), while its influence on first language acquisition has received less attention. Never-

theless, despite the limited research on the relationship between phonological working mem-

ory and L1 phonology, it is reasonable to believe that phonological working memory affects an

individual’s learning of variants for stem-final obstruents.
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The task employed to assess the participants’ phonological working memory was the non-

word repetition test. Nonword repetition test has been widely used to measure individuals’

phonological working memory in previous research; it was first used to investigate the rela-

tionship between phonological working memory and children’s language learning (Gathercole

& Baddeley, 1989, 1990; Dollaghan & Campbell, 1998; Ellis Weismer et al., 2000), yet has been

used for adults as well (Gupta, 2003; Sasisekaran, 2013).

Another aspect of individuals’ cognitive traits examined in the present study is inhibitory

skills, the ability to inhibit an irrelevant dimension of a stimulus. For instance, when asked to

identify the color of the word red presented in green ink, the subject is supposed to say “green”,

but it is likely that they are tempted to say “red”. Individuals with better inhibitory control would

correctly say “green”, successfully suppressing “red”.

As with phonological working memory outlined above, more research has been done on the

effect of inhibitory skill in the L2 acquisition or bilingualism literature (Lev-Ari & Peperkamp,

2013; Gollan et al., 2011; Festman et al., 2010) compared with L1 acquisition. This is under-

standable, as bilinguals must switch between languages, suppressing interference from the

non-target language in comprehension and production. The findings suggest that individuals

with better domain-general inhibition exhibit stronger language control ability. Yet, a number

of studies suggest that inhibition is an essential part of language processing even among mono-

linguals (Lev-Ari & Peperkamp, 2014; Taler et al., 2010; Gernsbacher et al., 1990; El Bouzaïdi Tiali

et al., 2021). It has been reported that inhibitory skill is associated with the magnitude of neigh-

borhood density effect on speech perception (Taler et al., 2010), with individual variations in

phonological representations (Lev-Ari & Peperkamp, 2014), and with homophone processing

El Bouzaïdi Tiali et al. (2021) in monolinguals. In the present case, Korean speakers can poten-

tially encounter phonological neighborhoods or even homophony when they produce a stem

with a final coronal obstruent, due to the coda neutralization outlined in Chapter 2. For in-

stance, /pis/ ‘comb’, /pich/ ‘light’, and /pic/ ‘debt’ can be considered close phonological neigh-

bors, and are homophonous when unsuffixed as they are all realized as [pit] with the coda neu-
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tralized; the same holds for /nas/ ‘sickle’, /nach/ ‘face’ and /nac/ ‘day’. As a result, when speak-

ers are producing /pic-1l/ ‘debt-ACC’, it is possible that variants of /pich-1l/ are activated. We can

therefore reasonably expect that individuals’ inhibitory control is related to the production of

noun stems with final obstruents in Korean.

I employed the Stroop task (Stroop, 1935), a widely-used psychological test to assess in-

hibitory skills. In the original study, participants were asked to name the ink color of color

words, in which the ink color and the meaning of word did not match. For instance, red was

printed in blue and participants were asked to name the color blue instead of reading the word

“red”. As controls, they were also asked to name the color of solid squares. It was found that the

participants took a significantly longer time to name the color in which the words were printed

than to name the color of squares.

I used a manual version of the Stroop task as a proxy for inhibitory skills, following Lev-Ari &

Peperkamp (2014). Participants were instructed to press a key to indicate the color of the printed

words. There were two critical conditions: (i) congruent, in which the ink color matched the

meaning of the color word, (ii) incongruent, in which the ink color did not match the meaning

of the color word. In addition, there were trials in which color words were presented in black ink

and the participants were asked to identify the meaning of the color word rather than naming

the ink color. This condition was added to increase interference.

Lastly, participants’ autistic-like traits were assessed. Autistic traits are among the most widely

studied cognitive characteristics in relation to phonetic and phonological processing. A num-

ber of studies found a link between autistic traits and speech comprehension and production,

including sensitivity to prosodic information (Jun & Bishop, 2015; Bishop et al., 2015), sensitiv-

ity to lexical knowledge in speech perception (Stewart & Ota, 2008), perceptual compensation

for coarticulation (Yu, 2010), coarticulatory production (Yu et al., 2024), and phonetic imitation

(Yu et al., 2013; Snyder et al., 2019). However, a few recent studies either did not find a link be-

tween individuals’ autistic traits and patterns of perceptual compensation (Lai et al., 2022), or

found results that contradict previously reported effects of autistic-like traits on phonetic con-
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vergence (Wade, 2022). Based on my understanding, the majority of studies have explored the

relationship between individuals’ autistic traits and their phonetic perception or production,

while research on the impact of these traits on phonological patterns is rare.

I assessed the participants’ autistic traits using the well-known Autism-Spectrum Quotient

(AQ) questionnaire (Baron-Cohen et al., 2001). It comprises 50 questions, and assesses 5 differ-

ent areas, i.e. social skill, attention switching, attention to detail, communication and imagina-

tion, each domain made up of 10 questions. More information on the questionnaire is provided

below in Section 5.2.6.

Assessing individuals’ cognitive traits poses a challenge due to the various types of executive

functions and the multiple tests available for each. Given practical constraints, only three types

of executive functions were tested. Additionally, while it is ideal to use multiple tasks to assess

a single construct (see Section 5.7), I employed only one task per executive function. Therefore,

the findings of this study should be interpreted with caution.

The participants first performed the nonce word test, then answered multiple choice ques-

tions, which were followed by a nonword repetition test, Stroop task, and Autism-Spectrum

Quotient. The nonce word test preceded the multiple-choice questions to prevent the partic-

ipants’ responses to the nonce words from being influenced by exposure to real words in or-

thography in the multiple choice questions. As with Experiment 1, all experiment sessions were

held online.

5.2 Methods

5.2.1 Participants

27 native speakers of Korean participated in the experiment (10 males, 16 females, and gen-

der of one speaker unreported; age mean: 30.0, range: 21-48) during June and July 2023. One

speaker’s data were excluded from analysis due to background noise in the recording. Among
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the remaining 26 participants, 17 had participated in Experiment 1 between October 2021 and

January 2022 (Long Delay Group); for these group of participants, then, there was a 1.5-year pe-

riod between the two experiments. The other 9 participated in both experiments in June or July

2023, with a 10-day separation between Experiment 1 and Experiment 2 (Short Delay Group).

It is plausible to think that participants of Short Delay Group would be more consistent across

Experiment 1 and Experiment 2 than those of Long Delay Group are, due to the shorter inter-

val between the two experiments. This issue is addressed in Section 5.3.5. Participants were not

informed that the two experiments were related.

Participants were recruited online (Prolific) and by word-of-mouth. They were paid for their

participation.

5.2.2 Multiple choice questions

Stimuli

The target words used in the multiple choice questions were the same as those of the pro-

duction task (N=80; see Section 4.2.2). Unlike the production test, no filler items were included;

the participants were explicitly asked to choose their pronunciation for the target words, which

made the purpose of the experiment already obvious.

Procedure

In each trial, a sentence containing a target word was presented. For example, for the target

word /mith-e/ ‘under’, the sentence “kojaNi-n1n chimte mith-e sum-2 is*-2” ‘The cat is hiding

under the bed’ was shown on the screen in Korean orthography. The target word was boldfaced

and printed in a bigger font compared to other words in the sentence. The set of sentences used

in the multiple choice questions were different from those of the production task. For each tar-

get word, five options were provided in Korean orthography, each representing pronunciation

of the word with one of the five variants considered, namely [s], [th], [ch], [c] and [t]. For in-
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stance, for the target word /mith-e/, the options provided were mise, mithe, miche, mice and

mite. Participants were instructed to choose one option that represents their pronunciation for

the target word, where the prompt was “How would you pronounce this word?” The order of

options were randomized.

5.2.3 Production test with nonce stems

Stimuli

Twenty-five target nonce stems were created, presented in (11). All nonce stems were made

monosyllabic, since the majority (24 out of 30) of real stems used in Experiment 1 and Experi-

ment 2 were monosyllabic (see Section 4.2.2). Further, there was no difference in the likelihood

of producing a canonical form between monosyllabic and polysyllabic real stems. In creating

the target stems, all of which took the form of CV[t], I first made a list of every possible combina-

tion of CV followed by [t]. Then I excluded not only the items that have the same pronunciation

with existing stems, but also those that have similar pronunciation with existing ones. For in-

stance, the nonce item [p*at] was removed from the list because it was deemed similar enough

to the real stem [pat] (/paT/ ‘field’) to cause participants to base their response on the real stem.

Finally, I rated the remaining items, i.e. those determined to be phonologically distant to exist-

ing stems, for their well-formedness as a Korean stem on a Likert scale from 1 (impossible to be

a Korean stem) to 7 (very good as a Korean stem). The items rated as 6 or 7 were included in the

final list of target nonce stems.

Fifteen filler stems were also included in the list of nonce stems. They were monosyllabic

C1VC2 in which C2 is a sonorant ([n], [m], [N] or [l]).

(11) Nonce stems

net n2t nut tut t*at

pet p*et p*2t p*ot s2t

sit s*at s*2t s*it cet
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cut c1t c*at chat chot

chut th2t thut th1t ph2t

As was the case in the production test and the multiple choice questions, the target suffixes

were /-e/, /-i/ and /-1l/, as shown in (12). For each suffix, two carrier sentences were invented

in which the target suffix is required in order for the sentence to make sense. For instance, one

of the two carrier sentences for the ACCUSATIVE /-1l/ was “cheksaN-e ____ noh-1sejo” ‘Please put

down ____ on the desk’, where a word inflected with a suffix other than /-1l/ would be unaccept-

able.

(12) Suffixes employed in the nonce word test

Suffix Gloss

-e LOC/DAT

-i NOM

-1l ACC

Procedure

The procedure was the same as the production test of Experiment 1. On trial start, a carrier

sentence with a blank was presented, which the participants were expected to complete with

the target word. They were instructed to play the audio of the nonce stem (recorded in its un-

suffixed form, ending in unreleased [t]), and come up with the inflected form of the stem that

would make the sentence semantically most natural. They were asked to read the entire sen-

tence (not just the target word) so that they were less conscious about their pronunciation of

the nonce word and produce more natural speech. The participants were allowed to listen to

the stem as many times as they want, but were given only one chance to record the sentence.

Since the noun suffixes in Korean can be left out in many cases, participants were explicitly told
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that they must attach the suffix when they fill in the blank.

5.2.4 Nonword repetition test

Stimuli

The stimuli set consisted of 30 nonwords, five per each syllable length from 5 syllables to 10

syllables. All syllables in the nonwords were CV.

In creating the nonwords, I first prepared a list of all consonants in Korean that can appear in

onsets, [p], [p*], [ph], [t], [t*], [th], [k], [k*], [kh], [c], [c*], [ch], [s], [s*], [n], [m], [l], and [h] (N=18),

and a list of all monophthongs in Korean, [a], [e], [i], [o], [u], [1] and [2] (N=7). The consonants

were ordered in a way that avoided adjacent homorganic consonants or adjacent segments that

are both laryngeally marked (that is, tense and aspirated stops) as much as possible, as these

sequences may cause articulatory difficulties. The vowels were ordered as [o], [a], [i], [2], [u],

[e], [1] (without a specific rationale). I then created a series of CVs, with Cs iterating through

the list of consonants and Vs iterating through the list of vowels. After exhausting all 18×7=126

combinations of consonants and vowels, I repeated the procedure with the vowels in reverse

order. From this list of syllables, I used the first five syllables to create one 5-syllable nonword,

the next five syllables to create another 5-syllable nonword, and so on, until I created all 30

nonwords. None of the substrings of these nonwords formed existing words in Korean.

(13) Stimuli for the nonword repetition task

Syllable number Nonword

5 syllable

pos*ahich2 lu

p*ek1t*osaphi

nek*uc2th1mo

c*atikh2pus*e

h1chok2p*ila
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6 syllable

t*useph1nik*aco

th2muc*et1khopa

s*ih2chulep*1ko

t*asiph2cun1k*e

thomac*it2pekhu

7 syllable

s*1hochalip*2kut*e

k*icapon2thumes1

khapis*2huchetoc*1

t*is2phucel1p*oka

c*2tukhenok*1mita

8 syllable

p1s*ohachil2p*uket*1

sok*2ciphanuthem1c*o

takhip2s*uhech1lop*a

kat*os1phecuk*2nitha

moc*1tekhup2s*ichoha

9 syllable

l1p*ekut*2siphacok*1ne

c*im2thutakhop1s*ehuch2

nak*ic2phuset*1kop*ali

hom1c*etuch1pikh2thos*a

p*ulephok2t*isak*ec1nu

10 syllable

th2mic*atokh1pes*uh2chila

p*ok1ph2sut*ecith1nomek*a

khit2c*upas*oh1chelup*2ki

t*asoph1cek*un2thimac*ot1

khepus*2hichap*1loket*us2
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Most studies of nonword repetition tests in Korean were conducted with children (e.g. Lee

& Sim, 2003; Hwang, 2015; Ha, 2020; Yang et al., 2013), and so the stimuli used in the present

study differed from those of these previous studies in two ways. First, while their stimuli did not

involve sounds that children cannot articulate reliably, such as /c/, /ch/, /c*/, /s/, /s*/ and [l],

the nonwords used in this study did contain these sounds. Second, the stimuli of the current

study had a greater number of syllables than those created for children in previous studies, in

order to make the task challenging enough to observe individual variation among adult speak-

ers.

Procedure

In each trial, participants first listened to a nonword by clicking on a button. They then

clicked on another button to start recording and spoke aloud the nonword they had just heard.

After speaking, they clicked the same button to finish recording. Each nonword was played only

once, and participants had only one chance to record their response.

Before beginning the task, participants were informed that they would be listening to non-

words that do not exist in Korean. They were instructed to repeat as much of the nonword as

they could remember, even if they could not recall the entire form.

Analysis

There are two different ways of scoring participants’ performance in a nonword repetition

task. The first method is to regard a response as either correct (1) or incorrect (0). The second

is to grade each segment (consonant or vowel) produced by the participant as correct (1) or

incorrect (0) in relation to its target segment in the stimulus (Dollaghan & Campbell, 1998; El-

lis Weismer et al., 2000). I adopted the second approach to allow for a more nuanced, gradient

scoring across individuals. More specifically, if a segment produced by the participant is present

in the target form, 1 was added to the score; if a segment in the participant’s production was not
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present in the target, it did not add anything to the score.

For each target nonword, I divided the number of segments scored as correct by the total

number of segments contained in the target. Then I calculated the average of these scores for

each participant and multiplied it by 100. The nonword repetition test score, therefore, ranged

from 0 to 100 (%).

5.2.5 Stroop task

Procedure

Four colors were used, namely, red, blue, green and yellow. Each session consisted of train-

ing, practice and test phases. The training phase was designed to let participants familiarize

themselves with the key-color mapping, i.e. D-red, F-blue, J-green, K-yellow. The symbol “@@@@”

was printed in one of the four colors, and the participants pressed the key that corresponded

to the ink color. The training consisted of 20 trials. In the practice phase, the color words were

printed in one of red, blue, green, yellow, and black. As mentioned earlier, if the ink color was

one of red, blue, green and yellow, the participants had to press the key that corresponded to

the ink color. If, on the other hand, the ink color was black, they had to press the key that corre-

sponded to the meaning of the word. Feedback was provided to the participants in the practice

phase (correct, wrong) and there were 40 trials. The test phase consisted of two blocks, each

comprising 100 trials. No feedback was provided in the test phase.

Analysis

I obtained two measures of individuals’ performance from their responses. First is the differ-

ence in the accuracy between congruent and incongruent stimuli, calculated by subtracting the

accuracy in the incongruent trials from that of congruent trials. Accuracy is the number of trials

in which the participant correctly identified the color of the text divided by the total number

of trials. Second is the different in the reaction time (RT) between congruent and incongruent
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stimuli, calculated by subtracting the RT in the incongruent trials from that of congruent trials.

I present the results based on the differences in RT, rather than the differences in accuracy (see

Section 5.5 for more information).

5.2.6 Autism-Spectrum Quotient

Stimuli and procedure

As mentioned earlier, Baron-Cohen et al.’s (2001) Autism-Spectrum Quotient questionnaire

was used, consisting of 50 items. I translated the original items into Korean. Items were pre-

sented one at a time on the screen.

Analysis

In each question, respondents are asked to indicate the degree to which they (dis)agree

with a given statement by choosing one of the four options “definitely agree”, “slightly agree”,

“slightly disagree” and “definitely disagree”. Approximately half the questions were worded to

yield a “disagree” response by a highly autistic individual, and half an “agree” response. The

AQ can range from 0 to 50; the higher the score, the more autistic traits an individual pos-

sesses. In Baron-Cohen et al.’s (2001) scoring, each item scores 1 point if the respondent in-

dicates the presence of an autistic-like behavior, whether mild or strong; “definitely agree” and

“slightly agree” were treated the same, as were “definitely disagree” and “slightly disagree”. How-

ever, some studies, such as Hoekstra et al. (2008), assign higher weights to responses indicating

strong autistic behavior. In this approach, each item can score between 1 and 4 points, which

makes the minimum AQ score 50 and the maximum 200. This continuous scoring method al-

lows for a greater degree of individual differences. I present the results of both scoring methods

in Section 5.5.
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5.3 Results: multiple choice questions

I first present all the speakers’ aggregated responses in the multiple choice questions. Figure 5.1

shows the distribution of [s], [th], [ch], [c] and [t], grouped by suffix and underlying consonant.

Comparing this result against Fig. 4.1, aggregated responses in the production experiment (Ex-

periment 1) and those in the multiple choice questions shared important features in common.

First, [s] was generalized to /th/-, /ch/- and /c/-final stems to a moderate degree. In addition,

[th] was more frequent before /-e/ than before /-1l/, in both /th/-final and in /ch/-final stems.

Such similarities in the response patterns between the two experiments suggest that partici-

pants at the group level were consistent in their responses across different task types and dif-

ferent time points.

Figure 5.1: Aggregated responses of all speakers in Experiment 2

One qualitative difference was also observed between the two experiments, however. In Ex-

periment 1, participants produced [ch] in /s/-final and /c/-final stems. Such generalization was

rarely observed in Experiment 2. Given that [ch] was not observed in these contexts in the cor-
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pus data (see Fig. 3.1), the responses in the multiple choice questions match the corpus fre-

quencies more closely than those in the production test do in this respect.

Interestingly, there was a small proportion of [th] responses in /th/ before /-i/, despite this

being illegal in Korean due to the obligatory palatalization. This likely occurred because the

target words were presented in written form, reflecting the underlying representation. For in-

stance, when participants saw the target word path-e, they were inclined to choose [path-e] as

their pronunciation.

5.3.1 Proportion of canonical variants

The proportion of canonical variants in individual speakers’ responses is presented in Fig. 5.2.

A moderate degree of inter-speaker variation was observed, with the proportion ranging from

37.5% to 76.2%. Participants were evenly distributed within this range. This is slightly lower than

the individual participants’ proportion of canonical variants in Experiment 1, which ranged

from 42.3% to 84.7% with an outlier of 25.7% (see Fig. 4.2). In both experiments, every partici-

pant produced at least some non-canonical responses.

The following section presents participants’ responses in the same phonological environ-

ments in Experiment 2 as was examined in Experiment 1 (Section 4.3.2): (1) innovative [s] re-

sponses (the proportion of [s] responses observed for non-/s/ words) (2) the difference in the

proportion of innovative responses between /th-e/ and /th-1l/ (3) innovative responses for /c/

(4) innovative responses for /s/, and (5) innovative [ch] responses (the proportion of [ch] re-

sponses in non-/ch/ words).

5.3.2 Speaker variation in more specific environments

Proportion of innovative [s] responses

As was the case in Experiment 1, one phonological environment in which individual varia-

tion was observed is the degree to which [s] is extended to /th/, /ch/ and /c/. As shown in Fig. 5.3,

75



Figure 5.2: Individual speakers’ proportion of canonical forms in Experiment 2

the proportion of [s] responses for non-/s/ stems ranges from 0% to 51.9%. This range is similar

to that of Experiment 1, shown in Fig. 4.4 (0% - 52.7%, with an outlier of 77.8%), even though

Experiment 1 has 9 more participants than Experiment 2. In both experiments, the speakers

were evenly distributed within each proportion range.

Difference in the proportion of innovative responses between /th-e/ and /th-1l/

Fig. 5.4 shows the proportion of innovative responses for /th/-final stems before /-e/ and be-

fore /-1l/ suffixes. As was the case in the production of /th/-final stems (see Fig. 4.5) all but one

participants chose innovative responses more frequently before /-1l/ than before /-e/ (above

the y=x line). The speaker who provided innovative responses more frequently before /-e/ than

before /-1l/ in Experiment 1 was not the same one as the one who did so in Experiment 2. In

Experiment 2, all speakers selected innovative responses for /th-e/ 50% or less of the time.
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Figure 5.3: The proportion of innovative [s] responses in Experiment 2

Figure 5.4: The proportion of innovative responses for /th/ before /-e/ and before /-1l/ in Exper-
iment 2
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Proportion of innovative responses in /c/

Similar to the results of Experiment 1, speakers differed substantially from each other re-

garding how frequently they realized /c/ as a (non-)canonical response in Experiment 2. As

presented in Fig. 5.5, the proportion of innovative responses for /c/ ranges from 0% to 100%

depending on the speaker, although there was only one speaker who produced 100% [c].

Figure 5.5: The proportion of innovative responses for /c/ in Experiment 2

Proportion of innovative responses in /s/

As Fig. 5.6 shows, only two speakers selected innovative responses for /s/, accounting for

7.7% of the participants. Both of them provided innovative responses 10% of the time. In com-

parison, a higher proportion of participants (37.1%) produced innovative variants in /s/ in Ex-

periment 1.
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Figure 5.6: The proportion of innovative responses for /s/ in Experiment 2

Proportion of innovative [ch]

Fig. 5.7 shows the proportion of non-canonical [ch] responses in individual speakers’ re-

sponses. Speakers produced [ch] for non-/ch/ as low as 6.0% and as high as 27.8% of the time.

This range is both narrower and lower than that found in Experiment 1 (10.8% to 79.8%; see

Fig. 4.8). The difference between the two experiments seems to arise from [ch] responses in /s/

and /c/ in Experiment 1; as mentioned earlier, [ch] was rarely chosen as a response for /s/ and

/c/ in Experiment 2.

5.3.3 K-means clustering

As was done in Experiment 1 (see Section 4.3.3), individual participants in Experiment 2 were

categorized into distinct groups according to their response patterns using k-means clustering

(Macqueen, 1967). I used the same set of five variables, namely (i) the proportion of [s] for non-

/s/, (ii) the difference in the proportion of innovative variants between /th-e/ and /th-1l/, (iii) the
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Figure 5.7: The proportion of innovative [ch] responses in Experiment 2

proportion of innovative variants in /c/, (iv) the proportion of innovative responses in /s/, and

(v) the proportion of [ch] for non-/ch/, as the dimensions for clustering. Performing a clustering

analysis with data in Experiment 2 had two goals. First, clustering can reveal similarities and

differences among individual participants that may not be easily identified with simple visual

inspection of the data. In addition, by comparing results of the cluster analyses in Experiment 1

and 2, we can assess whether the same individuals tend to cluster together in both experiments

– did participants who showed similar behavior in Experiment 1 pattern similarly in Experiment

2 as well?

The k-means clustering analysis was performed in the same way as done in Experiment 1

(see Section 4.3.3). The kmeans function of the stats R package (R Core Team, 2018) was used.

I consulted both the Average Silhouette Width (Rousseeuw, 1987) and the within-cluster sum

of squares (also known as inertia or elbow method; Thorndike, 1953) in choosing the optimal

number of clusters. The Average Silhouette Width was highest when k=5, as shown in Fig. 5.8,

suggesting that five clusters provide the most appropriate partitioning of the data. The within-
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cluster sum of squares for different values of k, shown in Fig. 5.9, further supports this, as the

decrease from 4 to 5 clusters is considerable, while the decrease from 5 to 6 is relatively small.

Therefore, the optimal number of clusters is considered to be 5.

Figure 5.8: Average Silhouette Width for each number of clusters in Experiment 2

Fig. 5.10 plots the five clusters against PC1 and PC2, and Table 5.4 provides the loadings for

each principal component, a number between -1 and 1 that indicates the degree to which each

original variable contributes to the principal component. A larger absolute value indicates that

the variable in question has a stronger effect on the principal component. PC1, which explains

41.0% of the variance of the data, is most affected by the proportion of innovative [s] responses

(0.63), followed by the proportion of innovative responses for /c/ (0.59). The positive loadings of

innovative [s] responses and innovative responses for /c/ suggest that PC1 can roughly be con-

sidered a tendency toward innovative pronunciations, or non-adherence to orthography. PC2,

which explains 25.6% of the variance, is influenced by the proportion of innovative responses

for /s/ and innovative [ch] responses most strongly (-0.56 for both), followed by the differences

in the proportion of innovative responses between /th-e/ and /th-1l/ (-0.53). The negative load-
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Figure 5.9: Total within sum of squares for each number of clusters in Experiment 2

ings of innovative responses for /s/ and innovative [ch] responses suggest that PC2 indicates an

unwillingness to choose innovative forms for /s/ and innovative [ch] responses. The negative

loading of the differences in the proportion of innovative responses between /th-e/ and /th-1l/

suggests a smaller difference in the proportions, or insensitivity to the suffix effect in /th/.

PC1 PC2

% Innovative [s] responses 0.63 0.02
Differences in the % innovative responses between /th-e/ and /th-1l/ -0.19 -0.53
% Innovative responses in /c/ 0.59 -0.29
% Innovative responses in /s/ 0.28 -0.56
% Innovative [ch] responses -0.37 -0.56

Table 5.4: Loadings for PC1 and PC2 in Experiment 2

Characteristics of each cluster can be better understood once we look at all participants’

production variants, presented in Fig. 5.11, as well as the response patterns of the participant

in each cluster who is closest to its centroid, presented in Fig. 5.12. The first nine participants
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Figure 5.10: Five clusters of participants plotted against principal component 1 and principal
component 2.

in Fig. 5.11, from S10 to S8, belong to Cluster 1. We can see in Fig. 5.10 that most of the points

within this cluster are grouped closer to the left side of the plot, indicating lower values of PC1,

which is most associated with the proportion of innovative [s] responses and the proportion of

innovative responses for /c/. The representative speaker of this cluster shown in Fig. 5.12A in-

deed exhibits a relatively low proportion of innovative [s] responses and no innovative response

in /c/.

The next eight participants, from S14 to S9, belong to Cluster 2. Cluster 2 has higher values of

PC1 than Cluster 1, which means that the members of Cluster 2 have a relatively high proportion

of innovative [s] responses and innovative responses for /c/. This is confirmed when comparing

members of Cluster 1 and those of Cluster 2 in Fig. 5.11, and when comparing Fig. 5.12A and

Fig. 5.12B.
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Figure 5.11: Response patterns of individual speakers in each cluster in Experiment 2

Cluster 3, which includes six members (S1 to S25), spans a similar range as Cluster 2 along

the PC1 axis. This indicates that Cluster 3 shares similar characteristics with Cluster 2 in terms of

innovative [s] responses and innovative responses for /c/. What seems to primarily distinguish

84



Figure 5.12: Speakers nearest to the centroid of each cluster in Experiment 2

Cluster 3 from Cluster 2 is that the difference in the proportion of innovative responses between

/th-e/ and /th-1l/ is larger in Cluster 3 than Cluster 2: note that this property contributes con-

siderably to PC2 (Table 5.4), and the two clusters are separated by PC2 (Fig. 5.10). A comparison

of Fig. 5.12B and Fig. 5.12C highlights this difference.

Cluster 4 has only one individual (S6) in it, presented in Fig. 5.12D. Cluster 5 also has only

one member (S23), presented in Fig. 5.12E. We can see in Fig. 5.10 that these two clusters (in-

dividuals) are distinguished from other clusters based on PC2, which is most strongly affected

by the proportion of innovative forms for /s/-final stems (along with innovative [ch] responses).

These two speakers indeed are the only ones who chose non-[s] variants for /s/-final stems.

The primary difference between the two is their responses for /c/: while S6 never chose inno-

vative forms for /c/, S23 always provided innovative ([s]) responses for /c/. This is reflected in

Fig. 5.10, where these two individuals are distinguished from each other along the PC1 axis,

which is strongly affected by the proportion of innovative responses for /c/.
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To summarize the results of k-means clustering analysis in Experiment 2, the individual

participants were grouped into five clusters. We have thus verified using an objective measure

that different speaker types indeed exist. Two of them had only one individual in it, suggesting

that an individual speaker can be substantially different from all other speakers in a data set.

Among the other three clusters, both similarities and differences were found.

5.3.4 Clustering in Experiment 1 and Experiment 2

In Section 4.3.3 and Section 5.3.3, k-means clustering analyses were performed within each

experiment. In this section, I examine whether the same individuals tend to cluster together in

both experiments. That is, I ask, did participants who showed similar behavior in Experiment 1

pattern similarly in Experiment 2 as well?

To address this question, a contingency matrix was created with the 26 individuals who par-

ticipated in both experiments (Fig. 5.13), rows and columns representing clusters from Exper-

iment 1 and Experiment 2, respectively. Each cell represents the number of participants clus-

tered into corresponding groups across both experiments. Colors indicate the count of partici-

pants, with darker colors representing higher counts. The cells that have the largest number of

participants (N=5) are those that belong to Cluster 1 in Experiment 1, and one of Clusters 1, 2,

or 3 in Experiment 2. This is expected, because Cluster 1 in Experiment 1 had a larger number

of participants than any other clusters, and the great majority of participants belonged to one

of Cluster 1, 2 or 3 in Experiment 2. The small sample size (N=26) makes it difficult to assess

whether the members of the same cluster in Experiment 1 were more likely to belong to the

same cluster in Experiment 2. Among these 15 participants who were assigned to Cluster 1 in

Experiment 1, those assigned to Cluster 1 in Experiment 2 may be considered to be consistent

across the two experiments, as both Cluster 1 in Experiment 1 and Cluster 1 in Experiment 2

were characterized by a high proportion of canonical forms. In comparison, those who were

assigned to Cluster 2 or 3 in Experiment 2 may be considered less consistent, as response pat-

terns of Clusters 2 and 3 are comparatively more innovative. Finally, there were four speakers
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who belonged to Cluster 3 in Experiment 1 and to Cluster 1 in Experiment 2. These speakers are

likely to have produced a high proportion of innovative [ch] responses in Experiment 1, but did

not exhibit such pattern in Experiment 2.

Figure 5.13: Contingency matrix of the clustering in Experiment 1 and Experiment 2

In sum, comparing the cluster membership in Experiment 1 and Experiment 2, some speak-

ers were more consistent than others in their responses across the two experiments. The follow-

ing section investigates speaker consistency in more detail.

5.3.5 Speaker consistency across Experiment 1 and Experiment 2

This section compares the results of Experiment 1 and Experiment 2, focusing on whether and

to what extent speakers were self-consistent. I calculated the Pearson’s correlation coefficients

between a variable in Experiment 1 and the same variable in Experiment 2. Because there were

five variables of interest (see below), I adjusted the p-values to correct for multiple testing by

multiplying each of the original p-values by 5.

As can be seen in Fig. 5.14, there was a significant positive correlation between the pro-

portion of canonical forms selected in the two tasks (r=0.58, p<0.01), indicating that speakers
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who produced more canonical variants in Experiment 1 were more likely to choose canonical

pronunciation in Experiment 2 as well. This finding suggests that speakers were largely self-

consistent in their responses even though different tasks were employed and the two experi-

ments were separated in time.

Figure 5.14: Correlations between canonical responses in Experiment 1 and Experiment 2

Further, for the phonological environments examined in Section 4.3.2 and Section 5.3.2,

I calculated the correlations between individual speakers’ responses in Experiment 1 and 2.

Because the proportion of innovative responses in /s/-final stems in Experiment 2 exhibited

little individual variability (see Fig. 5.6) to begin with, I did not calculate the correlation for this

context. Correlations between the two experiments were thus calculated for (i) the proportion

of innovative [s] responses, (ii) the difference in the proportion of innovative responses between

/th-e/ and /th-1l/, (iii) the proportion of innovative responses for /c/, and (iv) the proportion of

innovative [ch] responses.

First, individual speakers’ probability of producing an [s] for non-/s/ in Experiment 1 was

significantly correlated with their probability of choosing an [s] for non-/s/ in Experiment 2
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(Fig. 5.15A; r=0.57, p<0.05), indicating that those who were more likely to produce a non-canonical

[s] in the production test was also more likely to choose a non-canonical [s] response in the

multiple choice questions as well. For the difference in the proportion of innovative responses

between /th-e/ and /th-1l/, there was a non-significant and weak positive correlation (Fig. 5.15B;

r=0.14, p=1). Similarly, a non-significant positive correlation was found between individual speak-

ers’ probability of providing innovative responses for /c/ in Experiment 1 and that of Experi-

ment 2 (Fig. 5.15C; r=0.42, p=0.17). Finally, a non-significant and weak positive correlation was

also found in the probability of providing innovative [ch] responses for non-/ch/ in Experiment

1 and that of Experiment 2 (Fig. 5.15D; r=0.27, p=0.88). The variability in the proportion of in-

novative [ch] responses in Experiment 2 was relatively small, and so it is unsurprising that the

correlation was weak and non-significant.

The non-significance of the positive correlations may be due to the small sample size (N=26),

and some of these might have reached significance if the sample size had been larger. Further,

the Bonferroni correction applied to adjust the p-values in the calculations above is known to be

conservative (Armstrong, 2014; Benjamini & Hochberg, 1995), which also might have led to the

non-significant results. With the current sample size and the conservative method used to test

for significance, significant positive correlations were still observed between Experiment 1 and

Experiment 2 in the proportion of aggregated canonical responses, as well as in the proportion

of innovative [s] responses.

As mentioned in Section 5.2.1, there were two different cohorts of participants; Long De-

lay Group had a 1.5-year interval between the two experiments, while the interval was around

10 days for Short Delay Group. Are participants of Short Delay Group more consistent in their

responses than those of Long Delay Group? Or, are members of Long Delay Group not self-

consistent at all? To address this issue, I separately investigated the two cohorts’ proportion of

canonical pronunciations and non-canonical [s] variants in the two experiments (that is, the

two variables for which the participants as a whole exhibited consistency; see Fig. 5.14 and

Fig. 5.15A). The results showed that positive correlations were found regardless of the interval
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Figure 5.15: Correlations between responses in Experiment 1 and Experiment 2 in four phono-
logical environments

between the two experiments, both in the proportion of canonical variants (Fig. 5.16) as well as

in the proportion of [s] for non-/s/ (Fig. 5.17). I did not test the statistical significance of these

correlations since the sample sizes are very small. The finding that participants were largely

self-consistent across two different tasks, regardless of the length of interval between the two

sessions, suggests that inter-speaker variation is not substantially affected by the type of task.
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Figure 5.16: Correlations between the proportion of canonical responses in Experiment 1 and
Experiment 2, separated by Group

Figure 5.17: Correlations between the proportion of [s] responses for non-/s/ in Experiment 1
and Experiment 2, separated by Group

Next, I examined whether the participant correctly guessed the purpose of the experiment

(specifically, Experiment 1, as it was obvious what the multiple choice questions were asking in

Experiment 2) affected their consistency. More specifically, it is possible that the observed con-

sistency is driven mostly by those individuals who realized what the experiment was testing?
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This is a likely scenario, as they were probably more conscious about their pronunciation. (Re-

call that this group of participants were found to produce canonical variants more frequently;

see Section 4.4). To investigate this possibility, I divided the participants into two groups, one

group with those who guessed the purpose of the experiment “correctly” and the other with

those who guessed it “incorrectly” or “partially correctly”. (Recall from Chapter 4 that individu-

als who were coded as “partially correct” did not credibly differ in their propensity to produce

canonical forms from those who were coded as “incorrect”, justifying grouping them into a sin-

gle category.) As can be seen in Fig. 5.18, both groups were consistent across the two experi-

ments, rejecting the possibility that only those aware of the experiment’s purpose were driving

the consistency. The finding that even those who were unaware of the purpose exhibited consis-

tency suggests that the consistent responses reflect individuals’ genuine linguistic knowledge

rather than some meta-linguistic awareness or task effects. This finding must be interpreted

with caution, though, due to the small sample sizes in each group (N=19, N=7).

Figure 5.18: Correlations between the proportion of canonical responses in Experiment 1 and
Experiment 2, separated by whether the participant correctly guessed the purpose of the exper-
iment
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5.4 Results: nonce word test

Two participants were excluded from the analysis, because they frequently produced a pause

between stem and the suffix. For instance, in trials in which they were expected to attach [-

e] suffix to the stem [net], they produced the stem with an unreleased [t], followed by a slight

pause, and the suffix /-e/, rather than the expected [nese], [nethe], [neche], [nece], [nete] (or

something else). It is hard to regard these responses as inflected forms of stems, and no speakers

produce the nouns in this way in real life speech.2

Fig. 5.19 shows aggregated responses of the remaining 24 participants in the nonce word

test. The responses were predominantly [s], regardless of the suffix (93.8% before [-e], 96.5%

before [-i], and 95.3% before [-1l]). Among the non-[s] responses, presented in Fig. 5.20, [ch] was

the most common (1.9% before [-e], 2.6% before [-i], and 2.8% before [-1l]), although compari-

son among non-[s] responses might not be very meaningful due to their overall low frequencies.

We thus see a mismatch between the speakers’ responses for the nonce words and those of the

real words (see Fig. 4.1 for the speakers’ responses in Experiment 1; recall that the nonce word

test was also a production task, similar in format to Experiment 1). Crucially, the great majority

of the responses were [s] in the nonce word test, while [th], [ch], [c] and [t] were only minor vari-

ants; in the real word test, the non-[s] variants accounted for substantially higher proportions

of the responses (although [s] was the most frequent variant.)

At the individual level, I compared the proportions of [s] responses in the nonce words

with proportions of [s] responses in the real words (regardless of whether canonical or non-

canonical). Fig. 5.21A shows that individuals’ production of [s] responses in the novel words

are positively correlated with their [s] responses in the real words in Experiment 1. Similarly,

Fig. 5.21B demonstrates that they are also positively correlated with individuals’ [s] responses in

the multiple-choice questions of Experiment 2.3 The trendlines in both Fig. 5.21A and Fig. 5.21B

2Such responses may be regarded as the participants’ strategy to avoid producing the inflected form, thereby not
having to guess the pronunciation to be used in the inflected form.

3The slope of the trendline is more steep in Fig. 5.21B compared with Fig. 5.21A, indicating that the responses in
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Figure 5.19: Aggregated responses of all speakers in the nonce word test

Figure 5.20: Aggregated non-[s] responses of all speakers in the nonce word test

were not steep due to the small degree of individual differences in the nonce word test, resulting

from a ceiling effect on the proportion of [s] responses. Among the 24 participants, 12 always

produced [s] in the nonce word test, and all but one produced [s] more than 90% of the time.

Although it was challenging to reliably determine if individuals’ responses for the nonce words

could be predicted by their responses for the real words, a trend emerged in which those who

the nonce word test are more closely correlated with those in the multiple choice questions than those in the real
word production test. This is likely because both the novel word test and the multiple choice questions task were
conducted in the same testing session (Experiment 2).
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provided a higher proportion of [s] responses in the real words tended to do so in the novel

words as well.

Figure 5.21: Proportion of [s] responses in the nonce words compared with the real words in
Experiment 1 (A) and Experiment 2 (B)

5.5 Results: cognitive tests

To investigate the relationship between individuals’ cognitive traits and their responses in the

experiments, Pearson’s correlation coefficients were calculated between one of the three cog-

nitive measures (nonword repetition test scores, Stroop task scores, and AQ scores) and one

of the twelve phonological measures (proportion of canonical responses, proportion of non-

canonical [s] responses, differences in the proportion of innovative responses between /th-e/

and /th-1l/, proportion of innovative responses in /c/, proportion of innovative responses in

/s/, and proportion of non-canonical [ch] responses, in either Experiment 1 or Experiment 2.)

Given the small number of participants who completed the cognitive tests (N=26), this analysis

should be considered preliminary. As is shown in Table 5.5, none of the 36 correlations turned

out to be statistically significant, when the Bonferroni correction is applied to the p-values to

correct for multiple testing. However, two observations are noteworthy. First, there was a clear

95



relationship between Stroop task performance and the proportion of canonical forms (where

the coefficient was significant before the p-value was adjusted to correct for multiple testing.)

Second, when scores from each subdomain of the AQ questionnaire were correlated with the

phonological measures (not presented in Table 5.5, which only shows the results for total AQ

scores), a significant correlation emerged: the attention switching scores were correlated with

the proportion of [c] responses for /c/ in Experiment 2. Both of these effects were confirmed in

the regression analysis presented in Section 5.6. In the remainder of this chapter, I outline the

results on each cognitive measure in more detail.

canonical innov. [s] innov. [th-1l] - [th-e] innov. in /c/ innov. in /s/ innov. [ch]

NRT -0.20 (1.00) 0.11 (1.00) 0.09 (1.00) 0.15 (1.00) 0.05 (1.00) 0.14 (1.00)
Stroop 0.51 (0.29) -0.55 (0.14) 0.18 (1.00) -0.29 (1.00) -0.16 (1.00) -0.01 (1.00)
AQ -0.17 (1.00) 0.12 (1.00) 0.09 (1.00) 0.22 (1.00) 0.14 (1.00) 0.14 (1.00)

(a) Experiment 1

canonical innov. [s] innov. [th-1l] - [th-e] innov. in /c/ innov. in /s/ innov. [ch]

NRT 0.01 (1.00) 0.09 (1.00) 0.25 (1.00) 0.21 (1.00) -0.15 (1.00) 0.01 (1.00)
Stroop 0.47 (0.55) -0.48 (0.51) -0.27 (1.00) -0.31 (1.00) 0.25 (1.00) 0.14 (1.00)
AQ -0.27 (1.00) 0.14 (1.00) -0.33 (1.00) 0.00 (1.00) -0.09 (1.00) 0.01 (1.00)

(b) Experiment 2

Table 5.5: Pearson’s correlation coefficients between cognitive measures and phonological mea-
sures. Numbers in parentheses indicate p-values adjusted for multiple testing. (Abbreviations:
NRT = Nonword repetition test scores, Stroop = Stroop task scores, AQ = AQ scores, canonical
= proportion of canonical responses, innov. [s] = proportion of innovative [s] responses, innov.
[th-1l] - [th-e] = difference in the proportion of innovative responses between [th-1l] and [th-e],
innov. in /c/ = proportion of innovative responses in /c/, innov. in /s/ = proportion of innovative
responses in /s/, innov. [ch] = proportion of innovative [ch] responses)

First, individuals’ nonword repetition test scores, presented in Fig. 5.22, were not signifi-

cantly correlated with any of the twelve phonological measures. The correlation coefficients

were relatively small, as can be seen in the first rows of the two subtables in Table 5.5.
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Figure 5.22: Individual participants’ nonword repetition test scores

As for the Stroop task scores, I present the results based on the differences in RT, rather than

the differences in accuracy, because RT offers a wider range of individual differences. Individu-

als’ accuracy ranged from 97.5% to 100% in the congruent condition, and from 92.5% to 100% in

the incongruent condition. It seems that the participants’ performance was decent even in the

incongruent condition, resulting in a relatively small degree of individual variation. Among the

23 out of 26 participants who had a higher accuracy in the congruent condition (as expected),

the difference in accuracy was as low as 0.8% and as high as 7.5%. One participant performed

equally well in the two conditions, and two participants had a higher accuracy in the incongru-

ent condition by 1.7%.

Individuals’ Stroop task scores, as indicated by the difference in the RT between congruent

and incongruent stimuli, were not significantly correlated with any of the phonological mea-

sures. However, it is worth noting that the Stroop task scores were positively correlated with

the proportion of canonical responses (Fig. 5.23) and negatively with the proportion of non-

canonical [s] responses (Fig. 5.24) in both experiments; although the positive coefficients were
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non-significant (the p-values became greater than 0.05 once adjusted to correct for multiple

testing), likely due to the small sample size, they were quite large and consistently observed

across the two experiments. The findings indicate that better inhibitory control in individuals

is associated with less frequent canonical forms in their speech, likely due to more innovative [s]

responses. This trend is confirmed by a statistical analysis using a regression model, presented

in Section 5.6.

Figure 5.23: Relationship between inhibitory skills, as measured by the difference in the RT be-
tween congruent and incongruent stimuli in the Stroop task, and the proportion of canonical
responses

Finally, I investigated the relationship between the phonological measures and the total AQ

scores, as well as each subscale of AQ scores. No significant correlations were found between in-

dividuals’ total AQ scores (based on either continuous or binary scoring) and any of the phono-

logical measures, and no discernible trend was observed. For readers’ reference, I present indi-

viduals’ AQ scores in Fig. 5.25, both binary and continuous.

However, once the AQ questionnaire scores were broken down into five subscales, a clear

trend of a positive correlation emerged between attention switching scores, assessed using bi-

nary scoring, and the proportion of innovative responses for /c/-final stems in the multiple-

choice questions. (A positive correlation was also found between attention switching subscale
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Figure 5.24: Relationship between inhibitory skills, as measured by the difference in the RT be-
tween congruent and incongruent stimuli in the Stroop task, and the proportion of innovative
[s] responses

Figure 5.25: Individual participants’ Autism-Spectrum Quotient scores based on (A) binary scor-
ing and (B) continuous scoring

assessed based on continuous scoring and the same phonological measure, although it did not

reach significance; r=0.36, p=0.069.) As shown in Fig. 5.26A, individuals with higher attention

99



switching scores, indicating poor attention switching and strong focus of attention4, were more

likely to choose an innovative pronunciation for /c/ (r=0.44, unadjusted p<0.05). Then, what

are these innovative pronunciations they chose for /c/? Because the majority of the non-[c] re-

sponses in /c/ were [s] (see Fig. 5.1), the innovative variant chosen by these individuals must

have been [s]. This was indeed the case, as can be seen in Fig. 5.26B; those individuals with

poor attention switching or better focusing ability produced innovative [s] responses for /c/

more frequently (r=0.43, unadjusted p<0.05).

Figure 5.26: Relationship between individuals’ responses in /c/ in Experiment 2 and attention
switching scores within the AQ scores based on binary scoring

At first glance, it seems counterintuitive that individuals with strong focus more frequently

chose innovative forms. This observation may be, however, consistent with the finding that bet-

ter inhibitory skills are associated with fewer canonical forms, as reported above. It is plausible

that strong focus and better inhibitory control are related characteristics, both of which are as-

sociated with more frequent innovative forms, and specifically, innovative [s] responses.5

4Recall that higher AQ scores indicate more autistic traits, in this case, struggling with switching attention.

5This hypothesis was not confirmed in the current data, as the correlation between individuals’ attention switching
scores within the AQ and the Stroop task scores was not significant (r=-0.13, p=0.51). This suggests that the effects
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5.6 Statistical testing

As with Experiment 2, I ran a Bayesian logistic regression model to statistically examine the

factors that affect the speakers’ canonical responses in the multiple choice questions in Ex-

periment 2. The dependent variable was the binary outcome of canonical vs. non-canonical

(reference level), in which I categorized the responses ([s], [th], [ch], [c] and [t]) into canonical

pronunciation and non-canonical one.

The independent variables are presented in (14), grouped into either categorical or continu-

ous variables. All categorical variables were dummy-coded, and the underlined level is the base-

line. All of the categorical variables as well as a subset of the continuous variables listed in (14)

were also included in the model reported in Section 4.4 for Experiment 1. Among the contin-

uous variables, STEM FAMILIARITY and NORM IS IMPORTANT were obtained from tasks included

only in Experiment 1, not Experiment 2. However, they were deemed relevant to participants’

responses in Experiment 2 as well, and thus included in the model reported below. The assump-

tion is that participants’ perceptions of stem familiarity and the importance of pronouncing

correctly have not changed substantially in the time between Experiment 1 and Experiment 2.

The variables NRT SCORES, STROOP TASK SCORES and the five AQ-related measures (AQ

COMMUNICATION, AQ SOCIAL SKILL, AQ ATTENTION SWITCHING, AQ ATTENTION TO DETAIL, AQ

IMAGINATION) are included to assess the effect of cognitive traits on the proportion of canoni-

cal responses. These measures were not included in the model reported in Section 4.4 for Ex-

periment 1. Instead of using a single variable for the total AQ score, I used scores from each

subdomain of the AQ questionnaire to assess the individual contributions of each area.

(14) Independent variables in the logistic regression analysis (Experiment 2)

• Categorical variables (underlined = baseline level)

of attention switching and inhibitory skills are distinct; indeed, as described above, attention switching appears to
affect only /c/-final stems, and primarily in Experiment 2, whereas inhibitory skills are associated with innovative
[s] responses across /th/-, /ch/-, and /c/-final stems, in both experiments.
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– FINAL C: /s/, /th/, /ch/, /c/

– SUFFIX: /-e/, /-i/, /-1l/

– FINAL C × SUFFIX: interaction between stem-final obstruent and suffix

– RELATIVE FREQ: stem is more frequent (stem > word), stem and word have the

same frequency (stem = word), word is more frequent (stem < word)

– GENDER: female, male

• Continuous variables

– LOG STEM FREQ: the log of the stem’s frequency (in its standalone form)

– LOG WORD FREQ: the log of the word’s frequency

– LOG STEM FREQ × LOG WORD FREQ: interaction between the log of the stem’s

frequency and the log of the word’s frequency

– STEM FAMILIARITY: response for “How often do you hear and use this word?”

on a Likert scale of 1 (Rarely) to 7 (Very often)

– AGE: participant’s age

– NORM IS IMPORTANT: response for “How important do you think it is to speak

with correct pronunciation?” on a Likert scale of 1 (Not important at all) to 7

(Very important)

– NRT SCORE: accuracy in the nonword repetition test

– STROOP TASK SCORE: the difference in the reaction time between incongruent

stimuli and congruent stimuli in the Stroop task

– AQ COMMUNICATION: scores in the communication subdomain of the AQ ques-

tionnaire

– AQ SOCIAL SKILL: scores in the social skill subdomain of the AQ questionnaire

– AQ ATTENTION SWITCHING: scores in the attention switching subdomain of the

AQ questionnaire
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– AQ ATTENTION TO DETAIL: scores in the attention to detail subdomain of the

AQ questionnaire

– AQ IMAGINATION: scores in the imagination subdomain of the AQ question-

naire

In addition to these fixed factors, random intercepts for participant and stem were also in-

cluded.

As with Experiment 1, the model was fit using the brms package (Bürkner, 2017, 2018, 2021)

in R (R Core Team, 2018). In each of four chains, 10,000 samples were drawn from the posterior

distribution over parameter values, with the first 1,000 discarded for warm-up. A weakly infor-

mative Student-t prior with 5 degrees of freedom was used for the intercept and coefficients

(Ghosh et al., 2018). There were no divergent transitions after warm-up. All parameters had an

R-hat value of 1, indicating that the model had converged.

Table 5.6 provides coefficient estimates along with their upper and lower bounds of the 95%

Credible Interval (CrI). In Table 5.6, parameters whose CrI does not include zero are boldfaced.

When the CrI includes zero, I also provide p-direction, a value between 50% and 100%. As men-

tioned in Section 4.4, a p-direction value close to 50% indicates little evidence for an effect of

either direction, and a value close to 100% indicates strong evidence for an effect in that direc-

tion.

First, the coefficient for FINAL C (s) was positive and the CrI did not include zero, suggest-

ing that the proportion of canonical responses for /s/-final stems was credibly higher than the

reference level /th/-final stems, when the suffix is /-e/. The coefficient for FINAL C (ch) was neg-

ative, with the CrI including zero and a p-direction of 94.48%, indicating that the probability of

choosing a canonical form was probably lower in /ch/-final stems than /th/-final stems, when

the suffix is /-e/. This result is in the opposite direction of Experiment 1, in which the probability

of choosing a canonical form was probably higher in /ch/-final stems than in /th/-final stems.

The effect of FINAL C (c) was not credible, indicating that /c/-final stems were not different
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Parameter Estimate Est. Error
95% CrI

lower
limit

95% CrI
upper

limit
p-direction

Intercept 0.55 0.48 -0.37 1.49 87.68%
FINAL C (s) 5.04 1.85 1.86 9.12
FINAL C (ch) -0.96 0.61 -2.20 0.23 94.48%
FINAL C (c) 0.15 0.88 -1.58 1.87 57.43%
SUFFIX (i) 0.49 0.24 0.01 0.96
SUFFIX (1l) -2.41 0.27 -2.95 -1.89
FINAL C (s) :SUFFIX (i) 1.38 2.58 -2.81 7.39 69.82%
FINAL C (ch) : SUFFIX (i) -0.08 0.32 -0.71 0.55 59.56%
FINAL C (c) : SUFFIX (i) -0.22 0.53 -1.27 0.81 66.06%
FINAL C (s) :SUFFIX (1l) 0.31 1.71 -3.37 3.39 59.63%
FINAL C (ch) : SUFFIX (1l) 3.01 0.39 2.26 3.78
FINAL C (c) : SUFFIX (1l) 3.13 0.58 2.00 4.26

LOG STEM FREQ 0.63 0.35 -0.03 1.33 96.87%
LOG WORD FREQ -0.28 0.27 -0.81 0.24 85.67%
LOG STEM FREQ : LOG WORD FREQ 0.14 0.34 -0.54 0.80 66.33%
RELATIVE FREQ (stem = word) 0.75 0.88 -0.96 2.49 80.91%
RELATIVE FREQ (stem < word) 1.21 0.37 0.49 1.94
STEM FAMILIARITY 0.08 0.11 -0.15 0.30 75.13%

AGE 0.05 0.20 -0.34 0.44 59.77%
GENDER (male) 0.77 0.41 -0.06 1.58 96.63%
NORM IS IMPORTANT 0.45 0.18 0.08 0.81
NRT SCORES 0.07 0.15 -0.23 0.37 67.92%
STROOP TASK SCORES 0.28 0.16 -0.05 0.60 95.46%
AQ COMMUNICATION -0.38 0.32 -1.01 0.24 89.34%
AQ SOCIAL SKILL 0.37 0.33 -0.26 1.01 88.01%
AQ ATTENTION SWITCHING -0.35 0.20 -0.75 0.05 95.91%
AQ ATTENTION TO DETAIL -0.04 0.18 -0.39 0.31 58.86%
AQ IMAGINATION -0.01 0.19 -0.38 0.36 51.95%

Table 5.6: Results of the Bayesian logistic regression analysis of Experiment 2
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from /th/-final stems in their proportion of canonical responses. SUFFIX (i) credibly predicted

the outcome with a positive coefficient, which is expected due to the obligatory palatalization

process in /th-i/. SUFFIX (1l) credibly predicted the outcome with a negative coefficient, con-

firming the suffix effect in which [th] (or, the canonical form of /th/ in the present context) is

preferred before /-e/ than before /-1l/.

As for the interaction terms between FINAL C and SUFFIX, FINAL C (ch) : SUFFIX (1l) exhibited

a credible effect with a positive coefficient. This means that while the probability of choosing

a canonical form was probably lower in /ch/-final stems than /th/-final stems when the suffix

is /-e/, the probability was higher in /ch/ than /th/ when the suffix is /-1l/, as can be seen in

Fig. 5.27. This again confirms the suffix effect reported in the literature (e.g. Jun, 2010; Kang,

2007). Additionally, FINAL C (c) : SUFFIX (1l) also had a credible effect with a positive coefficient.

Given that /c/-final stems and /th/-final stems did not differ in their proportion of canonical

responses in the /-e/ suffix, this credible interaction suggests that the likelihood of being chosen

in the canonical form is higher in /c/-stems compared to /th/-stems when the suffix is /-1l/. This

is confirmed in Fig. 5.27.

Figure 5.27: Interaction of stem-final obstruent and suffix in Experiment 2
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Next, a number of frequency measures credibly predicted the probability of choosing a

canonical form. First, LOG STEM FREQ had a positive coefficient with a p-direction of 96.87%,

suggesting that higher stem frequency is associated with higher likelihood of choosing a canoni-

cal form. LOG WORD FREQ had a negative coefficient, with the CrI including zero. The p-direction

was 85.67%, suggesting moderate evidence that higher word frequency is probably associated

with lower likelihood of choosing a canonical form. This is contrary to the expectation outlined

in Section 4.4 that a word would be more likely to be realized with a canonical form when the

stem frequency is low and the word frequency is high. The interaction between LOG STEM FREQ

and LOG WORD FREQ did not reliably predict the outcome. It was also found that RELATIVE FREQ

(stem < word) credibly predicted the proportion of canonical forms, with positive coefficients

and the CrI not including zero. This finding suggests when word frequency is higher then the

stem frequency, the participants were more likely to choose canonical forms. Individuals’ rating

of stem familiarity did not reliably predict the probability of choosing a canonical form.

Figure 5.28: Interaction of log of word frequency and log of stem frequency in Experiment 2

Finally, a number of individual-level measures credibly predicted the probability of choos-
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ing a canonical form. As with Experiment 1, there was no evidence that AGE explained the indi-

vidual’s probability of choosing a canonical form. Unlike Experiment 1, however, GENDER cred-

ibly predicted the probability of choosing a canonical form with a positive coefficient and a p-

direction of 96.63%. Specifically, male participants were more likely to choose a canonical form

than female participants. Another divergence from findings of Experiment 1 is that NORM IS IM-

PORTANT, individuals’ perceived importance of pronouncing correctly, also predicted the pro-

portion of canonical forms with a positive coefficient with its CrI not including zero. Among the

cognitive measures, NRT SCORES did not reliably explain the likelihood of choosing a canon-

ical form. STROOP TASK SCORES had a positive coefficient, with its CrI including zero and a p-

direction of 95.46%. This finding confirms the observation in Section 5.5 that better inhibitory

control is associated with lower likelihood of choosing a canonical form. (Recall that a higher

value for this variable indicates poorer inhibitory control.) Among the scores of each subdo-

main of the AQ questionnaire, only AQ ATTENTION SWITCHING reliably predicted the proportion

of canonical forms. It had a negative coefficient, a CrI that includes zero, and a p-direction of

95.91%. Higher AQ ATTENTION SWITCHING scores, indicating poor attention switching, or bet-

ter focus, were associated with fewer canonical forms. This confirms the correlational analyses

provided in Section 5.5.

5.7 Discussion

As stated at the beginning of this chapter, the main goals of Experiment 2 were (i) to examine

the consistency of individuals’ responses across different tasks and over time, (ii) to explore how

speakers produce obstruent variants in nonce words, and (iii) to perform a preliminary analysis

of the relationship between the speakers’ variant choices and their cognitive traits. Each of these

points are addressed in order.
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5.7.1 Systematicity in individual differences

Most importantly, the participants who completed both Experiment 1 and Experiment 2 were

consistent in their responses. Those who frequently produced canonical forms (Experiment 1)

were more likely to choose canonical forms as their pronunciation in multiple choice questions

(Experiment 2). Further, speaker consistency was also observed in the more specific phonologi-

cal environments. Notably, those who had a higher proportion of [s] responses for /th/-, /ch/- or

/c/-final stems in Experiment 1 were more likely to do so in Experiment 2 as well. Note that the

presence of such non-canonical [s] is well documented in the literature (Jun, 2010; Jun & Lee,

2007; Albright, 2008; Hayes, 1998). The findings suggest that speaker variation is systematic; if it

was mere random noise, we would not have observed individual differences in the well-known

statistical tendency or individuals’ self-consistent behavior across the two experiments.

Before inferring that the observed individual differences reflect the speakers’ true linguistic

knowledge, I consider a number of possibilities that they are artifacts. First, is it possible that the

participants were forced/pressured to behave similarly in the two experiments? They were not

told explicitly about what the experiments were testing, or that the two experiments are related.

Some of them, especially those who participated in Experiment 2 after 10 days of completing

Experiment 1, might have realized that the study was longitudinal. It is unlikely, however, that

these participants remembered their responses in Experiment 1 at the time of completing Ex-

periment 2, since they had to produce 104 different target words (30 different stems) in Experi-

ment 1. Even within Experiment 1, individuals produced different variants for the same words

in block 1 and block 2. The observation of within-speaker variation across the two blocks gives

little credence to the possibility that participants memorized their previous responses and used

it in a later task.

Another possibility is that the observed individual differences more reflect variability in

how individuals perform experimental tasks than they reflect variability in linguistic knowl-

edge. For instance, some participants may be more familiar or comfortable with being pre-
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sented with auditory stimuli, and thus provide responses that are closer to their spontaneous

speech. I consider this possibility unlikely. The two experiments employed different tasks, al-

though they both aimed to access the participants’ pronunciation for the stem-final obstru-

ents. Experiment 1 asked them to produce an inflected form without any written presentation

of the stem or the inflected form, while Experiment 2 presented five written forms of pronunci-

ations and asked them to choose their own pronunciation for the target word, also presented in

written form. Moreover, to minimize the effects of individuals’ familiarity with experiment pro-

cedures or how successfully they understood the tasks, I allowed participants to take as much

time as they wanted to complete the tasks. Furthermore, as mentioned in Section 4.5, partici-

pants were given the flexibility to choose their preferred time and location for participating in

the experiment to ensure convenience and comfort. Therefore, it is hard to think that the ob-

served across-speaker variability is primarily due to task performance differences rather than

genuine differences in their linguistic knowledge.

Now that we can plausibly regard the individual variation as stemming from differences in

linguistic knowledge, it is worth considering the extent to which this knowledge reflects differ-

ences in the lexicon versus grammar. This question can be addressed by investigating whether

the process is productive or not, asking participants to inflect a nonce word. Before discussing

the implications of the nonce word test results on the sources of differences in linguistic knowl-

edge, I review two observations from Experiment 1 that bear on the possible differences in the

individuals’ mental lexicon.

First is individual participants’ familiarity rating of stems in Experiment 1. It is possible that

the more familiar the stem is to an individual, the more likely they are to recall its standard or

lexical form. In the statistical testing presented in Section 4.4, we found little evidence that stem

familiarity rating predicted the probability of being produced with a canonical form. A caveat is

that there are several measures of word and stem frequency included in the model, which could

obscure the effect of stem familiarity. For instance, it is possible that individuals’ sensitivity to

the relative frequency between word and stem (that is, whether the stem is used in the suffixed
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form more frequently than in the unsuffixed form) might explain individual differences in the

probability of producing a canonical form. This can be tested by including by-subject random

slope for relative frequency between word and stem in the model.

Another task of Experiment 1 that may tap into speakers’ lexical knowledge is the spelling

test, in which the speakers were auditorily presented with the unsuffixed forms of the target

stems and spelled them. Recall that the Korean orthography represents lexical or underlying

forms of the stem-final obstruents. I explored the possibility that the target stems are repre-

sented with different forms in individuals’ lexicon; for instance, some speakers might (incor-

rectly) remember ‘/juch/’ ‘a type of traditional game’, an infrequent stem, as /jus/, (and their

spelling would reflect this,) providing more [s] responses for this stem. Scoring of the spelling

test, presented in (15), revealed that there was only a small degree of variation in individuals’

accuracy. 22 out of 35 participants in Experiment 1 spelled all stems correctly, and 8 participants

spelled only one stem incorrectly. This variability is far smaller than the individual differences

in the variant frequencies observed in the experiments.

(15) Accuracy in the spelling test

Accuracy Number of participants

100% (30/30) 22 (62.9%)

96.7% (29/30) 8 (22.9%)

93.3% (28/30) 2 (5.7%)

90.0% (27/30) 2 (5.7%)

86.7% (26/30) 1 (2.9%)

Thus, when accuracy in the spelling test was used as a proxy for underlying representations

of the final obstruents, we found no evidence that individual variability in lexical representa-

tions can explain the variation in pronunciation.
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5.7.2 Productivity

A nonce word test was conducted to offer more insights into the source of individual differences.

If we observe similar individual differences in the nonce word test, for instance, those who pro-

duced a high proportion of [s] in Experiment 1 also produced [s] frequently in the nonce word

test, we could argue that the inter-speaker variation stems from differences in the speakers’

probabilistic grammar. The degree of inter-speaker variation observed in the real word pro-

duction test in Experiment 1 was not reproduced in the nonce word production test in Exper-

iment 2, as [s] was the predominant response in the majority of the participants’ nonce word

production. This pattern in the wug test does not match the lexical frequencies of stem-final

obstruents. Although /s/ is the most frequent among the stem-final obstruents in the lexicon,

the probability of producing an [s] for the nonce words is disproportionately higher than the

frequency of /s/ in the lexicon or the proportion of [s] variants in the real words production.

To help understand the reason that participants in the current study did not frequency-

match, it is useful to review a previous wug test in Jun (2010), which conducted a well-formedness

judgment task using a set of noun stems in Korean. In Korean, certain bound stems combine

with the verb stem ha ‘to do’ to form compound verbs (e.g. /pis1s-ha-ta/ ‘similar-do-DECLARATIVE’).

Jun (2010) employed topicalized forms of these verbs, e.g. /pis1s-1n ha-ta/ ‘similar-TOPIC do-

DECLARATIVE’, asking native Korean participants to rate five different realizations of such words,

e.g. [pis1s-1n], [pis1th-1n], [pis1ch-1n], [pis1c-1n], and [pis1t-1n]. This study can be considered a

type of wug test, because the topicalized forms of these stems sound perfectly acceptable to the

native speakers yet they are rarely used in actual speech. The relative ratings of each of these

five variants matched their lexical frequencies, that is, [s] was rated the highest, [c] and [t] were

rated the lowest, and [th] and [ch] received an intermediate rating.

This frequency matching behavior shown in Jun (2010) was not replicated in the present

study. I believe that the discrepancy can be attributed to the design of the two studies. Whereas

Jun (2010) provided the participants with the possible pronunciations of the suffixed forms in
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written form (similar to the multiple choice questions of the present study), the participants

in the current wug test were not provided with a list of possible pronunciations. When asked

to produce the suffixed form only once, the participants seemed to have skewed towards their

most preferred form, which gave rise to predominant [s] responses when the responses were ag-

gregated. Additionally, despite efforts to create nonce stems that sound well-formed as Korean

stems, participants might have perceived the stems as foreign-sounding. This could increase

the likelihood of producing [s] for the stem-final obstruent in the suffixed form, as Koreans

typically inflect loanwords ending with a coronal obstruent with [s]; for example, final coronal

obstruents in English loanwords like David and cut are pronounced as [s] (e.g. David-NOM →
[teipis-i], cut-ACC → [kh2s-1l]; Jun & Lee, 2007). Further, a limitation in the experimental design

in which the number of target stems (N=25; ending in [t], potentially produced as [s] when suf-

fixed) exceeded the number of filler stems (N=15; ending in a sonorant) might have amplified

the number of [s] responses. Producing a few [s] variants in the beginning of the test might have

primed their later responses, especially in individuals who tend not to switch their pronuncia-

tions.

Despite the rather small degree of variance in the individuals’ responses in the nonce words,

a tendency was observed in which those who provided fewer [s] responses in the real words also

produced relatively fewer [s] responses in the novel words. This is evidence suggesting that at

least some amount of individual differences can be traced to differences in the grammar, rather

than lexicon. This argument can be corroborated by the aforementioned wug test (Jun, 2010),

in which speakers’ well-formedness ratings closely matched lexical statistics.

Finally, I would like to discuss the finding that among the minor variants the speakers pro-

duced for the nonce words, namely [th], [ch] and [c], the most frequent variant was the [ch].

This is in line with the results of the production test in Experiment 1 in that [ch] was the most

frequent non-[s] variant in the real words as well. Preference for [ch] is also attested by the find-

ing that when /s/ is produced with a non-canonical variant, it is always [ch]. This is consistent

with previous studies showing that /ch/ is the second most frequent coronal obstruent in the
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lexicon, following /s/, and that [ch] is the second most preferred variant for both real and wug

stems (Jun, 2010).

5.7.3 Relationship between cognition and phonology

In addition to investigating the speakers’ pronunciation of the obstruents in the existing and

novel words, Experiment 2 also assessed individuals’ cognitive traits using three tasks: nonword

repetition test to assess phonological working memory, Stroop task as a proxy for inhibitory

skills, and AQ questionnaire to measure autistic traits. I first discuss the cognitive measures

that were found to reliably predict the proportion of canonical forms, and then the ones not

closely linked to the individuals’ choice of canonical variants.

First, individuals’ Stroop task performance credibly predicted their proportion of canon-

ical variants. The smaller RT difference between congruent and incongruent stimuli, which

indexes better inhibitory skill, was associated with less frequent canonical responses. At first

glance, this result seems counterintuitive, since we would plausibly expect an individual with

good inhibitory skills to inhibit all the non-standard variants and try to produce or choose the

canonical forms. In fact, we found otherwise, i.e. those with better inhibitory control preferred

non-canonical forms. Why is this the case?

This seemingly confusing pattern can probably be explained by referring to the finding that

better inhibitory control is associated with a higher proportion of innovative [s] responses. As-

suming that speakers prefer [s] because /s/ is the most common among the stem-final obstru-

ents in the lexicon, I speculate that individuals with strong inhibitory skills are more acutely

aware of this lexical statistic or can more actively utilize this lexical pattern. It is possible that,

during the experiment, these individuals were better at suppressing the non-[s] variants (pos-

sibly because they are aware that non-[s] variants are infrequently used in the language). Alter-

natively, during language acquisition, their superior inhibitory skills may have enabled them to

internalize lexical statistics more effectively. It remains unclear at what point the influence of
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inhibitory control takes effect.

Although we are not certain about when and how exactly the effect of inhibitory skills influ-

ences individuals’ phonological behavior, what it does suggest is that the attested inter-speaker

variation does not merely reflect differences in their propensity to conform to normative pro-

nunciation rules. If varying degrees of conservatism primarily modulate individuals’ frequency

of producing or choosing canonical forms, we would expect to observe more canonical forms

among those with better inhibition: the better the inhibitory skills, the more successfully an in-

dividual can suppress non-standard forms. What we find is contrary, rejecting conformativity

to prescriptive rules as the primary source of individual variation.

Among the subscales of the AQ scores, attention switching had a credible effect on the pro-

portion of canonical forms. Specifically, individuals with poor attention switching and strong

focus of attention were more likely to choose innovative forms for /c/ in Experiment 2. This

finding is counterintuitive, as one might anticipate that individuals with better focusing abili-

ties would provide more canonical responses, potentially due to greater awareness of the exper-

iment’s purpose or an increased effort to choose the ‘correct’ pronunciation of the word. In fact,

those individuals provided more non-canonical responses, specifically innovative [s] responses

for /c/. As with the effect of inhibitory skills, it is not certain how exactly attention switching

influences individuals’ responses. It is possible that strong focus leads one to acquire lexical

patterns better than others (which happens prior to participating in experiments), and/or that

it helps them to focus on the task and better access their lexical knowledge during the experi-

ment. Additionally, individuals with high attention switching scores may not frequently alter-

nate between pronunciations, resulting in consecutive [s] responses.

Note that attention switching and the frequency of canonical responses were correlated only

in the multiple choice questions (Experiment 2), not in the production task (Experiment 1), as

outlined in Section 5.5. This difference may be due to the nature of the multiple choice ques-

tions, which make participants more conscious of their responses (pronunciations) and may

provide more opportunities for attention switching or focus to affect the responses.
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Having discussed the factors that reliably predict the proportion of canonical forms, I now

turn to the null results. Cognitive measures other than inhibitory skills and one subscale of the

AQ scores did not affect the probability of choosing a canonical form. The null results them-

selves are not surprising, as research on the relationship between cognition and language is

still in their beginning stage, and we are far from fully understanding the link between the two.

In fact, a few recent studies cast doubt on the relationship between cognitive or personality

traits and linguistic behavior (Hall-Lew et al., 2021; Wade, 2022). These null results merit fur-

ther discussion, as a link between language and cognition may exist but could be obscured by

methodological limitations.

First, the sample size was relatively small; only 26 participants were included in the calcu-

lation of correlation coefficients. This is smaller than the sample sizes typically recommended

for correlation studies(Cohen, 1992; Wilson Van Voorhis & Morgan, 2007). Some of the corre-

lations might have reached statistical significance if a larger number of participants were re-

cruited, such as the one between Stroop task performance and the probability of producing

non-canonical [s], which exhibited a clear trend. (This relationship was confirmed in the re-

gression analysis presented in Section 5.6.)

Second, it is possible that the cognitive tasks employed in the present study did not accu-

rately measure the constructs that they intended to measure. For instance, in the Stroop task

employed in the present study, the participants were asked to identify the color of the text by

pressing a key, rather than saying it aloud as in the original version of the task (Stroop, 1935).

The individuals’ accuracy may have been affected by their ability to control the keys, rather

than only measuring the construct of interest, namely the ability to inhibit irrelevant dimen-

sion of the stimuli. It is recommended, therefore, that multiple tasks should be employed to

measure a single construct (James et al., 2018). For example, to measure working memory span,

one should carry out reading, operation and listening span tests. Using multiple measures to

assess a single construct will also allow for statistical models, such as structural equation mod-

eling, that can extract what is common across those tasks in order to remove task effects and
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measure a “purer” underlying construct (latent variable). Since our understanding of how indi-

vidual cognitive differences relate to linguistic behaviors is still in its infancy, and considering

we have only a preliminary grasp of which traits to measure, employing a variety of tests is nec-

essary. This aligns with the earlier point on the necessity of increasing sample sizes, as testing

multiple measures requires adequate statistical power to avoid false positives.

Putting the methodological considerations aside, it is also possible that inter-speaker vari-

ation in phonology really cannot be predicted by differences in individuals’ cognitive traits. As

mentioned in Chapter 1, while many studies attribute the across-speaker variation in phonetics

and phonology to individual differences in these domain-general cognitive styles or personality

traits, as reviewed in (Yu & Zellou, 2019), recent studies suggest that not all the variance can be

explained by these differences (Hall-Lew et al., 2021), or that very little of it can (Wade, 2022). It

is possible, therefore, that the link between domain-general cognitive skills and language abil-

ity is indeed absent in the present study, suggesting that language may not extensively rely on

domain-general cognitive functions. It is also plausible that numerous studies investigated such

a link and found null results, which may have remained unpublished. Therefore, it remains un-

certain whether inter-speaker variation in phonology can be reliably predicted by differences

in individuals’ cognitive traits.

The present study only reports preliminary findings on the relationship between cogni-

tion and language, and more research is needed to elucidate to what extent language draws

on domain-general systems and to what extent it is modular (Fodor, 1983). Importantly, future

research needs to advance our methods for testing how variation in phonology can be explained

by differences in cognition, by recruiting a larger number of participants and a larger set of be-

havioral tests. Some may critique the current analyses as being only exploratory (some may

even consider them as fishing expedition), correlating various cognitive measures with mul-

tiple linguistic measures in the hope of finding some significant correlation. However, given

our limited understanding of whether individuals’ phonological patterns can be explained by

domain-general cognitive traits, such exploratory analyses are necessary. These initial investi-
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gations allow for more targeted future research, ultimately enhancing our understanding of the

relationship between cognition and language.
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CHAPTER 6

Modeling the inter-speaker variation

6.1 Introduction

In this section, I model the experimental data of individual speakers. I fit a Maximum Entropy

(MaxEnt) grammar to the corpus frequencies, which are assumed to approximate the language

input the learners receive. I first establish the constraints needed to explain the speakers’ re-

sponses, and fit the grammar to the learning data multiple times, each representing an indi-

vidual speaker’s learning. The input data is consistent across all learning simulations, but I use

different bias terms for certain constraints across different iterations of learning. (I use the term

‘bias’ because this parameter, which I vary to produce variability in the output, is typically used

to encode some prior learning biases that speakers bring to learning; however, as explained

in the remainder of this chapter, the parameter in the present study does not strictly repre-

sent the prior learning biases that individuals possess before language learning.) This models

a scenario where individual differences arise because speakers have differently biased gram-

mars, even though they receive the same language input. In Section 6.6, I consider the potential

influence of input differences on the observed variation across speakers and stipulate that dif-

ferences in input cannot account for the variability.

Specifically, I aim to model the three speakers (S1, S2, and S3) identified as the closest to the

centroid of each cluster from Experiment 1, as determined by k-means clustering (Fig. 4.13). I

chose to model individual differences observed in the production study in Experiment 1 rather

than those of multiple choice questions in Experiment 2 for three reasons. First, the produc-
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tion task (volunteering an inflected form of a noun stem) is more similar to how speakers use

their grammars in their real lives, compared to answering multiple choice questions (choos-

ing the written pronunciation that they think best represents their own pronunciation among

a number of options). Second, individual participants provided a greater number of responses

in the production test (N=104) compared with the multiple choice questions (N=80). Third, be-

cause a greater number of participants were included in the k-means clustering in Experiment

1 (N=35) compared to Experiment 2 (N=26), the clustering results of Experiment 1 may reflect

a more accurate characterization of speaker groups of Korean. Therefore, I give more credence

to the response patterns of Experiment 1 than those of Experiment 2.

In modeling the speakers’ responses, I excluded [t-e], [t-i] and [t-1l] variants, which accounted

for only 0.05% of the responses. If we were to explain occurrences of [t] responses, we would

have to include many more constraints than are established in Section 6.3 below, which will

dramatically increase processing time.

6.2 Maximum Entropy grammar

The variable realization of the stem-final obstruents was analyzed within the framework of Max-

imum Entropy (MaxEnt) grammar (Smolensky, 1986; Goldwater & Johnson, 2003). In a variable

phonological process, a MaxEnt grammar can model statistical tendencies observed in the vari-

ation by assigning numerical weights to Optimality-Theoretic (OT) constraints. The weights are

calculated to maximize the probability of the observed frequencies in the data.

In the MaxEnt framework, one can specify a target or expected value (µ) for each constraint

weight. A non-zero µ value indicates that the constraint is expected to have an effect on the

output. One can also specify a penalty for constraint weights deviating from this default value,

represented by σ. Smaller values of σ impose greater penalties for deviating from the µ’s and

require more data to shift the weights away from these target weights. When non-zero µ val-

ues are specified, I set the σ at 1, which can be considered a small value, so that the learned
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weights do not substantially deviate from µ values. This will ensure that different sets of µ’s for

individual speakers will indeed result in different output frequencies.

All learning simulations were conducted in maxent.ot package (Mayer et al., 2024) in R (R

Core Team, 2018).

6.3 Constraints

I employ OT constraints to explain the production patterns observed in the experiment results,

as outlined below.

6.3.1 ANTICORRESPONDENCE constraints

The stem-final obstruents considered in this study are involved in alternation between [t], the

neutralized variant in the final position of the unsuffixed form, and one of [s], [th], [ch], [c] or

[t] when followed by a vowel-initial suffix. I employ a set of ANTICORRESPONDENCE constraints

(Hayes, 1999), which actively require that morphemes alternate in particular ways. ANTICORRE-

SPONDENCE constraints are rather ad hoc, but are useful in explaining complex and language-

specific alternation patterns. ANTICORRESPONDENCE is defined as follows.

• ANTICORRESPONDENCE: If morpheme µ appears with shape X in a particular context C, it

must appear with shape X′ in a distinct context C′ (Hayes, 1999).

In the current case, “context C” would correspond to the unsuffixed form, and “context C′ ”

to the suffixed form. “Shape X” will always be [t], while “shape X′ ” can be any of [s], [th], [ch], or

[c]. For instance, ANTICORRESPONDENCE(t, _#, s, _e ) enforces that [t] in the final position of an

unsuffixed form alternates with [s] before the suffix [-e], penalizing the candidates in which the

stem-final obstruent is not [s] before [-e], as illustrated in (16); ANTICORRESPONDENCE(t, _#, th,

_1l) enforces an alternation between [t] in an unsuffixed form and [th] in an [-1l]-suffixed form.

Note that ANTICORRESPONDENCE refers to surface forms, rather than to underlying forms, and
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thus are able to explain prevalence of some variant (e.g. [s]) in all contexts, unaffected by the

type of underlying form of the obstruent.

(16) An illustration of an ANTICORRESPONDENCE constraint

/... th-e/ ANTICORR(t, _#, s, _e )

a. ... th-e ∗
b. ... s-e
c. ... ch-e ∗
d. ... c-e ∗

A total of 11 ANTICORRESPONDENCE constraints were included in the constraint set, pre-

sented in (17). There are 12 logically possible constraints relevant for the current data, each

requiring one of the four obstruent variants ([s], [th], [ch], [c]) before one of the three suffixes (/-

e/, /-i/, /-1l/). I did not include ANTICORRESPONDENCE(t, _#, th, _i) in the constraint set, how-

ever, because [th] is banned before the /-i/ suffix due to the palatalization process; if we had

included ANTICORRESPONDENCE(t, _#, th, _i) in the learning simulation, it would have received

a (near-)zero weight.

(17) ANTICORRESPONDENCE constraints

• ANTICORRESPONDENCE(t, _#, s, _e): [t] in the final position of an unsuffixed form

should appear with [s] before the [-e] suffix.

• ANTICORRESPONDENCE(t, _#, s, _i): [t] in the final position of an unsuffixed form

should appear with [s] before the [-i] suffix.

• ANTICORRESPONDENCE(t, _#, s, _1l): [t] in the final position of an unsuffixed form

should appear with [s] before the [-1l] suffix.

• ANTICORRESPONDENCE(t, _#, th, _e): [t] in the final position of an unsuffixed form

should appear with [th] before the [-e] suffix.

• ANTICORRESPONDENCE(t, _#, th, _1l): [t] in the final position of an unsuffixed form

should appear with [th] before the [-1l] suffix.
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• ANTICORRESPONDENCE(t, _#, ch, _e): [t] in the final position of an unsuffixed form

should appear with [ch] before the [-e] suffix.

• ANTICORRESPONDENCE(t, _#, ch, _i) : [t] in the final position of an unsuffixed form

should appear with [ch] before the [-i] suffix.

• ANTICORRESPONDENCE(t, _#, ch, _1l): [t] in the final position of an unsuffixed form

should appear with [ch] before the [-1l] suffix.

• ANTICORRESPONDENCE(t, _#, c, _e): [t] in the final position of an unsuffixed form

should appear with [c] before the [-e] suffix.

• ANTICORRESPONDENCE(t, _#, c, _i): [t] in the final position of an unsuffixed form

should appear with [c] before the [-i] suffix.

• ANTICORRESPONDENCE(t, _#, c, _1l): [t] in the final position of an unsuffixed form

should appear with [c] before the [-1l] suffix.

As a formal mechanism to explain the alternation, we could alternatively adopt stochastic

rules that enforce the observed alternations based on Albright’s Paradigm Learning Model (Al-

bright, 2002a,b, 2005, 2008) by using minimal generalization learner (Albright & Hayes, 2003).

For instance, Jun (2010) employed this model to explain the speakers’ preference for certain

stem-final variants in different suffix vowel contexts. I adopt the constraint-based model Max-

Ent grammar, as opposed to rules. This model offers a mathematically well-defined frame-

work for handling conflicting constraints and assigning probabilities to outcomes. Addition-

ally, in the phonological variation literature, varying bias terms are often assigned to certain

constraints to explain why speakers learn some patterns more readily than others (Hayes et al.,

2009; Wilson, 2006). In modeling inter-speaker variation, we could make use of this apparatus

to demonstrate that individuals learn phonological patterns differently because they have dif-

ferent degrees of biases to the same constraints and as a result, their production patterns match

the lexicon to varying degrees.
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6.3.2 Faithfulness constraints

Next, I posit faithfulness constraints that require an underlying form of a stem-final obstruent

(the variant that is represented in the orthography) to be preserved in its corresponding output

form. Specifically, a family of *MAP-IO constraints are proposed in (18) that ban an obstruent in

the input from being mapped to another obstruent variant in the output. For instance, *MAP-

IO(th → s) prevents /th/ in the input from surfacing as [s] in the output, as in (19). (Unlike

*MAP constraints proposed in Zuraw, 2013, which compare surface forms, *MAP-IO is meant

to regulate mappings between underlying and surface forms.)

(18) *MAP-IO constraints

• *MAP-IO(s → th): /s/ in the input must not correspond to [th] in the output.

• *MAP-IO(s → ch): /s/ in the input must not correspond to [ch] in the output.

• *MAP-IO(s → c): /s/ in the input must not correspond to [c] in the output.

• *MAP-IO(th → s): /th/ in the input must not correspond to [s] in the output.

• *MAP-IO(th → ch): /th/ in the input must not correspond to [ch] in the output.

• *MAP-IO(th → c): /th/ in the input must not correspond to [c] in the output.

• *MAP-IO(ch → s): /ch/ in the input must not correspond to [s] in the output.

• *MAP-IO(ch → th): /ch/ in the input must not correspond to [th] in the output.

• *MAP-IO(ch → c): /ch/ in the input must not correspond to [c] in the output.

• *MAP-IO(c → s): /c/ in the input must not correspond to [s] in the output.

• *MAP-IO(c → th): /c/ in the input must not correspond to [th] in the output.

• *MAP-IO(c → ch): /c/ in the input must not correspond to [ch] in the output.
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(19) An illustration of a *MAP-IO constraint

/... th-e/ *MAP-IO(th → s)

a. ... s-e ∗
b. ... th-e
c. ... ch-e
d. ... c-e

In a traditional OT analysis, IDENT constraints would penalize changes in the features of in-

put obstruents in the output. For example, since /th/ is [-delayed release] and [s] is [+delayed

release], a change from /th/ to [s] would violate IDENT(delayed release). While the IDENT con-

straints are more commonly used, the family of *MAP-IO constraints produced a closer match

between observed and predicted frequencies.1 While *MAP-IO constraints may be considered

language-specific and somewhat ad hoc than IDENT constraints, they can better reproduce the

variant frequencies produced by the speakers in the experiment.

6.3.3 Palatalization

In addition to the constraints introduced so far, I also included a constraint *T-I that penal-

izes [th] and [t] before [i]- or [j]-initial suffixes. Specifically, this constraint will ban [th-i] in the

current analysis (because I chose not to include the [t] variant, and there is no [j]-initial suffix

employed in the experiments.)

(20) A constraint that bans [th-i]

• *T-I: [th] and [t] are banned before [i]- or [j]-initial suffixes.

1The correlation between observed and predicted frequencies was very high in both sets of constraints, indicating
a near-perfect match between the observed and predicted frequencies regardless of the type of faithfulness con-
straints used. Specifically, the correlation coefficient range from 0.97 (S3) to 1 (S1 and S2) for *MAP-IO constraints
(all p’s < 0.001), and from 0.95 (S2) to 0.99 (S1) for IDENT constraints (all p’s < 0.001). Crucially, however, the model
with IDENT constraints had a severe overprediction problem in all speakers (S1-S3): it often predicted greater than
zero probabilities for the forms with zero observed frequencies. Thus, I decided to use *MAP-IO constraints.
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6.4 Learning data

The learning data fed to the model was the corpus frequencies, which is assumed to represent

the (presumably homogeneous) linguistic input that the speakers receive. As was the case in

the analysis of the corpus study (see Chapter 3), the observed frequencies of an input type were

a combination of type and token frequencies (token-weighted type frequencies). Each word

type contributes a total of one unit, divided between different obstruent variants, according to

the token frequency of each variant. Let us take /th-1l/ as an example. There were 16 tokens of

/path-1l/ ‘field-ACC’, 10 of which was realized with [s], 1 as [th], and 5 as [ch]. Therefore, this word

contributed 10/16=0.625 to the [s] candidate of the input type /th-1l/, 1/16=0.062 to the faithful

[th] candidate of /th-1l/, and 5/16=0.312 to the [ch] candidate of /th-1l/.

6.5 Learning simulations

The goal of the modeling is to fit the grammar proposed in Section 6.3 to the corpus, and predict

the three speakers’ production patterns using the learned weights. The simulation is conducted

three times, each representing one speaker’s learning, and the model is provided with different

bias terms for relevant constraints each time it is run. By doing so, it would be possible to ob-

tain different output frequencies. The assumption is that although individuals receive the same

input, individual differences arise because speakers have differently biased grammars.

Prior to this main modeling procedure, I first ensured that the constraints established in

Section 6.3 are adequate to explain the observed data. To do this, I provided the model with

(token) frequencies of an individual speaker2, and fit the grammar to this individual data. If

the model prediction closely matches the learning data, we can say that the constraint set can

2Recall that token-weighted type frequencies rather than token frequencies were used to create learning data from
the corpus data to prevent a few types from dominating the patterns (see Section 6.4). However, in the experi-
ment from which individual speakers’ frequencies were obtained, all words were presented an equal number of
times. In this context, token-weighted type frequencies are irrelevant, and token frequency does not carry the
disadvantage of allowing a small number of frequent items to dominate the results.
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adequately explain the variation. When constraints are valid, they should be able to capture the

patterns in the learning data, and the model should be able to make predictions that closely

resemble the learning data. As shown in Fig. 6.1, the model successfully captured the major

patterns of observed frequencies for all speakers, indicating that the constraints are valid.

Figure 6.1: Observed and predicted frequencies when the learning data was the speakers’ pro-
duction frequencies in the experiment
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Next, I use the corpus frequencies as the learning data and try to predict the individual

speakers’ output frequencies. As mentioned earlier, I vary the expected weightµ of relevant con-

straints across different simulations, representing prior bias given to the weights. This means

that the speakers have certain prior expectations or biases for the constraint weights, repre-

sented as µ parameter of the model. Once those biases are exposed to the lexicon, we get an

end state that is a compromise between the biases and the lexicon.

What should be the µ values for constraints in individual speakers’ grammars? To answer

this question, I referred to the constraint weights learned from the learning simulation de-

scribed above. Because these weights were found to successfully predict the speakers’ output

frequencies, it is reasonable to use these weights as the target or expected weight of the con-

straints. I refer to these sets of weights as “baseline µ’s” (these values will be modified later,

hence the name “baseline”), which are presented in Table 6.1.

When the models were provided with the corpus frequencies as the learning data and the set

of µ values presented in Table 6.1 as well as a σ of 1 for all constraints, their output frequencies

did not closely resemble the speakers’ production patterns. In Fig. 6.2, the leftmost panels (A1,

B1 and C1) present actual speaker’s production patterns and the center panels (A2, B2 and C2)

present frequencies predicted by these models. Most notably, for Speaker of Cluster 1 and 3

(S1 and S3), the model substantially over-predicted the [s] responses. For Speaker of Cluster 2

(S2), who is characterized by relatively high proportions of [s] responses, the model performed

relatively well, except that it slightly over-predicted [s] responses in /ch/ contexts. The learning

simulations thus indicate that even when the constraints were assigned µ values that are the

same as weights learned when the grammar was fitted to individual speakers’ data, the models,

when using the corpus data as the input data, were not able to yield output frequencies that

approximate the individual speakers’ actual frequencies.

To achieve output frequencies that resemble speakers’ response patterns, the µ values were

adjusted multiple times. Fig. 6.3 demonstrates three adjustments made to the baseline µ values

to achieve model-predicted frequencies that approximate Speaker 1’s production. The panel
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Constraint Speaker 1 Speaker 2 Speaker 3
*MAP-IO(s → th) 38.7 15.0 15.1
*MAP-IO(s → ch) 49.2 23.9 0.4
*MAP-IO(s → c) 55.8 19.7 16.1
*MAP-IO(th → s) 53.7 16.2 6.2
*MAP-IO(th → ch) 2.9 4.8 3.1
*MAP-IO(th → c) 50.7 26.0 23.3
*MAP-IO(ch → s) 9.4 12.2 2.5
*MAP-IO(ch → th) 39.1 21.7 13.4
*MAP-IO(ch → c) 23.3 26.2 0.3
*MAP-IO(c → s) 24.8 13.5 2.2
*MAP-IO(c → th) 51.1 21.7 18.0
*MAP-IO(c → ch) 52.0 31.6 0.8
ANTICORR(t, _#, th, _e) 14.4 2.3 2.2
ANTICORR(t, _#, ch, _e) 17.4 6.4 5.9
ANTICORR(t, _#, s, _e) 25.4 18.4 6.3
ANTICORR(t, _#, c, _e) 2.2 4.2 2.8
ANTICORR(t, _#, ch, _i) 5.4 4.7 8.3
ANTICORR(t, _#, s, _i) 11.9 16.0 9.3
ANTICORR(t, _#, c, _i) 10.1 3.2 4.8
ANTICORR(t, _#, th, _1l) 6.6 2.5 1.4
ANTICORR(t, _#, ch, _1l) 11.9 9.0 6.7
ANTICORR(t, _#, s, _1l) 18.5 20.1 7.1
ANTICORR(t, _#, c, _1l) 32.4 5.1 5.0
*T-I 27.4 17.0 10.9

Table 6.1: Baseline µ values for constraints for individual speakers

labeled as “S1, Baseline µ’s” is the same as A2 of Fig. 6.2, and the panel labeled as “S1, Step 3” is

the same as A3 of Fig. 6.2. Because the model with the baseline µ’s Table 6.1 over-predicted [s]

responses and under-predicted [ch] responses (compare A1 and A2 in Fig. 6.2), I first lowered

the µ values for the three ANTICORR constraints that encourage [s] responses (ANTICORR(t, _#,

s, _e), ANTICORR(t, _#, s, _i) and ANTICORR(t, _#, s, _1l)) by about 5 to 10 (Step 1). As a result of

this adjustment, the proportion of [s] responses decreased (“S1, Step 1” of Fig. 6.3), as intended.

However, the proportion of [ch] responses was still lower than the observed data.

In Step 2, I first raised the µ values for the three ANTICORR constraints that encourage [ch]
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Figure 6.2: Observed frequencies of individual speakers (A1, B1, C1), model-predicted frequen-
cies when µ values were the same as weights learned in a model trained on individual data (A2,
B2, C2), and model-predicted frequencies when µ values were adjusted (A3, B3, C3).

responses, ANTICORR(t, _#, ch, _e), ANTICORR(t, _#, ch, _i) and ANTICORR(t, _#, ch, _1l, by about

10. I also lowered the µ of *MAP-IO(th → ch). As shown in “S1, Step 2” of Fig. 6.3, the proportion

of [ch] in /th/ did indeed increase from Step 1 to Step 2 in both /th/ and /ch/. However, the

proportion of [ch] in /th/ was still lower than the observed proportions.

To address this problem, in Step 3, I lowered the µ values for ANTICORR(t, _#, th, _e) and
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Figure 6.3: Adjusting µ’s for the model to match Speaker 1’s response

ANTICORR(t, _#, th, _1l) by around 5 to 10. With a lower µ for these two constraints, the model

now predicted a higher proportion of [ch] for /th-e/ and /th-1l/, as shown in “S1, Step 3” of

Fig. 6.3. This is very similar to Speaker 1’s production patterns, presented in A1 of Fig. 6.2.

S2 and S3 were modeled in the same way: the speaker’s observed frequencies were input into

a model, which assigned weights to the constraints. I modified these weights, through trial and

error, to be provided to the subsequent model as µ values, along with the corpus frequencies as

the input data. This second model predicted frequencies that closely matched the speaker’s ob-

served frequencies. As shown in Fig. 6.4, the correlation between observed and model-predicted

frequencies were reasonably high in all speakers. The learned weights are presented in Table 6.2.
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Figure 6.4: Correlation between observed and model-predicted frequencies in the final models

Constraint Speaker 1 Speaker 2 Speaker 3
*MAP-IO(s → th) 38.7 15.0 15.1
*MAP-IO(s → ch) 49.2 23.9 4.6
*MAP-IO(s → c) 55.8 19.7 16.1
*MAP-IO(th → s) 44.8 14.1 3.9
*MAP-IO(th → ch) 13.3 1.1 5.4
*MAP-IO(th → c) 50.6 25.9 23.2
*MAP-IO(ch → s) 4.1 14.3 0.0
*MAP-IO(ch → th) 39.0 21.6 13.3
*MAP-IO(ch → c) 23.3 26.2 0.4
*MAP-IO(c → s) 20.5 13.3 0.3
*MAP-IO(c → th) 51.1 21.7 18.0
*MAP-IO(c → ch) 52.0 31.6 2.6
ANTICORR(t, _#, th, _e) 7.1 4.9 1.2
ANTICORR(t, _#, ch, _e) 20.1 4.6 5.4
ANTICORR(t, _#, s, _e) 22.5 18.6 3.0
ANTICORR(t, _#, c, _e) 2.5 4.8 3.2
ANTICORR(t, _#, ch, _i) 9.4 3.9 8.3
ANTICORR(t, _#, s, _i) 12.2 17.1 5.9
ANTICORR(t, _#, c, _i) 8.0 4.2 5.0
ANTICORR(t, _#, th, _1l) 1.8 4.6 1.5
ANTICORR(t, _#, ch, _1l) 16.9 6.7 7.8
ANTICORR(t, _#, s, _1l) 18.8 20.2 5.9
ANTICORR(t, _#, c, _1l) 29.9 5.2 4.8
*T-I 26.9 16.5 10.4

Table 6.2: Weights learned from the final models
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6.6 Discussion

To summarize the results of the learning simulations, using the corpus frequencies as the train-

ing data and a set of µ’s that are specific to individuals (along with a small σ), the model was

able to arrive at individual speakers’ probabilistic grammar. Crucially, the µ values were drawn,

with several adjustments, from the weights learned in a separate model trained with the speak-

ers’ observed frequencies. When these weights were used as the µ’s without any modifications,

the model-predicted frequencies did not match the speakers’ behavior. This is not surprising,

because the model learns a weight that is partway between the µ values and the weights mo-

tivated by the lexicon. For example, if the speaker has a weight of 3 for a certain constraint in

their grammar and this value is provided as a µ, the learned weight in that model should be a

compromise between µ=3 and the weight supported by the learning data. If the learning data

suggests a weight of 1, the learned weight would be a value between 1 and 3 (e.g. 2), not 3. This

results in the discrepancy between the model prediction (which would be based on a weight of

2) and the observed pattern of the speaker (which would be based on 3).

Before discussing the implications of the modeling procedures, I would like to provide some

comments on the use of µ values in the present study. In this study, the µ values for individ-

ual speakers’ grammars are initially estimated based on their production outputs. This differs

from the typical use of µ values in most studies, where they represent prior biases for constraint

weights, assumed to be innate, universal, and often phonetically grounded. In the current mod-

eling, they function as a parameter in the model that generates variation, but not necessarily

representing biases that individuals possess prior to learning. Further, the source of the µ val-

ues is uncertain; these values could potentially reflect differences in cognitive traits, pressure to-

ward normative pronunciation, or language-related experience (the model does not have room

for explicitly encoding these sources of variability). The µ values are a way to encapsulate mul-

tiple sources of individual variation. Since differences in learning data are unlikely to account

for the degree of variability observed in the experiment (as discussed below), it is the variation
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inµ values that drives the differences in the model’s outputs. Theseµ values remain descriptive,

merely capturing variation without explaining why or how individual learners differ. Moreover,

there is no principled method for determining the appropriate µ values for each speaker; in-

stead, they are found through adjustments based on trial and error.

The modeling procedures demonstrate that each speaker’s end grammar is a compromise

between weights supported by the lexicon, and individual factors encapsulated in the speakers’

µ values. What do the results tell us about the source of inter-speaker variation? One interpre-

tation is that individuals within a speech community are exposed to the same input but across-

speaker differences arise because speakers have varying µ values. An alternative interpretation,

also consistent with the current modeling, is that the speakers actually have the same µ values,

but because their actual input data differed, the µ values we obtain when we assume they were

all exposed to the same input data have to be different. As a concrete example, suppose that in

reality two speakers (Speaker A and B) have µ=3 for some constraint. During language acquisi-

tion, Speaker A is exposed to data that motivate a weight of 5 for this constraint, and they end up

with actual weight between 3 and 5 (e.g. 4). Speaker B is exposed to data that motivate a weight

of 1, and they learn a weight between 1 and 3 (e.g. 2). If we try to model both speakers’ acqui-

sition using a corpus that suggests a weight of 3, we’ll have to give Speaker A a higher µ and

Speaker B a lower µ, even though in reality they had the same µ (but different training data).

In this scenario, inter-speaker variation arises due to differences in the input the individuals

receive.

The model failed to predict individual speakers’ response patterns even when the set of

weights learned from the speaker’s actual data were given as µ’s (unadjusted). The most no-

table discrepancy was that the model substantially over-predicted [s] responses in S1 and S3.

(For S2, the proportion of [s] was only slightly higher in the model prediction compared to the

observed data.) The apparent reason for such a discrepancy between model predictions and

speakers’ behavior in the experiment is that the input data (corpus frequencies) has a great

amount of [s] tokens but the biases were not strong enough to suppress [s] variants in the out-
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put to the degree that the speakers (dis)favored them. We must then consider why the speakers

deviated from the lexicon by producing far fewer [s] variants. I speculate that this could be due

to the design of the stimuli; the stimuli set did not accurately reflect the lexical distributions of

stem-final obstruents in that stems ending in /s/ accounted for only 13.3% (4/30) of the target

stems. Such underrepresentation of /s/-final stems in the experiment might have reduced the

speakers’ propensity to produce [s] responses.

Another possibility is that the corpus data do not accurately represent the language input

that speakers use to learn grammar. Specifically, speakers may base their learning on either

token frequency or type frequency, rather than on token-weighted type frequency as imple-

mented in the current modeling (see Section 6.4). To test whether either token frequency or

type frequency more closely approximates the input that some speakers are exposed to, I ex-

amined whether the model’s tendency to over-predict [s] is mitigated when the learning data

are based on token or type frequency.3 As shown in Fig. 6.5, when the learning data is created

based on token or type frequency, the proportion of [s] variants is still higher in the model pre-

diction compared with responses of S1 and S3.

Yet another possible input type is frequencies obtained from child-directed speech. As child-

directed speech serves as direct language input to the learners, it could predict the speakers’ be-

havior better than data obtained from adult-to-adult interaction. Experiments conducted in Ko

& Jun (2024) found that the proportion of canonical forms was higher in child-directed speech

than adult-directed speech (because mothers used high-frequency words, which are more likely

to be produced with canonical variants compared to low-frequency words, in their speech di-

rected to children.) It is therefore possible that response patterns of some speakers such as S1,

3In the learning data based on token frequency, I entered the raw count of all instances in which each pronun-
ciation was used. For instance, words with a stem ending in /th/ and the /-e/ suffix appeared 410 times as [th],
12 times as [s], and 4 times as [ch]. These counts were used as the observed frequencies for the candidates [th],
[s], and [ch] for the input type /th-e/. For type frequency, if a particular pronunciation occurred for a word at least
once, it was counted as one. Regardless of how often a word with a specific pronunciation appeared, it contributed
a count of one to the type frequency for that pronunciation. In the example of the input type /th-e/, the frequency
for the candidate [s] was 4, because there were four word types (/path-e/, /pj2th-e/, /pak*ath-e/, /soth-e/) that
were produced with an [s] at least once.
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Figure 6.5: Model-predicted frequencies based on different learning data

who produced relatively higher proportions of canonical forms, can be better predicted with

learning data based on child-directed speech.

To test this possibility, I used the Ko corpus of Korean child-directed speech (Ko et al., 2020)

to extract all words consisting of a stem ending in a coronal obstruent and a vowel-initial suffix.

Although to the best of my knowledge the Ko corpus is the largest Korean child-directed speech

corpus available, consisting of approximately 70,000 words, there were only 41 such words. Only

26 of these contained one of the three suffixes employed in the Experiment 1 and 2 (that is, /-

e/, /-i/, /-1l/); all the /th/-final stems were suffixed with /-e/, all the /ch/-final stems with /-i/,

and none of these had /c/-final stems. Therefore, it seems difficult to learn from child-directed

speech how words like /...th-1l/, /...ch-e/, and /...c-i/, etc. should be pronounced. The small

number of target tokens in the child-directed speech corpus then makes it difficult to use them

as learning data.4

Finally, to test the effect of input differences especially with regard to the speaker variation

in the production of [s] responses, I conducted a series of learning simulations with training

4This problem is probably not specific to the Ko corpus used in the current analysis; Albright (2008) notes that
obstruent-final nouns only account for 18% of the Korean nouns (cf. sonorant-final 42%, vowel-final 39%). Fur-
ther, among these obstruent-final nouns, those ending in a coronal obstruent, the focus of the current study, are
underrepresented compared to those ending in a labial or velar obstruent. Therefore, the insufficient learning
data seems to be a general challenge that a child learning the inflectional paradigm faces.
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data varying in the frequency of [s]. The aim was to see if the model is able to match S1 and

S3’s proportion of [s] responses when the the training data were manipulated to have a lower

proportions of [s] variants. As shown in Fig. 6.6, only when the frequencies of [s] were reduced

to 1/10 of their actual frequencies (e.g. the frequency of [s] for the input type /s-e/ changed

from 8.99 to 0.899, the frequency of [s] for the /th-e/ changed from 1.63 to 0.163, and so on) did

the model-predicted [s] frequencies became closer to those of S1 and S3. I am not sure if it is

feasible that one speaker is exposed to ten times as many [s] responses as another speaker. Fu-

ture research is necessary to more closely investigate the effect of input difference on individual

differences in phonology.

Figure 6.6: Model predictions when the frequencies of [s] in the input are manipulated
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CHAPTER 7

Discussion and conclusion

In this dissertation, I investigated inter-speaker variation in the realization of coronal obstru-

ents in the final position of noun stems in Korean. I first conducted a corpus study to under-

stand the statistical distribution of these variants. Following this, I carried out two longitudi-

nally designed experiments with different tasks to examine whether systematic and reliable in-

dividual differences could be identified and to explore the sources of this variability. The results

showed a substantial degree of variation across speakers in each experiment, and the partic-

ipants were consistent in their choice of variants across the two experiments. Finally, I mod-

eled individual speakers’ production patterns using a MaxEnt grammar, assigning different bias

terms to the constraints for each speaker. In the remainder of this chapter, I discuss consistency

and systematicity of individual differences, as well as the potential sources of individual vari-

ability as reflected in the experimental and modeling results.

7.1 Systematicity of inter-speaker variation

One view of language learning holds that individuals who received roughly the same linguistic

input converge on the same linguistic knowledge (grammar), and that individual differences

arise due to random variation or differences in factors related to performance or language use

(Chomsky, 1975). Although individual differences are commonly reported in the literature, rel-

atively few studies have examined whether the observed differences truly reflect stable and in-

herent traits of the individuals and their linguistic systems (Kingston et al., 2015; James et al.,

2018; Durvasula, 2024). A few previous studies directly tested the reliability of individual differ-
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ences in linguistic behavior, either by testing the same set of participants two times (Han et al.,

2016; Kong & Edwards, 2016; Wade et al., 2021) or by calculating split-half correlations, checking

for consistency between the two halves of the test items (James et al., 2018). These studies ar-

gue that the most compelling evidence for individual differences reflecting characteristic traits

of individuals comes from studies that evaluate whether individuals show consistent behavior

across different occasions.

The current longitudinal study contributes to this limited body of research. Through two

different experimental tasks, I showed that speakers were consistent in their choice of variants

over time (e.g. those who provided more innovative [s] responses in Experiment 1 were more

likely to choose innovative [s] responses in Experiment 2). The finding that individual speak-

ers were consistent within themselves across two experiments, which employed different tasks

and were separated by up to 1.5 years, attests to the reliability of inter-speaker variation. Con-

sequently, I reject the possibility that individual differences can be dismissed as mere random

errors.

Another aspect of individual differences in phonology that suggests its systematicity is that

they are explained by other traits of individuals. As will be outlined below, a number of individual-

level characteristics were associated with individuals’ probability of producing or choosing canon-

ical pronunciations, as well as innovative responses in certain phonological environments (e.g.

[s] responses for /c/-final stems). This adds to the evidence that individual variation in phonol-

ogy is not random but is instead systematically related to specific individual traits.

7.2 Sources of individual differences

This study investigated several potential sources of the observed inter-speaker variation in phonol-

ogy: demographic factors (specifically, age and gender), pressure to conform to standard pro-

nunciation (including the speaker’s belief in the importance of producing normative pronun-

ciation and whether the speaker knows what they are being tested on), cognitive traits (phono-
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logical working memory, inhibitory skills, autistic traits), differences in input data, differences

in the lexicon (as reflected in the spelling test and perceived familiarity of the test items), as

well as differences in phonological grammar. In the following subsections, I discuss each fac-

tor separately in terms of whether they explained the variable realization of stem-final obstru-

ents, while acknowledging that these factors are in fact interrelated; for instance, sociolinguis-

tic background can influence the type of language input one receives, which in turn affects the

grammar an individual learns.

7.2.1 Demographics

A survey at the end of the experiment sessions collected information about the speaker age

and gender. The effect of age on the proportion of canonical forms was not credible in either

Experiment 1 (production task) or in Experiment 2 (multiple choice questions). One potential

reason for the null effect may be that the variability in the participant age was relatively small to

begin with – all participants were in their 20s or 30s except two, who were in their 40s. Since the

variation shown in the realization of stem-final obstruents is a diachronic analogical change, it

is plausible to think that younger speakers tend to produce more innovative variants. Similar to

the findings of the present study, however, Choi (2004) found limited age-dependent variation

in the proportion of canonical pronunciation of stem-final /th/ and /ch/. The difference among

the four age groups examined (40s, 50s, 60s and 70s) was only small.

The effect of gender was found in the multiple choice questions in Experiment 2, but not in

the production test in Experiment 1. More specifically, male speakers were more likely to choose

the canonical form than female speakers when they were asked to choose their pronunciation

among several written options, but not when they were asked to produce the inflected form of

the stem. The gender difference reported in the literature, namely that female speakers tend

to be more innovative compared to male speakers in their speech patterns, was evident in the

present study only when the purpose of the experiment was explicit and the participants were

fully aware of which variant they were choosing. In comparison, Choi’s (2004) survey, in which
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speakers were in their 40s or older, did not find a gender difference, although they used a written

survey (similar to the multiple choice questions in this study). All in all, it seems that gender

difference is only evident in younger speakers’ responses.

Another sociolinguistic variable that could have influenced the pronunciation of stem-final

obstruents is education level. Although the present study did not formally collect data on par-

ticipants’ education levels, my informal interactions with them suggest that most, if not all,

participants were college graduates or higher, indicating minimal variability in this regard. Ad-

ditionally, the spelling test included in Experiment 1, which can serve as a proxy for education

level, showed little variability in scores. As a result, it was not possible to test the effect of ed-

ucation level in this study. We might expect that individuals with higher education levels are

more familiar with prescriptive language rules and, therefore, more likely to provide canonical

responses. However, Choi (2004) found this to be only partially true. Among the five groups of

respondents (no schooling, elementary school graduates, middle school graduates, high school

graduates, and college graduates), the highest proportion of canonical form selection was, as

anticipated, in the highest-education group (college graduates). Surprisingly, the next highest

proportion was observed in the middle group (middle school graduates). The findings must be

interpreted with caution, though, since education level was somewhat confounded with age in

Choi (2004). In any case, the effect of education level does not seem as straightforward as one

might assume.

7.2.2 Conservativity in pronunciation

Since the variants produced for stem-final obstruents can be categorized into canonical and

non-canonical forms, I investigated whether individuals’ tendency to conform to normative

pronunciations could explain the variation between speakers. One measure of this conservatism

was the strength of an individual’s belief in the importance of correct pronunciation. While this

factor did not predict the likelihood of producing a canonical form in the production task (Ex-

periment 1), it did reliably predict the probability of choosing a canonical form in the multiple
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choice questions (Experiment 2). Thus, we have limited evidence that pressure toward norma-

tive pronunciation influences individuals’ speech patterns. Only when participants were explic-

itly asked to choose their pronunciation among written representations of the alternants, likely

making them more conscious of their responses, did the pressure for standard pronunciation

reliably affect the results.

Participants’ awareness of the study’s purpose in Experiment 1 can serve as another metric

for conservatism in pronunciation, as individuals are more likely to provide what they believe

is the correct form when they know what they are being tested on. Indeed, those who correctly

guessed the purpose of the experiment produced canonical forms more frequently than those

who did not. In sum, the findings suggest that the tendency to follow the prescriptive rules of

pronunciation can explain the inter-speaker variation in a limited way.

7.2.3 Cognitive traits

The variable realizations of stem-final obstruents were explained by a subset of the cognitive

traits examined: inhibitory skills and one aspect of autistic traits, specifically, attention switch-

ing or strong focus. As discussed in Section 5.7, it is not certain whether the cognitive charac-

teristics influenced how individuals learn phonological grammar prior to coming to the exper-

iment (solid lines in Fig. 1.1, repeated below as Fig. 7.1) or how they used their phonological

knowledge during the experiment (dashed lines in Fig. 7.1). However, the findings do suggest

that the observed inter-speaker variation reflects inherent characteristics of the individuals, as

these differences in cognition credibly predict such variation.

Phonological working memory capacity and other autistic traits (attention to detail, com-

munication, imagination and social skills) did not reliably explain the variability in phonologi-

cal behavior. The null effects also warrant discussion. In recent decades, research has increas-

ingly explored the relationship between language and cognition (see Yu & Zellou, 2019 for a re-

view). While evidence is accumulating that phonological behavior can be predicted by domain-
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Figure 7.1: Factors influencing individual speakers’ phonological behavior

general cognitive traits, some studies have reported no significant relationship between the two

(Kong & Edwards, 2016; Kapnoula et al., 2017; Hall-Lew et al., 2021; Wade, 2022). One reason for

the lack of agreement on whether there exists a relationship between linguistic and cognitive

traits may be that different studies investigate different linguistic behavior and cognitive mea-

sures. For instance, speech perception may be more reliably predicted by non-linguistic char-

acteristics of individuals than production is (Lev-Ari & Peperkamp, 2014; Yu & Zellou, 2019);

additionally, individual differences in certain phonetic measures might be explained by spe-

cific cognitive traits but not others, or even by a particular subscale of the AQ score but not

the total score (see Section 5.5). As we test a wider range of linguistic variables and cognitive

measures and build a more comprehensive understanding of these relationships, we can be-

gin to theorize why certain cognitive traits might predict specific linguistic behaviors. We can

then formulate more targeted linking hypotheses for future studies, enabling an insight into the

mechanisms that underlie the link between cognitive traits and linguistic behavior.

Although null results do not necessarily indicate that a relationship does not exist, they are

important and should be taken seriously, as null results tend to go underreported in the re-

search community. Consequently, the relationship between linguistic and domain-general cog-

nitive behavior might be overrepresented. This study offers only preliminary insights into the

relationship between cognition and language, highlighting the need for further research to clar-
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ify the extent to which language relies on domain-general systems (Fodor, 1983). Crucially, fu-

ture research should aim to refine our methods for examining how phonological variation can

be explained by cognitive differences, by involving a larger sample of participants and employ-

ing a broader range of behavioral tests.

7.2.4 Language input

One potential source of individual differences that the present study was not able to directly ex-

amine is the language input that individuals received. Even within a speech community where

the individuals speak the same dialect (the participants spoke Seoul Korean), it is possible that

individuals were exposed to different portions of the language, leading them to learn differ-

ent grammars. This is likely, especially given that learning data on the noun stems ending in a

coronal obstruent is sparse in the language (Albright, 2008) and that sparse learning data often

results in across-speaker variation (Niyogi & Robert, 1997; Reilly, 2007; Han et al., 2016, 2007).

In Chapter 6, I demonstrated that the MaxEnt model can predict individual differences in the

proportion of [s] responses when the frequencies of [s] forms in the learning data are varied.

This suggests that input differences could account for across-speaker variation, although it re-

mains unclear whether the variability introduced in the input data during the modeling process

reflects the variability in the language input that individuals actually receive.

7.2.5 Lexicon

Individual differences in the lexicon and how effectively individuals access it may also influ-

ence their pronunciation of stem-final obstruents. There are several ways in which variations

in lexical entries and lexical access can affect phonological behavior. First, exposure to different

input data may result in individuals possessing different lexical entries. For example, if some-

one has never encountered the [ch] variant for /s/-final nouns, they are less likely to store [ch]

as a variant for such nouns and, consequently, less likely to produce this variant in the experi-
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ment. Additionally, individuals may be exposed to different amounts of /s/-final stems in their

learning data, which could also affect their composition of lexical entries. Even when individ-

uals are exposed to identical learning data, cognitive traits can lead some individuals to learn

lexical statistics better than others. Furthermore, individuals may vary in how successfully they

utilize their lexical knowledge during the experiment.

It is not practical to accurately assess individual differences in the lexicon and how success-

fully individuals access it, so the present study did not directly investigate differences in lexical

knowledge. However, two components of Experiment 1 do explore aspects of individuals’ lexi-

cal knowledge and how they access it, which may potentially affect their responses for existing

words. One task involves providing the spelling of the stems, which is what the participants

believe to be the normative underlying representation, or what they think others’ underlying

representation is. The other involves rating stem familiarity, where stems perceived as familiar

to the speaker may be retrieved more readily during the experiment. Little evidence was found

to support the influence of either factor. Participants performed at ceiling in the spelling test,

indicating minimal variation in what they think the normative or lexical representation of each

stem is. Additionally, stem familiarity was not a credible predictor of the proportion of canonical

forms in either experiment. Thus, although it is plausible to think that individual differences in

lexicon-related factors could affect pronunciation, we found no experimental evidence directly

showing the effect of these differences.

A nonce word test was conducted in Experiment 2 to preclude the influence of lexicon and

explore the effect of grammar, testing the hypothesis that the individual differences arise solely

due to differences in the lexicon. The findings provide evidence, albeit weak, that individual

differences are not solely attributable to differences in the lexicon. Although there was only

a small degree of variability in the speakers’ responses for the nonce words (likely due to the

design of the task), they were somewhat related to individuals’ responses for the existing words,

suggesting some degree of productivity. In Jun’s (2010) well-formedness rating task, the average

ratings for the obstruent variants in the wug words matched the relative frequency of stems
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ending in those obstruents in the corpus. This finding also indicates that the variable pattern

is productive (at least when responses are considered in aggregate; individual differences were

not examined in that study). I discuss the results of the nonce word test again in Section 7.2.7

7.2.6 Task effects

Individuals may vary in their familiarity with the experimental setup; for instance, some might

feel more nervous than others when using a computer or pressing the Start recording button.

This could have led those individuals’ behavior in the experimental sessions to deviate substan-

tially from how they typically produce the variants in their real lives outside the testing session.

Among the studies focusing on individual differences, only a few directly considered the po-

tential effect of familiarity with the testing situation or failure to understand the experimental

task (e.g. Dąbrowska, 2012; Bennett & Braver, 2020); these studies concluded that the observed

variation stems from differences in the linguistic knowledge rather than differences in how suc-

cessfully individuals perform a given task.

To minimize these task-related effects in the present study, the experiments were designed

to be as undemanding as possible. Participants completed the experiments at a time and place

convenient for them, were provided with practice items to get familiarized with the task, and

were given unlimited time to respond in both the production task and multiple choice ques-

tions. These were efforts to minimize the influence of performance-related factors in individual

differences such as memory capacity, attention spans, access to lexicon, and other physiolog-

ical or cognitive constraints, allowing the participants to access their lexical or grammatical

knowledge as successfully as possible. As participants performed at ceiling in using the correct

suffix in the production experiment, one can safely assume that the task was sufficiently easy.

Therefore, similar to the arguments of previous studies mentioned above, I argue that the inter-

speaker variability reflects individuals’ underlying knowledge about their language rather than

how they adapt differently to the experimental environments.
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7.2.7 Phonological grammar

All of the factors mentioned thus far are typically regarded as extragrammtical factors, although

they may influence how individuals learn and use the grammar. Is there evidence that the ob-

served individual differences stem from differences in the phonological grammars? While it is

not feasible to fully tease apart extragrammatical and grammatical components involved in

speech production and comprehension, compelling evidence for the role of grammar should

come from individuals’ behavior in wug tests. The working assumption is that if individuals

are consistent within themselves across an experiment employing real words and another one

employing nonce words, and the task was designed so that differences in task performance are

minimized, one could argue that the observed inter-speaker variation in the real words reflect

differences in their grammatical knowledge. The present study found that those individuals

who produced [s] frequently for real words also exhibited a higher proportion of [s] responses

for nonce words, suggesting that inter-speaker variation in phonology is at least partially rooted

in differences in grammar. This challenges the view that such variation arises solely from factors

related to performance or language use.

If there are differences in phonological grammar, represented by the µ values in the model-

ing, then where do they come from? Among the factors that could influence individuals’ gram-

mar learning identified in Fig. 7.1 (solid lines), the present study discussed the potential in-

fluence of input difference, sociolinguistic variables (specifically, demographics and pronun-

ciation conservatism) and cognitive traits. As for potential differences in learning samples, I

speculated that the variability in the input may explain some but not all variation in the learn-

ing outcome. Among the demographic factors, it was hard to test the age effect, and gender

effect was limited in its scope. Tendency to conform to normative pronunciation explained the

individuals’ probability of choosing the canonical form, as one might expect. A subset of the

cognitive traits examined can also explain some of the variance.

If there are remaining portions of the differences in grammar that cannot be explained by
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the factors just mentioned, what are their origins? One speculation is that there are other extra-

grammatical factors that were not (directly) tested in the current study that influence learning

of phonological grammar, e.g. age, education level, personality traits, or cognitive traits not em-

ployed in the current study. Another speculation, not incompatible with the first one, is that

there is variability in predispositions for language learning. In this scenario, individuals might

be born with different innate aptitudes for internalizing specific rules of a language. While this

study has identified the sources of variation in individual speech patterns as much as possible,

it may have only addressed a small portion of this variation.

Some of the factors just discussed are also likely to influence how speakers use their gram-

matical knowledge during the experiment, as indicated by the dashed lines at the bottom of

Fig. 7.1. In fact, it is unclear whether the factors that credibly predict variation influence lan-

guage learning prior to the experiment (e.g., speakers with stronger focus learn lexical statistics

more effectively) or exert their effects during the experiment (e.g., the same individuals focus

better on the task and can better retrieve their grammatical knowledge). I leave it to future re-

search to differentiate these two possibilities.

7.3 Conclusion

In this dissertation, I have argued that individual differences in speech patterns are stable, sys-

tematic, and reflective of true variability in the underlying linguistic knowledge that individuals

possess. As discussed, an individual’s speech pattern results from numerous interdependent

factors. As argued at the beginning of this dissertation, understanding the nature and sources

of inter-speaker variation in phonology should be central to phonological theory and analy-

sis, as it can provide insights into the structure of phonological grammars and other linguistic

phenomena. Future research should aim to further test the reliability of individual differences

across a wider range of phonological processes and to pinpoint the origins of this variability.
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