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ABSTRACT OF THE DISSERTATION

Ultrafast Dynamics and Interfacial Structural Orientation Investigated with Multidimensional
Vibrational Spectroscopy

by

Jiaxi Wang

Doctor of Philosophy in Chemistry

University of California San Diego, 2019

Professor Wei Xiong, Chair

In this thesis, two multidimensional spectroscopic methods — two-dimensional infrared

(2D IR) spectroscopy and heterodyne 2D sum frequency generation (HD 2D SFG) spectroscopy

— were applied to investigate ultrafast chemical exchange of organometallics in bulk solution and

structural orientation of surface catalysts at interface, respectively.

2D IR spectroscopy was used to study the ultrafast chemical exchange of two organometallics

compound ( Ru(S2C2(CF3)2)(CO)(PPh3)2 and Co(CNArMes2)4 ) occurring on the picosecond

time scale. Combined with DFT simulation results, 2D IR provides direct evidence of the ex-

istence of various isomers. For the five-coordinate Ru complex, one isomers that serves as the

xiv



intermediate of the axial-equatorial exchange was observed for the first time. Furthermore, 2D IR

was successful at identifying the surprisingly low kinetic barriers of dynamic exchange between

multiple, considering both of the transition metal complexes under study have relatively large

ligands. The low kinetic barriers are attributed to the small core-angle movement involved in the

chemical exchange. 2D IR was also applied to W(CO)6/dual cavity system to observe ultrafast

intercavity nonlinear polariton interactions. Combined with a newly developed theory model, we

show that the nonlinear interaction is realized by shared molecular anharmonicities among cavity

modes, e.g. through mode delocalization, some molecules (with anharmonicity) are coupled by

cavity modes adjacent to each other.

HD 2D SFG spectroscopy was used to study a model CO2 reduction catalyst, Re(diCN-

bpy)(CO)3Cl, as a monolayer on a gold surface. We show that short-range interactions with the

surface can cause substantial line-shape differences between vibrational bands from the same

molecules. This interaction can be explained as the result of couplings between CO vibrational

modes of the catalyst molecules and the image dipoles on gold surface, which are sensitive to the

relative distance between the molecule and the surface. Thus, by analysis of HD 2D SFG line-

shape differences and polarization dependences of IR spectra, the ensemble-averaged orientation

of the molecules on the surface can be determined unambiguously. The high sensitivity of HD

2D SFG spectra to short-range interactions can be applied to many other adsorbate–substrate

interactions and therefore serve as a unique tool to determine adsorbate orientations on surfaces.

In addition, surface molecules of the monolayers can adopt conformations with many

different orientations. Thus, it is necessary to describe the orientations of surface molecular

monolayers using both mean tilt angle and orientational distribution, which together we refer

to as orientation heterogeneity. Orientation heterogeneity is difficult to measure and in most

cases, in order to calculate the mean tilt angle, it is assumed that the orientational distribution

is narrow. This assumption causes ambiguities in determining the mean tilt angle and loss of

orientational distribution information, which is known as the “magic angle” challenge. Using
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HD 2D SFG spectroscopy, we report a novel method to solve the “magic angle” challenge, by

simultaneously measuring mean tilt angle and orientational distribution of molecular monolayers.

Although applied to a specific system, this method is a general way to determine the orientation

heterogeneity of an ensemble-averaged molecular interface.
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Chapter 1

Introduction

The complexity of molecular dynamics in solution is attributed to the many forces present

within the bulk system. Forces, such as those between molecules, that lead to the time evolution of

molecular or collective structures, and irreversible relaxation processes are often convoluted and

ambiguous. Thus, finding simplified descriptions for the various interactions present in a complex

system is of great importance to understanding conformational changes in solutes, fluctuations in

solvent configuration, and vibrational relaxation processes.

Time-resolved experimental methods are useful tools in investigations of time evolving

molecular or collective structures since molecular dynamics in solution always involve structural

changes on picosecond or longer time scales. Such methods must statistically analyze structural

variation of an ensemble as well as show how this variance evolves with time.[3]

Though one-dimensional (1D) electronic and vibrational spectroscopies have the intrinsic

time-resolution required for such studies, interpreting them is generally ambiguous. This is

because 1D spectroscopies project ensemble-averaged responses of the electronic or nuclear

coordinates onto one frequency axis, generating ambiguous results from the multiple degrees of

freedom in the system. As a result, it is generally impossible to separate overlapping spectral

contributions and line broadening processes in 1D spectra. More importantly, although the
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signatures of different nuclear or electronic coordinates may be present, the structural and

dynamical relationships between these coordinates is usually challenging to establish.

To unravel the underlying molecular interactions that are obscured in traditional methods,

multidimensional spectroscopies have been developed.[4–6] Such techniques apply a sequence of

electromagnetic fields to monitor a system as a function of multiple time periods or frequency

variables. Two-dimensional (2D) nuclear magnetic resonance (NMR) has been used for some

time as a tool for determining solution phase structures. For example, in a 2D NMR spectrum,

spectral information is spread over two frequency axes as compared to one in 1D NMR. “Cross

peaks” between the resonances on the diagonal axis very often indicate coupling between spin

states experiencing different chemical environments.[6, 7] Unfortunately, 2D NMR has seen

limited use in studying molecular dynamics in solution because the measurement time scale is in

the millisecond range, while lots of chemical exchanges happen on the picosecond timescale.

Ultrafast multidimensional vibrational spectroscopy has since been developed and has

proven itself to be a powerful probe of both chemical and biological systems for the past

decade. Such techniques includes Two-dimensional IR (2D IR) spectroscopy,[8–13] 2D Raman

experiments,[14, 15] and mixed IR-Raman 2D spectroscopies, etc.[16–19] 2D IR methodology

is closely related to that of 2D NMR methods.[6, 7] 2D IR is based on a sequence of ultrafast

infrared laser pulses which are applied to vibrational resonances whose frequencies are dictated

by bonding and local environments. As a vibrational spectroscopic method, the main advantage

of 2D IR spectroscopy over 2D NMR arises from the inherent high time resolution (many orders

of magnitude faster than NMR methods), as a result of the short free-induction decay times of

vibrational transitions. Resolving ultrafast molecular dynamics in picosecond to millisecond

timescale is made possible with advances in laser technology that has enabled a new generation

of mid-IR pulses with durations on the order of 100 fs. This time resolution, combined with

the ability of infrared spectroscopy to provide detailed information on molecular structure and

local environments, provides new approaches that can be used to characterize features that are
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masked in traditional methods. Thus, 2D IR has been established as a powerful tool to probe the

structural fluctuations and conformational variation in previously inaccessible detail.[20–22] The

range of topics that 2D IR has been used to explore has greatly expanded since the technique

was first developed,[23] including vibrational relaxation dynamics such as intramolecular vibra-

tional energy transfer,[24, 25] hydrogen bonding environments and solvent–solute interactions

indicated by 2D line shapes,[26–31] the investigation of rates of chemical exchange at chemical

equilibrium,[27, 32, 33] and study of protein structure in solution.[23, 34–38]

We will now change our concentration from solution phase dynamics to molecules at

surfaces or interfaces. The properties of chemical bonds and absorbate-substrate interactions of

molecules at solid-liquid/gas interfaces play a prominent role in chemistry, biology, and physics.

Although this importance is widely acknowledged,[39–56] a detailed molecular understanding

of dynamic properties at interfaces is still a challenge to obtain experimentally. The challenge

partly lies in the fact that molecules at surfaces can adopt many different structural orientations,

which generate a high level of inhomogeneity from a microscopic point of view. As a result,

the dynamic properties are more complicated than in bulk solution. In addition, molecular

properties generated by molecules at surfaces are easily overwhelmed by those generated from

the bulk generally, which makes the study of interfacial molecules even more difficult. Therefore,

one of the most essential aspects common for all the interfacial systems is to determine how

molecules at an interface perform for desired physical or chemical process to occur. Examples

regarding this question, ranging from fundamental science to technical applications, have been

investigated in depth. Possibly the best-known process is related to molecular self-assembly

of covalently bound adsorbates at surfaces.[57–62] Great interests in solid-liquid/gas interfaces

also exist from the perspective of chemical synthesis or in the field of energy science, both of

which have strong connections to heterogeneous (photo-) catalysis.[63–70] The goals here are

to clarify the role of interactions between the surface and adsorbates,[71–74] and to understand

vibrational energy flow at interfaces along with its relevance for chemical reactions.[75–78] Other
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aspects of surface science, with high commercial and social relevance emerge from the fields of

molecular electronics[79–82] and energy supply, including topics such as the understanding of

charge migration at electrode-electrolyte interfaces in, e.g., battery devices.[83–85]

In this regard, experimental methods that are sensitive only to molecular properties

at interfaces are ideal for studying molecules at surfaces. It is well-known that even-order

nonlinear spectroscopic methods such as second harmonic generation (SHG) and sum frequency

generation (SFG) spectroscopy are intrinsically surface sensitive — detect only response from

non-centrosymmetric systems, e.g. surfaces and interfaces.[86] One dimensional sum frequency

generation spectroscopy[87–89] is powerful approach to investigate surfaces under working

conditions, which can distinguish whether a molecular group is pointing towards or away from

the surface (in microscopic view) by the sign of the signal when heterodyne detected and

phase corrected.[90–96] However, the intrinsic spectral broadening of most one-dimensional

spectroscopic methods still makes understanding surface interactions difficult.[97] As discussed

previously, 2D IR is particularly powerful in determining interactions between functional groups

or between molecules, in addition to resolving mechanisms of line broadening of vibrational

bands. These capabilities of 2D IR, if combined with a surface specific spectroscopic method

such as SFG, can be applied to the molecules at surfaces/interfaces, extracting information such

as inter- and intra- molecular interaction and dynamics of absorbates can be made available also

to surface science.

Efforts have been made to achieve this combination of techniques in experimental practices.

2D SFG spectroscopy[91, 96, 98, 99] can be viewed as a surface sensitive version of 2D IR. It is

capable of resolving homogeneous and inhomogeneous dynamics and molecular orientation on

molecular submonolayers including air/water interfaces,[91, 99] electrode surfaces, and surface

bound biomolecules,[96] which makes it an ideal technique to probe molecules on surfaces. In

its initial implementation, 2D SFG was used as a homodyne detected method for investigations

of liquid-air interfaces,[99–103] which have been the first experiments to demonstrate that
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multidimensional vibrational spectroscopy can be extended to monolayer samples at interfaces.

Later on, the implementation of heterodyne detection considerably advanced 2D SFG in the

interpretation of the obtained spectra, and broadened the applications of 2D SFG to systems at

solid-liquid interfaces to study surface specific signals of CO adsorbed to platinum electrodes,[98]

surface-bound peptides[96] and DNA strands,[104] amyloid fibers,[94] as well as metal carbonyl

electrocatalysts.[74, 105, 106]
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Chapter 2

Multidimensional Vibrational

Spectroscopy in Theory

2.1 Linear Macroscopic Polarization

Macroscopic polarization is the signal emitted by a system in interaction with an external

electric field. In general, the polarization (P(ω)) of a sample induced by light of frequency ω is

expanded in powers of the incident electric fields (Ei(ω)): [86]

P(ω) = ε0[χ
(1)E1(ω)+χ

(2)E1(ω)E2(ω)+χ
(3)E1(ω)E2(ω)E3(ω)

+χ
(4)E1(ω)E2(ω)E3(ω)E4(ω)+ · · · ]

≡ P(1)(ω)+P(2)(ω)+P(3)(ω)+P(4)(ω)+ · · ·

(2.1)

In linear optics, the polarization depends linearly on the electric field E:

P(ω) = P(1)(ω) = ε0χ
(1) ·E(ω) (2.2)
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with χ(1) the linear susceptibility. This susceptibility is related to IR absorption spec-

troscopy.

For linear spectroscopy such as FTIR, macroscopic polarization relies on the linear

response as described in time-domain representation in the following function:[22]

P(t) = P(1)(t) =
i
h̄

∫
∞

0
dt1µ1E0(t− t1) ·R(1)(t1) (2.3)

where µ1 is the transition dipole moment of the sample, and R(1)(t1) is the first order

response function. The emitted signal field E(1)(t) is given by:

E(1)(t) ∝ iP(1)(t) (2.4)

which is called the free induction decay.

2.2 Nonlinear Macroscopic Polarization

However, when the external electric fields are intense enough, the above linear relation

between macroscopic polarization and electric field does not hold anymore because the nonlinear

terms in the expansion (Eq. 2.1) become non-negligible.

2D IR is a third order spectroscopic technique and as such, the macroscopic response

(P(3)(t)) is associated with χ(3) and a function of three input pulses. In ultrafast spectroscopy,
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it is more convenient to use a time-domain representation instead of the frequency-domain

representation of Eq. 2.1. In a 2D IR pulse sequence each pulse interacts with the sample at time

intervals t1, t2, and t3. Therefore, an expression for the macroscopic polarizability can be written

as:[1]

P(3)(t) ∝(
i
h̄
)3

∫
∞

0
dt3

∫
∞

0
dt2

∫
∞

0
dt1µ3E3(t− t3)µ2E2(t− t3− t2)

µ1E1(t− t3− t2− t1) ·R(3)(t3, t2, t1)
(2.5)

where P(3)(t) results from the convolution of the three external IR fields with the response

function R(3)(t) generated by samples. The emitted signal field E(3)(t) is given by:

E(3)(t) ∝ iP(3)(t) (2.6)

The variables ti are time intervals between the successive ultrashort IR pulses. These

time delays can be controlled in experiments and are scanned to acquire 2D spectra, as well as

dynamics of systems under study. The response function R(3)(t) constitutes all possible pathways

for the electric fields to act on the sample and emit signal. For the simple case of a single

vibrational mode that is not coupled to any other mode, three pathways known as ground state

bleach (GSB), stimulated emission (SE), and excited state absorption (ESA) are represented in

the energy-level diagram (Figure 2.1) introduced by Albrecht et al.[107, 108]

For a standard 2D IR signal, the three lowest vibrational levels, i.e. v = 0, 1, 2 are often in

consideration. The 0 -1 transition (GSB/SE) and 1-2 transition (ESA) result in opposite signs of

the signal: 0 -1 transition reduce absorption of the probe IR pulse, while 1-2 transition introduce

8



Figure 2.1: Energy level diagrams for third-order IR spectroscopy. Only rephasing diagrams
are shown for clarity. Vibrational states (v = 0, 1, 2) are represented by horizontal lines. Signal
emission is indicated with a wavy arrow. Figure reproduced from [1]

new absorption (Figure 2.2). Therefore, for a vibrational mode to be observable in 2D IR, the

mode cannot be a ideal harmonic mode — 0 -1 and 1-2 transition will have same frequency yet

opposite sign and cancel out each other.

In general, the three pulses involved in Two-dimensional IR are two pump pulses and a

probe pulse. The first and third interaction with IR pulse to produce vibrational coherences, which

oscillate as functions of t1 and t3, respectively. Thus, t1 and t3 are referred to as “coherence time”.

The second pump pulse interacts with the system and converts the coherence state produced by

first pump pulse to a population state, which makes t2 the “population time”. 2D IR spectra for a

fixed population time t2 are obtained after a 2D Fourier transformation of the emitted field as a

function of coherence times t1 and t3,[22] which correspond to the two spectral axes in 2D IR

spectra. often called “pump” (ω1) and “probe” (ω3) The shape of the resulting 2D IR spectra will

depend on t2.

In order to make 2D IR a surface specific method, we need to go one order higher in

nonlinearity (χ(4)). The reason even-order spectroscopic methods are surface specific lies in the

requirement of a break in symmetry for even-order χ terms to not to be zero. In other words,

in any centrosymmetric system, such as bulk solution, even-order χ needs to be zero for the

centrosymmetric properties to hold. Thus, only noncentrosymmetric systems i.e. surfaces and
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Figure 2.2: a) Cartoon representation of a 2D IR spectrum. b) corresponding enerfy level
diagram in an anharmonic vibrational mode. Transitions are labeled as a, b, and c.Figure
reproduced from[2]

interfaces would generate non-zero even-order χ and polarization signal.

This can be achieved by adding an additional fourth pulse to the three-pulse 2D IR se-

quence. The fourth electric field comes from a VIS pulse, which up-converts the free induction

decay of P(3)(t) to a VIS signal. The method is terms sum frequency generation (SFG) spec-

troscopy due to the summation of IR and VIS frequencies. In the same way, the fourth-order

polarization in 2D SFG can be represented in time-domain as following:

P(4)(t) ∝(
i
h̄
)4

∫
∞

0
dt4

∫
∞

0
dt3

∫
∞

0
dt2

∫
∞

0
dt1

αE4,V IS(t− t4)µ3E3(t− t4− t3)µ2E2(t− t4− t3− t2)

µ1E1(t− t4− t3− t2− t1) ·R(4)(t4, t3, t2, t1)

(2.7)
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where the laser pulses interact with the sample through either the transition dipole mo-

ments (IR, µ1,2,3)or the molecular polarizability (VIS, α).

It is noteworthy that the frequency of the up-converting VIS pulse is generally tuned

off-resonance to any molecular electronic transition. In such case, the VIS interaction with a

nonresonant virtual state and is very short lived (≈ 1 fs) as compared to the IR response, it can

be approximated as a δ-shaped in time domain. The fourth-order response thus reduces to the

product of the third-order response and the δ function:

R(4)(t4, t3, t2, t1) = R(3)(t3, t2, t1) ·δ(t4) (2.8)

The expression for P(4)(t) thus simplies to a 3-fold integral:

P(4)(t) ∝(
i
h̄
)4

αE4,V IS

∫
∞

0
dt3

∫
∞

0
dt2

∫
∞

0
dt1

µ3E3(t− t3)µ2E2(t− t3− t2)

µ1E1(t− t3− t2− t1) ·R(3)(t3, t2, t1)

(2.9)

Also with a signal field E(4)(t) emitted from the sample:

E(4)(t) ∝ iP(4)(t) (2.10)

Similarly, there are three pathways (GSB, SE, ESA) in the response function of a standard

uncoupled vibrational mode in 2D SFG. The energy level diagrams are also comparable to those
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for 2D IR, with the addition of a fourth VIS pulse and a virtual state (Figure 2.3).

Figure 2.3: Energy level diagrams for fourth-order 2D SFG. Only rephasing diagrams are
shown for clarity. Vibrational states (v = 0, 1, 2) are represented by solid horizontal lines, while
virtual states are represented by dashed horizontal lines. Figure reproduced from [1]

It is also important to note that the addition of the fourth VIS pulse in 2D SDF requires

additional terms in selection rule to the systems for 2D IR — vibrational mode needs to not only

non-zero transition dipole moment (µ), but also non-zero transition polarizability (α)

When obtaining 2D SFG spectra, the VIS up-conversion frequency is commonly sub-

tracted from the signal frequency to shift back to IR spectral range, considering the rule of

summation of frequencies in SFG. In this way, 2D SFG as a surface specific version of 2D IR,

generally provides similar information and have similar spectral appearances to 2D IR.[74]

2.3 Lineshape Broadening

Homogeneous and inhomogeneous broadening are two sources of spectral broadening

that are challenging to differentiate in linear absorption spectroscopy. Homogeneous broadening
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are originated from very fast flucuations between molecules and the bath modes in the solvent

system, while inhomogeneous broadening comes from the same molecules experiencing different

local environments, thus having a distribution of different frequencies, as depicted in Figure

2.4a.[37, 109] Fortunately, these different broadening processes also manifest themselves in 2D

IR spectra. As shown in Figure 2.4, a chemical system experiences inhomogeneous broadening

would generate an elongated peak along the diagonal of 2D spectra, while homogeneously

broadened modes show up as round peaks on diagonal.

Figure 2.4: a) Inhomogeneously broadened spectral feature in linear IR and 2D IR at early
population time. b) Homogeneously broadened spectral feature in linear IR and 2D IR at later
population time after vibrational mode samples all solvent environments.

2.4 Spectral Diffusion

The process of a inhomogeneously broadened spectral feature evolves over population

time to a homogeneously broadened lineshape (after experiencing solute-solvent fluctuations and
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sampling all solvent environments) is referred to as spectral diffusion.[110, 111] Such changes

in line shape can be related to important physical properties, including the nature of the solvent-

solute interactions and structral dynamics of the systems. Several techniques including monitoring

the ellipticity of peak shapes, nodal line slopes (NLS) between the peak pairs, and monitoring the

center line slope (CLS) of a particular peak in a 2D IR spectrum have been developed to quantify

2D IR peak shapes.[112–114] Regardless of the method used, spectral diffusion is essentially

the experimental manifest of frequency frequency correlation function (FFCF),[115] which is

an expression that describes the fluctuations of the frequencies of a molecule. FFCF are directly

related to the fluctuations of the local environment around the oscillator/vibrational mode. The

FFCF can be expressed as C(t) as in following equation:

C(t) = 〈δω(t)δω(0)〉 (2.11)

where δω(t) is the difference between the measured frequency at time t and the average

frequency over the course of the experiment:

δω(t) = ω(t)−〈ω〉 (2.12)
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Chapter 3

Multidimensional Vibrational

Spectroscopy in Practice

3.1 Experimental Setup for 2D IR Spectroscopy

2D IR spectra were collected in pump-probe geometry, as shown in the schemetic layout

in Figure 3.1.[116, 117] The pulse sequence is described in Figure 3.2. Two pump pulses and a

probe pulse (pulse duration of 100-150 fs) interact with samples at delayed times (t1, t2 and t3).

To generate the pulse sequence, 800 nm laser pulses (≈35 fs,≈6 W, 1 kHz) were generated

by ultrafast Ti:Sapphire regenerative amplifier (Astrella, Coherent) . The 800 nm was converted

into mid-IR pulses by optical parametric amplifier (TOPAS, LightConversion) followed by a

different frequency generation process on a Type II AgGaS2 crystal (Eksma). The mid-IR pulse

(30 µJ) was split into two beams by a CaF2 wedge beam-splitter. The majority (95%) was sent

into a Ge-AOM based pulse shaper (QuickShape Kit, PhaseTech) to prepare the two pump pulse

in the pulse sequences, whereas 5% mid-IR served as the probe. The pump pulse pair (2 µJ at the

sample), the probe (<0.5 µJ) were all focused and spatially overlapped on the sample by a f =

10 cm parabolic mirror and collimated by another parabolic mirror in a symmetric geometry. In
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Figure 3.1: Scheme of 2D IR experimental setup.

Figure 3.2: Pulse sequence in 2D IR experiment.E1, E2 and E3 are the mid IR pulses interacting
with the molecules.

order to detect the output IR signal by the CCD camera (256 × 1,024, Andor), the collimated

signal and the probe beam were then upconverted by a residue 800 nm beam on a 5%Mg: LiNbO3

crystal. [118, 119] The 800 nm beam that comes out of the OPA passes through an 800 nm pulse

shaper which narrows its spectrum in the frequency domain (center wavelength of 791 nm and a

FWHM of 0.5 nm or 9.5 cm−1).
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3.2 2D IR Data Collection and Analysis

In the 2D IR experiments, two vibrational coherences were generated during t1 and t3

periods, respectively. The first coherence was measured by scanning t1 time from 0 to 2000 fs

(could vary depending on the free induction decay time of the vibrational mode) in steps of 20 fs

using the pulse shaper, where a rotating frame at f0=1583 cm−1 was used to shift the oscillation

period to 80 fs, so that the scanning step can meet with the Nyquist frequency requirement. After

waiting for t2, the third IR pulse (probe) interacts the sample, and generate the second coherence.

The resulting macroscopic polarization emits an IR signal. This IR signal is upconverted by

a narrow-band 800 nm beam. The upconversion process covers the t3 time delay and the 800

nm pulse duration determines the scanning length of t3.[97, 120] The up-converted IR signals

(second vibrational coherence) were experimentally Fourier transformed by a spectrograph and

detected by a CCD camera. To get full absorptive 2D IR spectra, the first vibrational coherence

was numerical Fourier transformed along t1 axis. The pump and probe pulses had the same

polarization in 2D IR measurements. For the time dependent 2D IR measurements, t2 was

scanned by a computerized delay stage.

3.3 Experimental Setup for 2D SFG Spectroscopy

Heterodyne 2D Sum Frequency Generation (HD 2D SFG) spectrum3 is collected in a

pump-probe geometry, with additional narrow band (fwhm ≈ 1.5nm) 800 nm pulse for the SFG

process (Figure 3.3). The pulse sequence is described in Figure 3.4. In brief, three mid-IR pulses

are sent to interact with the molecular sample, where two vibrational coherences are created

during t1 and t3 period, and the picosecond 800 nm pulse is used to interact with the second

vibrational coherence for sum frequency generation process.

To generate the pulse sequence, 800 nm laser pulses (≈35 fs, ≈6 W, 1 kHz) are generated

by ultrafast Ti:Sapphire regenerative amplifier (Astrella, Coherent) . The 800 nm is then converted
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Figure 3.3: Scheme of 2D SFG experimental setup.

Figure 3.4: Pulse sequence in 2D SFG experiment.E1, E2 and E3 are the mid IR pulses
interacting with the molecules.The E800nm is the upcoversion pulse that upconvert the vibrational
coherence into a virtual state, following with a sum frequency generation signal.

into mid-IR pulses by optical parametric amplifier (TOPAS, LightConversion) followed by a

different frequency generation process on a Type II AgGaS2 crystal (Eksma). The mid-IR pulse

(50 µJ) is split into two beams by a CaF2 beam-splitter. The majority (95%) is sent into a

home-assembled Ge-AOM based pulse shaper (QuickShape Kit, PhaseTech) to prepare the first

two pump pulse pair in the pulse sequences, whereas 5% mid-IR served as the probe. The residue

800 nm beam after the OPA is narrowed to <1.5nm by an interference-based notch filter. The
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pump pulse pair (4µJ at the sample), the probe ( ≈ 1µJ) and the 800 nm upconversion pulse (<

2µJ) are all focused and spatially overlapped on the sample by a f = 10 cm parabolic mirror.

During the mid-IR pulse interactions, two vibrational coherences are generated during

t1 and t3 periods, respectively. The first coherence is measured by scanning the t1 time from 0

to 2500 fs in steps of 20 fs using the pulse shaper, where a rotating frame at f0=1583 cm−1 is

used to shift the oscillation period to 80 fs, so that the scanning step can meet with the Nyquist

frequency requirement. To remove scatter and linear SFG signal, instead of taking the difference

between pump on and off SFG spectra, the difference SFG spectra at the same t1 but with different

pump pulse phase are recorded, which is known as phase cycling.[117] The second vibrational

coherence is upconverted to a virtue state by a picosecond 800 nm pulse and subsequently emits

visible signals through sum frequency generation process. Since the 800 nm serves as a window

function, the t3 time delay are simultaneously covered by the upconversion process and the 800 nm

pulse duration determines how long t3 is “scanned”.[97, 120] The SFG signals are heterodyned

by the local oscillator from non-resonance signal from gold surface and experimentally Fourier

transformed by a spectrograph and detected by a CCD camera (256 × 1,024, Andor). To get full

2D absorptive SFG spectra, the first vibrational coherence is numerical Fourier transformed into

frequency domain.

3.4 2D SFG Data Collection and Analysis

SFG of bare gold was also collected as the reference for phase calibrations. The HD 2D

SFG signal is measured at ppppp polarization, where the polarizations of all pulses are set to be p

(in plain with the surface normal-incidence beam plain) to the sample, by pairs of waveplates and

polarizers, and only p polarized signal is detected. We note in both our experiment and many other

SFG experiments gold surfaces are used as the substrate, which generate the non-resonance SFG

signal. In both experiments, the gold SFG signal can interfere with the SFG signal of interests.
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Therefore, in principle, both experiments are self-heterodyned. The difference between our

heterodyne detection scheme and the other SFG experiments, is that the measured self-heterodyne

spectrum is further phase corrected by the reference SFG spectrum from bare gold, following the

methods by Tahara.[90] In this way, we can extract both the real and imaginary part of the SFG

spectra, whereas other experiments does not phase correct the spectrum and take advantage of

this self-heterodyne scenario. The samples are constantly rastered between each scan (≈10 mins)

to avoid sample damaging. To improve signal to noise ratio, multiple scans are averaged for each

time step.

To obtain absorptive HD 2D SFG spectra with calibrated phase, the non-resonance SFG

signal from bare gold surface are collected for extraction of phase information.[90, 97, 121] First,

we inversely Fourier Transform the SFG spectra of gold surface back to time domain. We then

apply causality in the time domain to set any signal at t<0 to zero. The new time domain data is

Fourier Transformed back to the frequency domain, and now the gold SFG spectra has both the

real and imaginary part, where the linear phase ϕ can be extract from this complex spectra.

For the mixed time-frequency domain 2D SFG raw data, we applied the same time causal-

ity treatment. At each t1 time, each SFG (ω3) probe spectrum is inversely Fourier Transformed,

applied time causality and Fourier Transformed back to time domain. Then, the complex SFG

spectra is multiplied by the exp(-i×ϕ) to remove fringes due to the linear phase. After this linear

phase correction, the leftover signal in the imaginary part corresponds to the linear absorptive

SFG spectra at a specific t1 time. This absorptive SFG signal is background free, since the

gold non-resonance signal is purely refractive (real). To accommodate the real and imaginary

convention in 2D IR spectroscopy, the real and imaginary part of the SFG spectra are flipped,

where after flipping, the real part corresponds to the absorption spectra and the imaginary part

corresponds to the refraction spectra.

The difference spectra between two SFG spectra at the same t1 but different pump pulse

phase are the mixed time-frequency domain fourth order 2D SFG (t1, ω3) signal. The 2D SFG (t1,
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ω3) are Fourier transformed along t1 to obtain rephrasing and non-rephasing spectra 2D SFG (ω1,

ω3).[98] The rephasing and non-rephasing spectra are separated in different quadrants, because

of their different time dependent. By flipping the rephasing spectra back to the first quadrants and

add them to the non-rephasing spectra, absorptive HD 2D SFG spectra can be retrieved.
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Chapter 4

Direction Observation of the Intermediate

in an Ultrafast Isomerization

4.1 Introduction

Chemical exchange dynamics is often studied by using Bloch equation analysis of co-

alescing lineshapes in nuclear magnetic resonance (NMR) spectroscopy. The typical (radio)

frequencies used in the NMR experiment determine that dynamical time scales in the range of

milliseconds to microseconds can be studied. A similar treatment has been applied to systems

exchanging on the IR vibrational time scale.[122–124] For reactions occurring on the picosecond

time, lineshape analysis of FTIR and Raman vibrational spectra can be applied. In practice, there

are comparatively few examples of chemical exchange measurable by linear IR or Raman vibra-

tional spectroscopy, because inhomogeneous broadening, solvent environment fluctuation and

multiple dynamic processes in addition to chemical exchange can contribute to the overall line-

shape. Examples of fast reactions can include intramolecular electron transfers,[123, 125, 126]

proton transfers,[127] and isomerizations.[122, 128] Here, we present the study of the rapid

structural isomerization of a five-coordinate ruthenium complex on the ultrafast (vibrational) time
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scale.

The ruthenium complex, Ru(S2C2(CF3)2)(CO)(PPh3)2, was first reported by was first

reported by Miller and Balch in 1971.[129] The solvent from which the complex is recrystallized

determines whether orange crystals or a mixture of orange and violet crystals are obtained. X-ray

crystal structure analysis revealed that both the orange and violet isomers were square pyramidal,

differing only in the position of the carbonyl ligand.[130] The more stable orange isomer was

found to have the CO in the apical position, and is referred to as 2 (see Figure 4.1) here, while the

violet isomer had the CO in the equatorial plane, and is referred to as 1. The solid state FTIR

stretching frequencies for the CO in each of these isomers are separated by ca. 30 cm−1(orange:

ν(COap), 1944 cm−1 ; violet: ν(COeq), 1973 cm−1),[129] while in methylene chloride (DCM)

solutions at 20◦C, only one broad absorption (FWHM ≈ 50 cm−1) appears near the average

frequency of the violet and orange isomers, (ca. 1958 cm−1).

Figure 4.1: Isomerization of Ru(S2C2(CF3)2)(CO)(PPh3)2 as observed by 2D IR

Complete fittings of the solution 1D IR lineshape consisting of contributions from only

these two isomers are less than satisfactory; owing to extra absorbance in the vicinity of 1980

cm−1 from a possible third minor component (vide infra). The solution state 31P NMR in DCM-d2

shows only one resonance at 47.57 ppm indicating that the ruthenium bound triphenylphosphine

ligands experience an identical average environment, and the fluxional behavior of the ligands is

faster than the NMR timescale ( Figure 4.2, kex > 106s−1).[131] Together, these spectroscopic
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observations suggest dynamic averaging on the ultrafast timescale of molecular vibrational modes.

Figure 4.2: Variable temperature 31P NMR in DCM-d2.

Ultrafast two-dimensional infrared (2D IR) spectroscopy is a powerful method that can

obtain molecular structure and provide details of dynamical processes with sub-picosecond

time resolution.[3, 23, 34, 132–135] 2D IR spectroscopy has been applied to measure chemical

exchange between two conformations in solution phase under thermal equilibrium.[27, 28, 32,

133, 136–139] In 2D IR spectroscopy, three ultrafast mid-IR pulses interact with the sample

sequentially: the first two pulses initialize and interrogate vibrational coherences, which generate a

transient vibrational tag, and the third pulse probes the evolution of these tagged vibrational modes

(Figure 4.3). Because vibrational modes of molecules are sensitive to molecular conformations,

local solvent environments, and excess internal energy, scanning the waiting time (t2) between the

second and third pulses can track the dynamics of chemical exchange,[27, 28, 133, 139] solvent

fluctuation[113, 140–142] and vibrational energy relaxation.[25, 143–145] In the present study,

2D IR is employed to understand chemical exchange.
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4.2 Methods

4.2.1 Sample Preparation and Purification

The 2,3-hexafluorobutyne was used as received from Oakwood Chemicals while the

triruthenium doedecacarbonyl and triphenyl phosphine was used as received from Acros Organics.

The cyclohexane stabilized dichloromethane (DCM), was purchased from VWR International

LLC, deoxygenated and dried over alumina columns on a custom built solvent system under an

argon atmosphere and stored over activated molecular seives (4 Å) in a nitrogen filled glove box.

The 2,3-dithiolene and Ru(S2C2(CF3)2)(CO)(PPh3)2 were prepared following modified literature

reported proceudures.[129] In brief:

Bis(perfluoromethyl)-1,2-dithietene. In accord with literature,[146] in a well ventilated

fumehood, a 2 neck round bottom flask equipped with a short path distillation head was charged

with 25 g (97.46 mmol) of sulfer and heated to 325 ◦C under a nitrogen stream. Upon reaching

325 ◦C, the 2,3-hexafluorobutyne was bubbled through the molten sulfer in short puffs and the

dithietene was collected in a receiving Schlenk flask as a red-tinted oil.

Ru(S2C2(CF3)2)(CO)(PPh3)2. Under an inert atmosphere a 250 mL Schlenk flask was

charged with 400 mg (0.63 mmol) of triruthenium dodecacarbonyl, 580 mg (2.57 mmol) of

bis(perfluoromethyl)-1,2-dithietene, and approximately 100 mL of n-heptane that was heated

under reflux. After 45 minutes, following carbon monoxide evolution an orange solid had

precipitated. The flask was cooled and the orange solid was collected by vacuum filtration,

washed with n-heptane, and dried under vacuum. The orange solid, tentatively identified as

Ru2(S2C2(CF3)2)(CO)6 [359 mg (0.60 mmol)] , was then added to a flask containing 1.1427 g

(4.36 mmol) of triphenylphosphine suspended in 50 mL of n-heptane. After heating to reflux

for 12 hours, the flask was cooled to 0 C and the crystalline complex was collected by filtration.

Futher purification was achieved by recrystalization for dichloromethane/hexanes solutions where

a mixture of orange and violet crystals were obtained.
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4.2.2 Infrared Data Collection and Analysis

Infrared spectra were collected on a Bruker Equinox 55 FTIR spectrometer using a

SPECAC flow through optical cryostat (model, 21525) with a 1.12 mm path length (determined

from infringing pattern), CaF2 windowed cell enclosed in a vacuum jacketed housing. Solutions

were prepared in a glove box under a nitrogen atmosphere using pre-dried DCM from a mixture

of orange and violet crystals. Cell temperature (±1 ◦C ) was regulated by addition of liquid

nitrogen/methanol to the cooling compartment and heating to the desired temperature with a

computer controlled thermocouple/heating coil system. Both solutions of the complex and

solvent blanks were recorded at temperature ranging from 20 to -80 ◦C to ensure accurate

solvent subtraction. To obtain the integrated spectral areas for the exchanging species, spectral

curve fitting was carried out in MATLAB (version 9.1.0.44655). The ν(CO) bands were fit by

constraining three Gaussian functions 4 cm−1 centered around 1940, 1960, and 1980 cm−1 for all

temperatures, while fixing a fourth Gaussian centered at 1920 cm−1.

4.2.3 UV/visible Data Collection and Analysis

Cryostatic UV-visible spectra were collected on a Shimadzu UV-3600 UV/vis/NIR spec-

trometer, using the same cell setup described above for FTIR data collection. Samples were

contained in SPECAC sealed liquid FTIR cells with CaF2 crystal optic windows and a path length

of 1.12 mm. Spectral curve fitting was carried out in MATLAB (version 9.1.0.44655).

4.2.4 Density Functional Theory Analysis

Calculations were performed in the ORCA software suite (version 3.0.3) at the BP86

level of theory with the RIJCOSX approximation.[147–151] Ruthenium, phosphorous, sulfur, and

oxygen atoms were treated with the DEF2-TZVP/J basis sets while DEF2-SVP/J was used for all

other atoms.[152–160] Dispersion corrections were applied using the atom-pairwise dispersion
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correction with a Becke-Johnson damping scheme (D3BJ) and solvation was accounted for using

the COSMO solvation model in methylene chloride.[161–163] Analytical frequency calculations

were performed at the same level of theory and molecular graphics were performed with the

UCSF Chimera package.[164]

4.2.5 NMR Data Collection and Analysis

1H NMR spectra were recorded on a JEOL 500 MHz NMR spectrometer and analyzed

using iNMR software. A total of 64 scans of 32768 data points were collected from from -185 to

185 ppm. 31P spectra were recorded in predried dichloromethane-d2 solutions from 25 to -80 ◦C.

4.2.6 Obtaining Chemical Exchange Rate Constants from Time Depen-

dent 2D IR Spectra

2D IR spectra were collected in pump-probe geometry.[116, 117] 2D IR experimental

setup, data collection and analysis is described in details in Section 3.1

Figure 4.3: Pulse sequence used in 2D IR experiment.

The volume of each peak with respect to t2 was obtained from the t2-dependent 2D IR

spectra.[27, 32] As shown in Figure 4.5, multiple Gaussian functions were used to fit the 2D IR

spectral cut along the probe axis at the peak 2 frequency ( ≈1940 cm−1) on the pump axis. All

27



2D IR spectra at different t2 times were fit following the same method. Each Gaussian function

represents one species in the 2D IR spectrum. For example, at t2 = 0 ps, the single Gaussian

was used to fit the positive peak of the spectral cut corresponding to the fundamental transition

of diagonal peak 2. Similarly, at t2 = 25 ps, three Gaussians were needed to account for the

cross peaks resulting from chemical exchange. Peak volumes for each species were obtained

from the Gaussian fitting parameters, assuming a circular 2D Gaussian distribution for each peak

component. In the generalized transition of a species A to B, the lower corner cross peak of the

diagonal peak ratios in the 2D IR spectrum can be expressed as functions of t2, as shown in Eq.

4.1.[22] The sum of the rate constants of a transition (k f or + krev) was directly obtained from

fitting Scrosspeak / Sdiagonal peak with respect to t2. Given the Keq from VT-FTIR data ( in Table

4.1), k f or and krev can be calculated separately (Figure 4.6).

SBA

SAB
=

1− e−(kAB+kBA)·t2

1+ kAB
kBA
· e−(kAB+kBA)·t2

=
1− e−ksum·t2

1+Keq(A↔B) · e−ksum·t2
(4.1)

4.3 Results and Discussion

The 2D IR spectra of Ru(S2C2(CF3)2)(CO)(PPh3)2 are shown in Figure 4.4. The spectra

are essentially 2D frequency correlation maps of vibrational coherences, which are plotted

against the initially tagged pump frequency, along the y-axis, and the probe frequency, along

the x-axis. On the diagonal (Figure 4.4, dashed line), we observe three individual peaks for

Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM solution at t2 = 0 ps, labeled as peak 0 (1980 cm−1), peak

1 (1960 cm−1), and peak 2 (1940 cm−1). The three diagonal peaks indicate three different ν(CO)

modes in the system. The 1960 and 1940 cm−1 peaks correspond to the two isomers (1 and 2,

respectively) as previously observed in the solid state FTIR spectra. The third ν(CO) band at 1980

cm−1 corresponds to a third isomer of the ruthenium complex 0 that was not isolable in the solid

state, and appears only as a small shoulder in solution phase FTIR spectra. The third isomer has
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been determined to be a metastable trigonal bipyramidal structure of Ru(S2C2(CF3)2)(CO)(PPh3)2

(vide infra).

Figure 4.4: (left) 2D IR spectrum at t2 = 0 ps. Peaks 0, 1, 2 are diagonal peaks that lie along
dashed diagonal line. (right) 2D IR spectrum at t2 = 25 ps. Red boxes indicate locations of
corresponding cross peaks. For instance, 01 is a cross peak that corresponds to population
transfer from 1 to 0.

The dynamics between the three isomers are revealed by 2D IR spectra collected at a series

of t2 time delays. As t2 increases, the three diagonal peaks decay due to population relaxation

of the vibrational modes, while cross peaks increase relative to the diagonal peaks (Figure 4.5).

Cross peaks in the 2D IR represent chemical exchanges between the species appearing on the

diagonal, at peaks 0, 1, and 2. For instance, a cross peak located at the pump frequency of 1 and

the probe frequency of 0, indicates exchange between isomers 1 and 0. Chemical exchange time

constants between each isomer are extracted by fitting cross peak intensities at different t2 times

and plotting them as a function of t2. (Figure 4.6). The extracted time constants indicate that the

transition from 1 to 0 occurs with a 4.3 (1.5) ps time constant, while the transition from 0 to 2

requires 6.3 (1.6) ps. A cross peak for the conversion of 1 to 2 was also observed with a time

constant of 8.6 (2.0) ps;
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Figure 4.5: (Left) Cut t2 = 0 ps 2D IR spectrum along probe axis at peak 2 on pump axis. Two
Gaussian functions were used to fit the spectrum; (Right) Cut t2 = 25 ps 2D IR spectrum along
probe axis at peak 2 on pump axis. Four Gaussian functions were used to fit the cut spectrum.

Figure 4.6: (left) Cross peak ratios at varies t2 time delays. Dots are experimental results;
dashed lines are experimental results fitted to chemical exchange model. Time constant of each
dynamic exchange process is extracted from the increasing cross peak ratio over t2.

We note that spectral diffusion could be another source of lineshape change that manifests

as an off-diagonal component growth.[113, 134, 135, 140, 141] For Ru(S2C2(CF3)2)(CO)(PPh3)2

in DCM, spectral diffusion was observed separately with a time constant 83.3 (15.3) ps, which

is much longer than the cross peak intensity growth, indicating that the cross peak dynamics
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Figure 4.7: (left) VT-FTIR of Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM from 20 to -80 ◦C. (right)
Qualitative potential energy surface for the presented isomerization reaction. Energy surface
was constructed using the experimental kinetic and thermochemical data obtained from 2D IR
and VT-FTIR.

reflect chemical exchange.[165] It is also important to note that the power of the mid-IR pulses

interacting with the system is insufficient to perturb the system from thermal equilibrium, and

does not drive the system away from a persistent steady-state population. The IR pulse sequence

serves only to tag and probe the vibrational modes at different time delays. This allows the

observation of the intramolecular rearrangement of interest under thermal equilibrium.

To investigate the thermodynamics of the chemical exchange process observed here, the

variable temperature 1D FTIR (VT-FTIR) spectra of the complex was collected using a SPECAC

flow-through optical cryostat. The sample was enclosed in a CaF2 crystal windowed sample cell

contained in a vacuum jacketed housing and cooled from 20 to -80 ◦C using a methanol liquid

nitrogen slurry. Upon cooling, the broad band centred at ca. 1958 cm−1 shifts to lower frequencies

(ca. 1938 cm−1), sharpens and gains intensity while the shoulders near 1960 and 1980 cm−1

significantly lose intensity (Figure 4.7). The temperature dependence is completely reversible

and suggests that at low temperature, DCM solutions contain predominantly the more favoured

COapical isomer, 2. After solvent subtraction, the 1D FTIR line shapes were fit to three Gaussian

functions centred about the equilibrium positions for each isomer (Figures 4.8-4.9, ν(CO) ≈ 0:
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Figure 4.8: VT-FTIR fits of ν(CO) bands for 0 (1980 cm−1), 1 (1960 cm−1), and 2 (1940 cm−1)
isomers ranging from 20 to -30 ◦C in DCM. Black traces are experimental data while the red
traces are the sum of the Gaussian functions use to fit the ν(CO) bands.
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Figure 4.9: VT-FTIR fits of ν(CO) bands for 0 (1980 cm−1), 1 (1960 cm−1), and 2 (1940 cm−1)
isomers ranging from -40 to -80 ◦C in DCM. Black traces are experimental data while the red
traces are the sum of the Gaussian functions use to fit the ν(CO) bands.
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Figure 4.10: Plot of Ln(Keq) vs. 1/T for the isomerization reaction. K10 represents the
equilibrium constant for exchange between 1 and 0, K02 represents the equilibrium constant for
exchange between 0 and 2, and K12 represents the equilibrium constant for exchange between 1
and 2.

1980 cm−1, 1: 1960 cm−1, 2: 1940 cm−1) and allowed to move ±4 cm−1. Using the determined

spectral areas, the population ratios of the isomers at all temperatures were then determined and a

Van‘t Hoff analysis was performed (Figure 4.10). Exchange between 1 and 0 was found to be

endergonic in nature with ∆H = 0.84 (0.08) kcal mol−1, ∆S = 0.6 (0.4) eu, and ∆G298 = 0.7 (0.1)

kcal mol−1, while exchange between 0 and 2 was found to be exergonic with ∆H = -2.18 (0.06)

kcal mol−1, ∆S = -5.3 (0.3) eu, and ∆G298 = -0.6 (0.1) kcal mol−1. The exchange process overall

from 1 to 2 (COequitorial to COapical) was found to be thermodynamically favoured in DCM with

∆H = -1.3 (0.1) kcal mol−1, ∆S = -4.8 1 (0.5) eu (Table4.1). While the direct exchange between 1

and 2 is possible, given literature precedent, the kinetic analysis and DFT results (vide infra) all

exchange is believed to involve the TBP intermediate (0) (Figure 4.7).[166, 167]

It is important to note that since both the equilibrium constant and the rate constant for

exchange will contribute to the overall FTIR lineshape it is useful to determine the equilibrium
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constants for the isomers independently. This was done by variable temperature UV-visible

electronic spectroscopy. Electronic spectra of the solid state isomers in a KBr pellet present a

single transition for the orange isomer (2) at 466 nm while the violet isomer (1) presents three

transitions at 571 nm, 460 nm, and 396 nm (Figure 4.11). In DCM solutions at 20 ◦C three

transitions are present with band maxima at 386, 466 and 561 nm. Upon cooling to -80 ◦C, the

bands at 386 and 561 nm are seen to decrease in intensity while the band at 470 gains significant

intensity and blue shifts to 455 nm (Figure 4.12). The bands are assigned to the equatorial (1) and

apical (2) isomers respectively and both are related by clear isosbestic points at 396 and 490 nm

indicative of absorbing species in equilibrium. After spectral deconvolution (Figure 4.13-4.14),

the equilibrium constants were estimated from the spectral areas and a Van‘t Hoff analysis gave a

∆H (0.06) kcal −1 and ∆S = -3.4 (0.2) eu (Figure 4.15). These values are in excellent agreement

with those determined from the analysis of 1D FTIR spectra described above.

Figure 4.11: Solid state UV/vis spectroscopy taken in a KBr pellet. The orange isomer has a
single absorbance maximum at 466 nm, while the violet isomer has three absorbance maxima at
396, 460, and 571 nm.

The most closely related examples of transition metal complexes undergoing dynamic ex-
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Figure 4.12: (left) VT-UV/vis spectroscopy in DCM ranging from 20 to -80 ◦C. The absorbance
maximum at 470 nm is attributed to the apical isomer (2) while the maxima at 385 and 561 nm
are attributed to the equatorial isomer (1). (right) Experimental FTIR and predicted IR from
DFT calculation.

change on the IR timescale can be found in both [ (η4-diene)Fe(CO)3] complexes and Co2(CO)8.

[133] In the former [ (η4-diene)Fe(CO)3] complexes, the three carbonyl ligands exchange

through a very low barrier, turnstyle type, Berry pseudorotation.[122, 124, 168–171] This cor-

responds to a degenerate self-exchange, quite different from the exchange between populations

of two structurally different isomers, sharing an observable intermediate as observed in both

Ru(S2C2(CF3)2)(CO)(PPh3)2 (vide supra) and Co2(CO)8.[133] An Arrhenius analysis (Eq. 4.2)

provides the barrier heights of the observed exchange process.

k = Ae
−Ea
RT (4.2)

Using the determined rate constants from 2D IR and an estimate of the exponential

prefactor (A) to be on the order of 1013 s−1,[122, 124, 139, 168, 169] the barrier to exchange

from 1 to 0 was found to be 2.2 (0.2) kcal mol−1, while the barrier to exchange from 0 to 2 was

found to be 2.4 (0.1) kcal mol−1 (Table 4.1, Figure 4.7). These values are sufficiently low to be

expected to produce the dynamic exchange coalesced lineshapes, like those observed in the 1D

FTIR spectra.[124, 169] We also note that careful examination of the structures and application

of simple principles of least motion would predict that isomerization between 1 and 0 would
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Figure 4.13: VT–UV/vis fits of 1 (385 and 561 nm), and 2 (470 nm) ranging from 20 to -30 ◦C
in DCM. Black traces are experimental data while the red traces are the sum of the Gaussian
functions use to fit the absorbance bands.
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Figure 4.14: VT–UV/vis fits of 1 (385 and 561 nm), and 2 (470 nm) ranging from -40 to -80 ◦C
in DCM. Black traces are experimental data while the red traces are the sum of the Gaussian
functions use to fit the absorbance bands.
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Figure 4.15: Plot of Ln(K12) vs 1/T as obtained from UV/vis spectral analysis. ∆H and ∆S were
found to be –1.21 kcal mol−1 (0.04) and –3.4 (0.2) eu respectively.

require less rearrangement than that required to proceed between 0 to 2, consistent with the

experimentally determined barriers.

The isomers are believed to exchange from 1 to 0 by movement of a phosphine ligand in

1 from an equatorial to axial position (Figure 4.7). Isomerization between 0 and 2 then occurs

following twisting the dithiolene ligand in 0 to place the dithiolene ligand in the equatorial plane.

Calculated structures and frequency calculations were obtained using density functional theory

(DFT) at the BP86 level of theory with basis sets def2-TZVP (Ru, S, P, and O) and def2-SVP (H

and C) for the isolated molecules. The reported crystal structure data for 1 and 2 were used for

the initial geometries,[172, 173] while the TBP (0) isomer was adapted from the reported crystal

structure of 1. After geometry optimization, frequency calculations were performed at the same

level of theory to verify optimized geometries as minima. The predicted FTIR spectrum from
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Table 4.1: Equilibrium, exchange constants, and thermochemical data at 20 ◦C in DCM.

Keq ∆H (kcal/mol) ∆S (eu) τ f (ps) Ea (kcal/mol)

IR K10 = 0.35 (0.03) 0.84 (0.08) 0.6 (0.4) 4.3 (1.5) 2.2 (0.2)

K02 = 2.9 (0.2) -2.18 (0.06) -5.3 (0.3) 6.3 (1.6) 2.4 (0.1)

K12 = 1.0 (0.1) -1.3 (0.1) 4.8 (0.5) 8.6 (2.0) 2.6 (0.1)

UV-vis K12 = 1.4 (0.3) -1.3 (0.1) -3.4 (0.2) — —

the DFT frequency calculation was in excellent agreement with that observed experimentally

(Figure 4.12, ν(CO) DFT: 0 = 1975 cm−1; 1 = 1955 cm−1; 2 = 1940 cm−1) supporting the

experimental observation of the TBP isomer. These ideas of isomerization are further supported

by consideration of the vibrational normal modes as calculated from the DFT frequency analysis.

4.4 Conclusions

The fact that a relatively large transition metal complex undergoes isomerization at rates

comparable to the rotational isomerization reactions of small organic molecules is surprising.[33,

125, 139, 174] To our knowledge, this is the first observation of an ultrafast dynamic equilibrium

involving two distinct structural isomers and the intermediate connecting them. This work

confirms that the ground states of five-coordinate transition metal complexes can have remarkably

low kinetic barriers for axial-equatorial exchange. This study also validates the mechanism of

Berry pseudorotation and clearly demonstrates its dynamical time scale. This work presents

new opportunities for potential molecular device applications based on switching between three

distinct states of a system exhibiting electronic tri-stability on the ps time scale.
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Chapter 5

Conformational Dynamics in Zero-valent

CoL4 Complexes Revealed by 2D IR

Spectroscopy

5.1 Introduction

Reactive unsaturated organometallic species serve as important intermediates in catalytic

reactions. Probing structures and dynamics of these intermediate species is at the heart of

understanding the mechanism of catalytic reactions. Despite its importance, it remains challenging

to experimentally follow catalytic intermediates. The reasons are two folds: first, unsaturated

organometallic species are unstable. Second, there are often ground states that are closely spaced

in energy, which makes these intermediates convert at relatively fast time scale and short lived

in some cases. Fast dynamic processes cause broadened spectral signatures. As a result, it

can be challenging to extract useful structural and dynamics information of intermediates by

spectroscopic techniques without ultrafast time resolution.

Despite 2D IR has been widely used to study dynamics of organometallics,[133, 134,
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136, 175, 176] there is little progress in studying unstable species, here we focus on studying

an analogue of Co(CO)4, which is not only an important intermediate of hydroformylation

and hydrogenation catalysis, but also a great example of challenges in organometallic catalytic

research discussed in the paragraph above.[177–188] Co(CO)4 is a well-known, short lived S = 1/2

metalloradical observed only in low temperature matrices, known to be generated by Co-Co bond

homoleptic cleavage from Co2(CO)8 through Co-Co bond homoleptic cleavage.[189, 190] Its

geometric/electronic structures have been long debated due to near-thermoneutral nature of its C3v

and D2d ground states.[191] So far, these species have been well studied by static spectroscopic

methods under cryogenic or gas phase conditions, which have concluded that the method of

observation directly affects the geometric preference.[189, 192–195] These studies, coupled with

computational evidence, have indicated that there exists fast exchange between isomers. However,

this exchange has never been observed under ambient conditions (or those related to catalysis) in

a direct, time resolved manner. With the advent of both kinetically stabilized model complexes

of Co(CO)4 and ultrafast time-resolved 2D spectroscopic techniques, the question of dynamic

conformational changes in such reactive species can now be directly interrogated.

The tetraisocyanide complex, Co(CNArMes2)4 (ArMes2 = 2,6-(2,4,6-Me3C6H2)2C6H3),

serves as a crystallographically characterized, thermally stable isocyano analogue of the reactive

binary carbonyl Co(CO)4.[196, 197] Through our recent studies,this compound mimics well the

electronic structure of Co(CO)4 due to the isolobal analogues between carbomonoxide (CO)

and isocyanides (CNR).[196, 198–204] A combination of static X-ray crystallography, EPR

and FTIR experiments suggested that more than one conformation of Co(CNArMes2)4 could be

observed, however, the evidence lead to interconversion between such conformations was not

conclusive. For example, temperature dependent X-ray crystallographic collections show that

slight geometry distortion occurs at different temperatures, which indicates the possible dynamic

feature in Co(CNArMes2)4.

2D IR spectroscopy provides an avenue to visualize this kinetic process. 2D IR spec-
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troscopy is a time resolved technique that can follow chemical exchange occurring from hundreds

of femtosecond to picosecond time scales. The 2D IR pulse sequence labels and probes vi-

brational modes before and after a waiting period t2, respectively. (Figure 5.3b). Therefore,

any changes occurred during t2 are encoded in vibrational bands that are studied. Furthermore,

because vibrational modes in organometallic compounds are mostly local, by selectively probing

vibrational modes that are near the metal center, dynamics around metal center can be tracked,

which is mostly relevant to catalytic intermediates of interests. These unique advantages make 2D

IR uniquely useful to resolving conformations and following structural dynamics of organometal-

lic compounds and other molecules. While the combination of kinetically stable analogues of

Co(CO)4 and ultrafast 2D IR can potentially shed light of the unknown conformation exchanges of

the catalytic intermediates, it is an open question on whether the bulky ligands in Co(CNArMes2)4

would slow down its dynamics away and do not mimicking Co(CO)4.

5.2 Methods

5.2.1 Synthesis Procedures

All manipulations were carried out under an atmosphere of dinitrogen using standard

Schlenk and glovebox techniques.[205] Unless otherwise stated, reagent grade starting materials

were purchased from commercial sources and either used as received or purified by standard

procedures. Solvents were dried and deoxygenated according to standard procedures.[206]

Benzene-d6 and Toluene-d8 were dried with Na/K and Benzophenone followed by distillation

and stored on molecular sieves (4 Å) for 3 days prior to use. The compounds Co(CNArMes2)4 and

Co(CNtBu)(CNArMes2)3 were prepared by previously reported methods.[196]

44



5.2.2 FTIR Experiemnts, Data Collection, and Analysis.

FTIR of Co(CNArMes2)4 and Co(CNtBu)(CNArMes2)3. All spectra were recorded on a

Thermo-Nicolet iS10 FTIR spectrometer. Samples were prepared as solutions injected into a

Thermo-Fisher solution cell equipped with KBr windows. For solution FTIR spectra, solvent

peaks were digitally subtracted from all spectra by comparison with an authentic spectrum

obtained immediately prior to that of the sample.

VT-FTIR of Co(CNArMes2)4 and Co(CNtBu)(CNArMes2)3. Variable temperature infrared

spectra were collected on a Bruker Equinox 55 FTIR spectrometer using a SPECAC flow through

optical cryostat (model, 21525) with a 1.12 mm path length (determined from infringing pattern),

CaF2 windowed cell enclosed in a vacuum jacketed housing.

FTIR spectrum at each temperature is fitted with four Gaussian functions, each represent-

ing a peak component. The center wavelengths of the Gaussian functions are 2008 ± 2 cm−1,

1960 ± 2 cm−1, 1936 ± 2 cm−1, and 1916 ± 2 cm−1.

5.2.3 Obtaining Chemical Exchange Rate Constants at Different Temper-

ature from 2D IR

2D IR spectra were collected in pump-probe geometry.[116, 117] 2D IR experimental

setup, data collection and analysis is described in details in Section 3.1

VT-2DIR experiments were taken under 268K, 278K, 288K, 298K, and 308K with the

same SPECAC flow through optical cryostat (model, 21525) for VT-FTIR.

To obtain exchange rate constant from 2D IR, the volume of each peak with respect to

t2 was obtained from the t2-dependent 2D IR spectra.[27, 32] As shown in Figure 5.1, multiple

Gaussian functions were used to fit the 2D IR spectral cut along the probe axis at the peak 2

frequency (≈1940 cm−1) on the pump axis. All 2D IR spectra at different t2 times were fit

following the same method. Each Gaussian function represents one species in the 2D IR spectrum.
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For example, at t2 = 0 fs, the single Gaussian was used to fit the positive peak of the spectral cut

corresponding to the fundamental transition of diagonal peak 2. Similarly, at t2 = 900 fs, three

Gaussians were needed to account for the cross peaks resulting from chemical exchange. Peak

volumes for each species were obtained from the Gaussian fitting parameters, assuming a circular

2D Gaussian distribution for each peak component. In the generalized transition of a species A to

B, the lower corner cross peak of the diagonal peak ratios in the 2D IR spectrum can be expressed

as functions of t2.[22]

SBA

SAB
=

1− e−(kAB+kBA)·t2

1+ kAB
kBA
· e−(kAB+kBA)·t2

=
1− e−ksum·t2

1+Keq(A↔B) · e−ksum·t2
(5.1)

Given the Keq from VT-FTIR data, k f or and krev can be calculated separately for each

temperature. Based on Erying plot, the forward and reverse activation energy barrier between

D2d and C3v can be obtained as 0.5 ± 0.1 kcal/mol and 1.9 ± 0.4 kcal/mol, respectively.

5.2.4 Computational Studies

Computational details. Density Functional Theory (DFT) calculations were carried out

on both C3v and D2d geometry of CoL4 (L = CO, CNMe, CNXyl, CNArAr2 and CNArMes2). All

C3v calculations were accomplished by freely refined the coordinates. D2d calculations were

achieved by starting from the coordinates of [Ni(CNArMes2)4]OTf molecule which shows D2d

geometry in the crystal structure,[207] with constrains at the core angles. Also, calculation on

Co(CNtBu)(CNArMes2)3 was obtained by starting from the crystal structure coordinates. Calcula-

tions were all carried out with the Gaussian 09 software package.[208] Geometry optimizations,

frequency and single point energy calculations were performed using the B3LYP functional, with

the 6-31g(d) basis set for H, C, O and N atoms and the LANL2DZ basis set plus f-type polar-

ization functions for cobalt atoms. Viewing of optimized structures and rendering of molecular

46



Figure 5.1: 2D IR spectrum at a) t2=0 fs and b) t2=900 fs c) take cut along ω3 axis at red dash
line in a) and fit with gaussian peak components d) take cut along ω3 axis at red dash line in b)
and fit with gaussian peak components.

orbitals was performed using the program Chemcraft, see Figure 5.2. The calculated core bond

angles of Co(CNArMes2)4 in D2d and C3v geometries are shown in Table 5.1

Simulated IR studies of fixed core angle geometries. Frequency calculations were carried

out on both C3v and D2d geometry of Co(CNArMes2)4, with two additional geometries for each

isomer achieved from twisting the molecule without changing the core angles (C-Co-C). (Figure

5.7 and 5.9) By fixing the core geometry at either C3v or D2d , we observed that the outer sphere

of the molecule does not affect the isocyanide stretching frequencies (νCN) shown in Figure 5.8

and 5.10. In other words, only the core angles decide the CN vibrations of the molecule.
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Figure 5.2: Structural overlap images of optimized CoL4 (L = CO, CNMe, CNXyl, CNArAr2

and CNArMes2)
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Table 5.1: Calculated core bond angles of Co(CNArMes2)4 in D2d and C3v geometries

Symmetry Angle Bond angle (◦)

C3v C1-Co-C2 101

C1-Co-C3 107

C1-Co-C4 95

C2-Co-C3 118

C3-Co-C4 116

C4-Co-C1 114

D2d C1-Co-C2 130

C4-Co-C3 125

C1-Co-C4 104

C2-Co-C3 103

C1-Co-C3 97

C2-Co-4 98

5.3 Results and Discussion

The FTIR spectrum of Co(CNArMes2)4 shows a broad main peak with lower frequency

shoulder at 1940 cm−1 plus a separate small peak at higher frequency (≈2005 cm−1) (Figure

5.3d). These peaks correspond to the isocyanide CN vibrations. It is noticeable that the main

peak has about 80 cm−1 full-width-at-half-max, which is 3-5 times broader than the linewidth of

any typical carbonyl or isocyanide vibration peaks. One possible explanation is that this broad

49



feature contains multiple peaks. In agreement with the statement that both C3v and D2d isomers

exist, as indicated from its EPR spectra at 100 K.

Figure 5.3: a) Molecular Structure of Co(CNArMes2)4 in D2d and C3v geometries. b) pulse
sequence in 2D IR experiment. c) 2D IR spectrum of Co(CNArMes2)4 at t2 = 0 fs, diagonal peaks
labeled as 1, 2, and 3. d) FTIR spectrum (black) of Co(CNArMes2)4, and diagonal cut of 2D IR
spectrum in c) (red).

Indeed, 2D IR spectrum of Co(CNArMes2)4 shows a clear signature of multiple peaks

(Figure 5.3c). This is because 2D IR is proportional to the vibrational transition dipole moment

to the fourth order, µ4, comparing to the µ2 dependence of linear IR spectroscopy.[22] The 4th

order dependence in µ makes 2D IR able to distinguish convoluted spectral peaks. The peaks

along diagonal of 2D IR spectrum clearly displays at least three pairs of closely spaced peaks,

labeled as peak 1 (≈1960 cm−1), peak 2 ((≈1938 cm−1), and peak 3 (≈1915 cm−1). For each
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pair, the positive peak that resides along diagonal line is the fundamental vibrational transition,

whereas the negative peak that is redshifted relative to the positive one is the overtone transition.

Interestingly, by taking cut along the diagonal line of a 2D spectrum we show high frequency

peak at 2005cm−1 is rather “hidden” than “missing” in the 2D contour due to its weak intensity

- the diagonal cut of 2D spectrum is consistent with FTIR data (Figure 5.3d). These multiple

peaks span across the linewidth of corresponding FTIR spectrum, which supports that multiple

absorption peaks are responsible for the extremely broad peak in FTIR.

Temperature dependent FTIR spectroscopy confirms that these peaks are originated from

different isomers, such as C3v and D2d geometries, rather than they could be different normal

modes of the same isomers. The FTIR spectra of Co(CNArMes2)4 in d8-toluene at different

temperature shows that the intensity of peak 2 increases in relative to peak 1 and 3 as temperature

decreases from 308K to 268K (Figure 5.4a ). At this temperature variation range, it is unlikely

that the transition dipoles vary significantly. Thus, the different temperature dependence between

peak 2, and peaks 1 or 3 must be due to that peak 2 belongs to a different conformer from

peak 1 and 3, and the two conformations have different free energy. To further identify the

two conformations and examine our interpretation of temperature dependent FTIR results, we

conducted DFT calculation on both C3v and D2d geometries and simulate corresponding IR

spectra. After applying proper scale factor, the calculated peak positions agree with experimental

measurements well. Peaks 1 and peak 3 correspond to the E and B2 modes of D2d geometry

respectively, whereas peak 2 is from the double-degenerated E modes of C3v (Figure 5.5b). The

calculations also predict that for C3v geometry at higher frequency there should be another peak

with lower intensity, which matches well with the high frequency small peak shown in FTIR and

diagonal cut spectrum of 2D IR (Figure 5.3d).

With two conformations identified, we further examined the dynamics between these

conformations by measuring 2D IR spectral cross peak at a series t2 time delay. The cross peaks

in 2D IR spectra are features that have different frequency positions onto ω1 and ω3 axes. The t2
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Figure 5.4: a) VT-FTIR spec of Co(CNArMes2)4 and b) van‘t hoff plot of lnKeq vs 1/T between
C3v and D2d .

dependence of cross peak intensity encodes exchange dynamics. For conformation exchanges,

as it occurs, vibrational motions are carried from one isomer to another, meanwhile the peak

frequency also transits from one frequency to the other. When these frequency transformations
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Figure 5.5: a) Molecular overlap of DFT calculated both C3v (blue) and D2d (red) geometries
of CoL4(L=CO, CNArMes2). b) Simulated IR spectrum of both C3v (blue) and D2d (red)
Co(CNArMes2)4 using b3lyp/6-31g(d):lanl2dz. Wavenumbers are scaled with scaling factor of
b3lyp/6-31g(d)=0.9614.

are plotted as a two-dimensional correlation map, these exchange events manifest as cross peaks.

For Co(CNArMes2)4, we observe cross peak growth which manifest as appearance of shoulder

peaks when t2 increases. For instance, at t2 = 900 fs, the weight of 2D IR spectrum shifts from

diagonal to corners (Figure 5.1b), where cross peaks locate at. By taking spectral cuts along

ω3 axis, cross peaks can be better identified from each other and diagonal peaks (Figure 5.1c

and d). Constrained by vibrational lifetime of isocyanide mode, we measured early stage cross

peak dynamics (0 to 1500 fs, in a step of 150 fs). The normalized cross peak dynamics (Figure
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5.6a) show that cross peaks between 1 and 2, 2 and 3 increase their intensity, whereas cross peak

between 1 and 3 remain constant. This result agrees with the diagonal peak assignments: cross

peak between 1 and 2, and 2 and 3 represents the dynamic conformational exchange between the

C3v and D2d isomers.

Figure 5.6: a) Dynamics traces of different cross peaks as functions of t2. b) Plot of ln(k) vs.
1/T. Rate of cross peak growth and rate of IVR (when mode energy difference is 20cm−1) have
different temperature dependent.
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Despite the consistency between peak assignments and cross peak dynamics points to

what we observed is conformation exchanges, we still examined the other possibility of cross

peak dynamics – intramolecular vibrational redistribution (IVR), by measuring 2D IR cross

peak dynamics at different temperature. IVR and conformational exchanges have different

temperature dependence.[25, 143–145] We found the rate of cross peak growth slows down

steadily as temperature decreases (Figure 5.6b, details in Section 5.2.3). This trend agrees better

with the strong temperature dependence of conformation exchange, whereas IVR between two

vibrational modes with ≈20 cm−1 energy difference has weaker temperature dependence - for

IVR to happen it requires energy from solvent bath as in phonon modes to match with the energy

difference between two vibrational modes.[136] From the temperature dependence of cross peaks

dynamics, we determined the exchange activation energy barrier of conformation exchanges to be

∆Ea(D2d-C3v) = 0.5 ± 0.1 kcal/mol, while ∆Ea(C3v-D2d) = 1.9 ± 0.4 kcal/mol.

We therefore conclude that the observed cross peak dynamics is originated from conforma-

tion exchange. However, the time scale of the dynamics is unexpectedly fast considering the bulky

ligands (about 0.5 to 1 ps depending on temperature). For example, previous research on Fe(CO)5

measured 2.5 kcal/mol activation energy barrier and less than 10 ps cross peak dynamics.[136]

Co(CNArMes2)4, on the other hand, are coordinated with bulky m-terphenyl ligands, which in-

tuitively should slow down conformational exchanges comparing to Berry pseudorotation of

Fe(CO)5. Therefore, an important scientific question to address is how ultrafast conformation

exchanges could occur in Co(CNArMes2)4?

This surprising result could be understood by considering the nature of molecular vi-

brational transitions in 2D IR spectroscopy. Because the CN group directly attach to Co, its

vibrational frequency probes the electronic structures of the Co metal core, whereas the fluctuation

and structural rearrangement of the outer sphere m-terphenyl ligands–ArMes2 should only have

minor effect to the CN vibrational modes. Detailed DFT calculations agree that as long as the

Co(CNArMes2)4 core symmetry remains the same, twisting outer sphere geometry does not affect
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Figure 5.7: Optimized C3v Co(CNArMes2)4 geometry and C3v Co(CNArMes2)4 geometries with
twisted ligands ( core angles fixed at optimization).

Figure 5.8: Simulated IR spectrums of optimized C3v Co(CNArMes2)4 geometry and C3v

Co(CNArMes2)4 geometries with twisted ligands ( core angles fixed at optimization).
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the IR spectrum of CN stretches (Figure 5.7 -5.10.). This preferential sensitivity of CN group

makes 2D IR measures the isomerization of electronic structure near the Co core (C-Co-C), rather

than the isomerization of the entire molecule. In other words, the slow motion of the bulky

ArMes2 ligands at outer sphere does not matter: even if they are still in the original positions, as

long as the core changed symmetry and its corresponding electronic structures changes, this Co

core isomerization is measured by 2D IR.

Figure 5.9: Optimized D2d Co(CNArMes2)4 geometry and D2d Co(CNArMes2)4 geometries with
twisted ligands ( core angles fixed at optimization).

From detailed DFT studies, it appears only a few degrees of core-ligands movements

are enough to change of electronic structure associated with C3v to D2d exchange, which is

the essential of the core isomerization. The calculated C3v and D2d isomers of CoL4 (L= CO,

CNArMes2) are very similar in geometry even though they are different electronic structures

(Figure 5.5a). Unlike the case of Fe(CO)5, whose CO swings 90 degree in isomerization,

isomerization of CoL4 only involves small angle changes. Therefore, the mechanical movements

of ligands (and imaginary frequency of the transition states) should not be the limiting factor for

isomerization, and instead, the electronic structure of Co core at different geometry and activation

energy of Co isomerization should be the key factor, and the latter has been determined to be
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Figure 5.10: Simulated IR spectrums of optimized D2d Co(CNArMes2)4 geometry and D2d
Co(CNArMes2)4 geometries with twisted ligands ( core angles fixed at optimization).

small ∆Ea(D2d-C3v) = 0.5 ± 0.1 kcal/mol, while ∆Ea(C3v-D2d) = 1.9 ± 0.4 kcal/mol.

A complete the energy schematic of conformation exchanges is further estimated from

both experimental and theoretical results. From the VT-FTIR, we estimate ∆H to be 1.4 ± 0.2

kcal/mol (Figure 5.4b). The experimental results suggest that these two isomers may be equi-

energetic as has been traditionally proposed for Co(CO)4. DFT calculation on all CoL4 (L=CO,

CNMe, CNXyl, CNArAr2, CNArMes2) isomers results ∆H in the range of 1-4.5 kcal/mol with C3v

lower in energy at all cases. (Table 5.2) The presence of increased steric encumbrance resulted in

larger ∆H. It is interesting to note that the experimental determined value of Co(CNArMes2)4 is

closer to the DFG computational ∆H of CoL4. One possibility is steric hindrance of the bulky

ligands creates local minimums, which lies higher in energy than the fully relaxed geometry

and also experience smaller activation energy for isomerization - agree with the experimental

measured ∆Ea. This picture of equi-energetic states rationalizes the solid-state structure of

Co(CNArMes2)4, which is likely to be an intermediate geometry between C3v and D2d and can be

affected by low-energies on the order of crystal packing forces.
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Table 5.2: Calculated Energy Differences Between CoL4 (L= CO, CNMe, CNXyl, CNArAr2,
CNArMes2) C3v and D2d Isomers Using 6-31g(d):lanl2dz basis sets. All C3v in lower energy

Ligand (L) ∆H (kcal/mol)
b3lyp

∆H (kcal/mol)
b3lyp/PCM(C6H6)

∆H (kcal/mol)
bp86

CO 3.53 1.29

CNMe 3.73 1.34

CNXyl 3.45 0.34

CNArAr2 6.91 7.07 2.80

CNArMes2 8.88 8.97 4.48

Finally, does the observed ultrafast conformation exchange of Co(CNArMes2)4 also repre-

sents the isomerization of Co(CO)4 We argue because experimentally we showed that the bulky

outer sphere ligands matter little and it is the core electronic structure dictating the isomeriza-

tion dynamics of metal core, the Co(CNArMes2)4 isomerization dynamics measured here should

closely mimic the dynamics of catalytic intermediate Co(CO)4, due to their similarity in electronic

structures. This is a significant implication, because many bulky ligands stabilized isoelectronic

molecules similar to Co(CNArMes2)4 can be used to not only learn electronic structure of unstable

unsaturated catalytic intermediates, but also their structural dynamics.

5.4 Conclusions

Despite 2D IR has been used successfully for studying ultrafast conformation exchanges of

organometallic compounds, this is the first time a kinetically stabled unsaturated compound being

investigated. Surprisingly, ultrafast conformation exchange dynamics is observed, irrespective
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to the presence of bulky ligands at outer spheres. Combining this result with detailed DFT

calculations, we show that 2D IR probes the electronic structure change accompanied with the

isomerization at Co core, whereas the bulky ligands position matter little. This result confirms the

long-time speculated dual-conformations and exchange dynamics exists for Co(CNArMes2)4 and

likely, in Co(CO)4.

Chapter 5, in full, is currently being prepared for submission for publication of the

material. Jiaxi Wang; Chinglin Chan; Yingmin Li; Bo Xiang; Joshua Figueroa; Wei Xiong. The

dissertation author was the primary investigator and author of this paper.
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Chapter 6

Short Range Catalyst-Surface Interactions

Revealed by Heterodyne Two Dimensional

Sum Frequency Generation Spectroscopy

6.1 Introduction

Materials based on a molecular monolayer adsorbed onto a solid surface have drawn

significant attention in the field of catalysts,[209] electronics,[210] and biotechnology,[211]

because of the possibility to precisely control the function of the molecular monolayers. To

improve these materials, it is necessary to understand not only the molecular structures, but also

the interactions between the molecules and the surfaces.

In the areas of solar fuels and artificial photosynthesis, the development of catalysts to

produce fuels by carbon dioxide reduction reaction (CO2RR) poses a considerable challenge.[209,

212] One important strategy to prepare new catalysts is the attachment of molecular catalysts

to surfaces. Surface attached catalysts offer the promise of high selectivity and tunability of

homogenous molecular catalysts, and the robustness and the ease of separation of heterogeneous
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catalysts. However, the subtle interactions between the catalysts and the surface can significantly

change the structure and dynamics of the catalyst and will likely impact the performance of

the catalyst.[213] Therefore, it is necessary to understand how catalysts attach to the surface

and how they interact with the surfaces. Currently, such information is determined using X-

ray or photoelectron spectroscopies,[214–216] which rely on spectral peak position shifts to

infer surface interactions, and are typically limited to systems under vacuum. One dimensional

sum frequency generation spectroscopy is another powerful approach to investigate surface

under working condition,[87–89] but the intrinsic spectral broadening makes extracting surface

interactions difficult from either peak positions or lineshapes.[97]

To better reveal the molecular orientation and the interaction with surfaces, we implement

surface-sensitive heterodyne 2D sum frequency generation (HD 2D SFG) spectroscopy[91, 96,

98, 101] to study a model surface catalyst for CO2 reduction, which are composed by a monolayer

of Re(diCN-bpy)(CO)3Cl (referred as 1, diCN-bpy = 4,4’-dicyano-2,2’-bipyridine) on a gold

surface. A complete description of the synthesis, characterization and X-ray structures of 1

will be described in a separate report. Similar Re-bpy complexes have been extensively studied

in homogenous solution phase using 2D IR spectroscopy,[217–219] where charge and solvent

dynamics of ground and electronic excited states are investigated. The corresponding monolayers

have only been investigated by Lian using time-resolved SFG spectroscopy[220] for vibrational

relaxations and by Fayer using 2D IR spectroscopy[140] for spectral diffusion. To the best of our

knowledge, there have been no surface spectroscopic studies that focus on the adsorbate-substrate

interactions using HD 2D SFG.

HD 2D SFG spectroscopy[91, 96, 98, 101] can be view as a surface sensitive version 2D

IR. It is able to resolve homogeneous and inhomogeneous dynamics, and molecular orientation

on molecular submonolayers including air/water interfaces,[91, 101] electrode surfaces,[98]

and surface bound biomolecules,[96] which makes it an ideal technique to probe molecules on

surfaces. The surface sensitivity of HD 2D SFG is because it is a 4th order non-linear optical
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signal. Similar to 2nd order signals such as second harmonic generation or sum frequency

generation, 4th order signals can be only generated from non-centrosymmetric media, such as

interfaces. The ability to distinguish dynamics in both fast and slow time scales is because

HD 2D SFG measures the same 3rd order vibrational response function, as 2D IR does, which

tracks the vibration mode evolution as a function of time, from femtoseconds to hundreds of

picoseconds. In particular, comparing to 1D SFG, which determines dynamics from linewidth

and peak positions alone, HD 2D SFG provides many additional lineshape parameters — center

line slope,[112] nodal line slope,[113] diagonal and antidiagonal linewidth, etc. — making it

more sensitive to subtle dynamic changes. Furthermore, heterodyne detection can reveal the

phase of the 2D SFG spectra, which is related to the orientation of surface adsorbate molecules,

and also improve its sensitivity to low coverage surfaces,[121] thanks to its linear dependence on

surface coverage.[90, 97, 121]

6.2 Methods

6.2.1 Sample Preparation

The synthesis, characterization, and X-ray structure of Re(4,4’-dicyano-2,2’-bipyridine)-

(CO)3Cl was reported in a separate publication.[221] Optically flat Au substrates consist of a

layer of Cr (1-4nm) and Au (200-300nm) evaporated onto borosilicate glass slides. For surface

attachment of the catalysts, the gold coated slide was cleaned using a Bunsen Burner method[222]

before being immediately submerged in a 1 mM solution of the complex in chloroform for three

days in the dark. The sample was then washed with pentane and dried under a stream of nitrogen

before use.
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6.2.2 HD 2D SFG Spectrometer

Detailed 2D SFG experimental set up is described in Section 3.3. In particular, SFG of

bare gold was also collected as the reference for phase calibrations. The HD 2D SFG signal is

measured at ppppp polarization, where the polarizations of all pulses are set to be p (in plane with

the surface normal-incidence beam plane) to the sample, by pairs of waveplates and polarizers,

and only p polarized signal is detected. We note in both our experiment and many other SFG

experiments gold surfaces are used as the substrate, which generate the non-resonance SFG signal.

In both experiments, the gold SFG signal can interfere with the SFG signal of interests. Therefore,

in principle, both experiments are self-heterodyned. The difference between our heterodyne

detection scheme and the other SFG experiments, is that the measured self-heterodyne spectrum is

further phase corrected by the reference SFG spectrum from bare gold, following the methods by

Tahara. In this way, we can extract both the real and imaginary part of the SFG spectra, whereas

other experiments does not phase correct the spectrum and take advantage of this self-heterodyne

scenario.The samples are constantly rastered between each scan (≈10 mins) to avoid sample

damaging. To improve signal to noise ratio, multiple scans are averaged for each time step.

6.2.3 2D IR Spectrometer

Detailed 2D IR experimental set up is described in Section 3.1. In brief, the 2D IR spectra

are collected using the same pulse sequences of the HD 2D SFG spectrometer, in pump-probe

beam geometry using a Ge-AOM based mid-IR pulse shaper. Both beams are focused by a 10cm

parabolic mirror and collimated by another parabolic mirror. In order to be able to detect the

2D IR signal by the CCD camera and perform direct comparison to the HD 2D SFG spectra,

the collimated 2D IR signal and the probe beam are upconverted by the same 800nm pulse in

HD 2D SFG on a 5%Mg: LiNbO3 crystal.[118, 119] The upconverted signal is self-heterodyned

and measured the same way as HD 2D SFG signal and the first vibrational coherences are also
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measured the same way using the pulse shaper. The absorptive 2D IR spectra are then obtained

by Fourier transform along t1 axis.

6.2.4 Retrieving Pure Absorptive Spectra

To obtain absorptive HD 2D SFG spectra with calibrated phase, the non-resonance SFG

signal from bare gold surface are collected for extraction of phase information.[90, 97, 121]

Detailed data analysis methods are discussed in Section 3.3. Absorptive 2D IR spectra can be

obtained by directly Fourier transforming along t1 axis, without the phasing procedure described

above for 2D SFG. In the pump-probe geometry, the phase matching condition for rephasing and

non-rephasing spectra are collinear, which lead to absorptive lineshape after performing Fourier

transforms.

6.2.5 Center-line slope determination

We first find the peak position along ω3 axis at corresponds to each ω1 cut — Pω1(ω1),

where a range of ω1 ±4 cm−1 is chosen to avoid other diagonal peaks. The slope is find by fitting

Pω1(ω1) vs ω1 as a line. Enlarged HD 2D SFG and 2D IR spectra with the CLS fitting are shown

in Figure 6.3.

6.2.6 Cross Peak Simulation

The cross peak lineshape simulation is done based on the theory presented in Ge, Zanni

and Hochstrasser’s paper.[223] We assume no spectral diffusion between the vibrational modes.

Since in our experiment, t2=0, there should be no spectral diffusion. We simulate the 3rd order

response function in time domain at a step of 4 fs, from 0 to 4 ps. The parameters used in the

simulation are listed in Table 6.1.
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Table 6.1: Parameters used in the cross peak simulation.

ω1(cm−1) ω2(cm−1) T2,1(fs) T2,2(fs) σ(fs-1) σ(fs-1)

Scenario 1 1900 2028 2000 2000 0.002 0.004

Scenario 2 1900 2028 500 2000 0.002 0.002

6.2.7 Vibrational population dynamics

The lifetime of the vibrational modes are measured by mid-IR pump, SFG probe spec-

troscopy (Figure 6.5). The dynamics are fitted into single exponential. The low-signal to noise is

due to that the scan was acquired in short exposure time and average. Nevertheless, the signals

can show that the vibrational lifetime between the A’(1) and the A” /A’(2) modes are different,

where the lifetime of A”/A’(2) peak is shorter, which lead to broader homogenous broadening

and agree with the trend we observed in HD 2D SFG. We note that vibrational lifetime is only

one part of the homogeneous linewidth, since the pure dephasing dynamics also contribute to the

homogenous linewidth, which is why HD 2D SFG is a more comprehensive way to determine

how surface interactions influence spectral lineshapes.

6.2.8 Determine tilt angle of the surface molecule by Polarization depen-

dent IRRAS

To determine the orientation of surface molecules, we need to determine the tilt angle

of vibrational vectors in both lab frame and molecular frames. The tilt angles of vibrational

vectors with respect to surface normal in lab frame are measured with polarization dependent

Infrared Reflection Absorption spectroscopy (IRRAS). Polarization dependent IRRAS were taken

at fixed incidence angle of 45◦ (Bruker Tensor 37 FTIR, Pike Technology 45Spec). Four different
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polarization angles were used: 0◦ (s polarization), 20◦, 45◦, 70◦. Following the procedure in

[140, 223], we determined the ratio between Aβ / As , listed in Table 6.2. With known angle of

incidence (α), polarization angle (β), the tilt angles (θ) of transition dipole moments from the

surface normal can be calculated from the following equation:

Aβ

As
=

((cos2 β

2 + cos2 αsin2
β

2 − sin2
αcos2 β)sin2

θ− sin2
αsin2

β)
1
2 sin2

θ
(6.1)

Table 6.2: Aβ / As of the vibrational modes

Aβ / As A’(1) A” A’(2)

20◦ 1.08 0.94 0.93

45◦ 1.30 1.14 1.09

70◦ 1.37 1.20 1.14

A’(1) can either point up or down, but A’(2) and A” need to be point to the opposite

directions. The calculated angles have two possibilities, which are listed in Table 6.3.

To know the tilt angle of vibrational modes in molecular frame, we implemented DFT

calculation using B3LYP/LanL2DZ in Gaussian. The xyz coordinate of the vibration modes and

key atoms are summarized in Table 6.4.

By performing Euler rotation, the vibrational modes in molecular frame can be trans-

formed to lab frame. Accordingly, the molecules are also rotated to the lab frame. The two
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Table 6.3: Angle relative to surface normal determined from IRRAS.

A’(1) A” A’(2)

Orientation 1 68 ± 11◦ 118 ± 4◦ 121 ± 7◦

Orientation 2 112 ± 11◦ 62 ± 4◦ 59 ± 7◦

Table 6.4: Coordinates of vibrational modes and atoms in molecular frame, determined by DFT
calculation.

X (Å) Y (Å) Z (Å)

Vibrational modes
A’(1) 0 0 0.28

A” 0 -0.18 0
A’(2) 0.29 0 0

Atoms
Re 0 0 0
Cl -2.14 0 -1.20
C -0.71 -1.36 1.22

C(axial) 1.68 0 0.77
N 0.70 -1.33 -1.63
N 0.70 1.33 -1.63
C -0.71 1.36 1.22

possible orientations are illustrated in Figure 6.6. The angles between the Re-Cl and surface

normal are 45◦ and 135◦ for the two orientations.

6.3 Results and Discussion

We show that the center-line slopes[112] (CLS, red circles in Figure 6.1) of HD 2D SFG

spectra are uniquely sensitive to the short-range interactions between vibrational modes of surface
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molecules and surface substrates. HD 2D SFG peaks of 1 have different CLSs, which can be

induced by either different homogenous or inhomogeneous broadening experienced by these

vibrational modes. It is often difficult to distinguish which of these mechanisms causes the

changes of CLS. By analyzing the spectral tilts of cross peaks, we unambiguously determine

that the origin is homogenous broadening. This approach provides a new and straightforward

protocol to disentangle various sources of lineshape broadening, in comparing to the standard but

more complicated lineshape fitting methods based on either Kubo or more advanced models. We

further attribute this homogenous broadening difference to the distinct amount of interactions

between vibrational transition dipoles and the image dipole on the surface.[224, 225] Our findings

then allow the determination of the ensemble-averaged molecular orientations from HD 2D SFG

and Infrared Reflection Absorption (IRRAS) spectra.

To learn the impact of surface attachment, we compare the HD 2D SFG spectrum of

the CO vibrational modes of 1 on a gold surface and 2D IR spectrum of the same modes from

1 in solution. In the HD 2D SFG spectrum of 1 on gold (Figure 6.1a, Figure 6.2 for sketches

of the vibration modes), the diagonal peaks at ω1 = 2020 cm−1 correspond to the fundamental

transitions of A’(1) carbonyl stretch. The out-of-phase peak that is redshifted from the diagonal

peak is the corresponding overtone transition. The peak sets between 1950 and 1890 cm−1,

correspond to the A” and A’(2) modes of the CO ligands,[140, 217] which is also composed of

the fundamental and overtone doublet. In the 2D IR spectrum of the same complex in DMSO

(Figure 6.1b), the two sets of peaks at 2020 cm−1 and 1919 cm−1 originate from the fundamental

transition of A’(1) and A” modes. The A’(2) mode and the overtone of A” mode are out of the

spectral window in the 2D IR spectrum, because both of them manifest large redshifts (see FTIR,

right panel of Figure 6.1b) in solution phase comparing to on the surfaces.

A careful inspection of the HD 2D SFG spectrum in Figure 6.1a, reveals that the A’(1) peak

and lower frequency peak sets of A” and A’(2) have different lineshapes. Although all diagonal

peaks are elongated in HD 2D SFG spectrum, which indicates molecules are inhomogeneously
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Figure 6.1: Multidimensional vibrational spectra of 1. (a) HD 2D SFG spectrum. Right panel
of a: HD SFG spectrum of the same sample. (b) 2D IR spectrum of 1 in DMSO. Right panel of
b: FTIR.

distributed on the surface, the lower frequency peaks are less tilted along the diagonal than the

A’(1) peak. This is in sharp contrast to the 2D IR spectra, where both peaks are round and
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Figure 6.2: The carbonyl vibrational modes in the Re-complex studied here. A” is the asym-
metric vibrational modes, A’(1 ) is the symmetric mode and A’(2) is the out of phase symmetric
mode

lie along the vertical line, which indicates the molecular vibrational dynamics are dominated

by homogenous broadening dynamics, such as solvent interactions. To make a quantitative

comparison, we extract the CLS of both the A’(1) peak and the lower frequency peak set in 2D IR

and HD 2D SFG spectra (Figure 6.1, see Section 6.2.5 for methods and Figure 6.3 for enlarged

figures). While there are several methods to quantify the spectral tilt, we choose CLS because the

method is not sensitive to one dimensional apodization,[112] and in our experiment the ω3 axis

was apodized during the SFG upcoversion process. We fit the slope around the center position

of the diagonal peak, ±7 cm−1, to avoid the influence caused by multiple peaks from different

conformations on the surface or in solution. Clearly, in the 2D IR spectrum of the solution-phase

sample, the CLSs of both peaks are similar (A’(1): 0.23 ± 0.07, A’(2) and A” : 0.25 ± 0.04),

which indicate a homogenous environment. This result agrees previous published results.[140]

It indicates both vibrational modes of 1 experience the same microenvironments and solvent

dynamics, which leads to the same amount of homogenous broadening. However, in the HD 2D

SFG spectrum of the surface sample, the lower frequency peak set has a smaller CLS (A’(2) and

A”: 0.72 ± 0.16) than the A’(1) peak (1.03 ± 0.06). This difference is notable and indicates these

two sets of normal modes experience different dynamics or environments on the surface.

CLS indicates the balance between the inhomogenous and homogenous broadenings -

how much inhomogeneous broadening contributes to the lineshape. As the samples approach fully

inhomogeneous, the spectra are tilted along diagonal line and CLS equals to one. On the other
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Figure 6.3: CLS fit to the diagonal peaks of HD 2D SFG and 2D IR spectra

hand, when homogenous broadening dominates the lineshape, the spectra are tilted vertically,

and CLS equals to zero. Therefore, the differences in CLS can be caused by two scenarios:

All the modes experience the same amount of homogenous broadening, but the A’(1) mode is

more inhomogeneous than the A” and A’(2) modes (Scenario 1), or that all experience the same

inhomogeneous broadening, but the A” and A’(2) modes are more homogenously broadened than

the A’(1) mode (Scenario 2).

Although it is difficult to distinguish between these two scenarios from the diagonal peak

features alone, we show here it is straightforward to determine which scenario leads to the CLS
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difference when we inspect the cross peaks. The cross peaks are due to strong intramolecular

coupling. They appear as pairs of out of phase doublets at the corners of both 2D spectra, which

are determined by the frequency of two coupled vibrational peaks. To inspect the cross peaks of

the HD 2D SFG more clearly, they are plotted in Figure 6.4a and d, where the red line indicates

their CLSs. The upper left cross peak (Figure 6.4) is tilted along the diagonal (dashed gray line)

but also broadened along ω3, whereas in Figure 6.4d the lower right cross peaks is less tilted

along diagonal but more along the ω1 axis. This striking contrast in CLS is the key to differentiate

the two scenarios.

Figure 6.4: Cross peaks of HD 2D SFG of 1. (a and d) Cross peaks measured in experiment.
(same as Figure 6.1, zoomed in for clarity). (b and e) Simulated cross peaks for Scenario 1. (c
and f) Simulated cross peaks for Scenario 2. Red lines indicate the center line slopes

To show how the cross peak CLS is sensitive to the different contributions of lineshape

broadening, we simulated the cross peaks[223] corresponding to the two scenarios mentioned

above (Section 6.2.6 for details). Under the harmonic oscillator approximation, both fundamental
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and overtone peaks should have the same lineshape.[22] Therefore, in the simulation we only

simulated the lineshape of the fundamental peaks. We note our intention is not to quantitatively

fit the experimental spectra and retrieve lineshape broadening parameters but to show how a

simple inspection of the CLSs of cross peaks can reveal whether the vibrational modes experience

homogenous or inhomogeneous broadening.

In Scenario 1, where the A’(1) mode is more inhomogeneous, we found that upper-left

peak (Figure 6.4) is stretched along ω1, and tilted more towards the ω1 axis, whereas the lower-

right peak (Figure 6.4e) is tilted towards the ω3 axis. This is opposite from the cross peaks

lineshape in measured spectrum. In Scenario 2 (Figure 6.4c and f), where A’(2) and A” modes

are more homogenously broadened than the A’(1) mode, the upper left cross peak is broadened

along ω1 axis and tilted along diagonal, whereas the lower right peak is tilted towards ω1 axis.

This trend from Scenario 2 matches well to the CLSs of measured spectra in Figure 6.4a and d.

Therefore, we conclude that the A” and A’(2) modes experience extra interactions that causes

more homogenous broadening but all three modes are similarly inhomogeneously broadened.

This also suggests that homogenous broadening is more sensitive to the local environment than

inhomogeneous broadening, which agrees with previous results. In the 2D IR spectra of a similar

Re complex measured by Fayer and co-workers, they observed that spectral inhomogeneity is not

sensitive to the chain length of linker groups between the Re complex and the solid surface.[226]

Our results demonstrate that the CLSs of HD 2D spectra is an unambiguous way to reveal subtle

interactions or dynamics changes, when other parameters such as spectral peak positions or

linewidths might not be sensitive to the changes because of spectral convolutions.

Because the gold surface is the only material that is brought close to compound 1, the

difference in homogenous broadening should be caused by short-range interactions between

the molecules vibrational modes and the gold surface, where the interactions strongly depend

on the relative direction and distance of the transition dipole moments to the surface. We rule

out the possibility of intermolecular interactions, since it has been shown in previous studies
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that the coupling between molecules in a similar Re-complex monolayer is negligible.[226]

Among these short range interactions, contributions to homogenous broadening that require the

molecules to be chemisorbed on gold surface can be ruled out as well because the CO modes

do not directly attach to the gold surface through either chemi- or physi-adsorptions. These

interactions include the non-adiabatic charge transfer interaction[227] and the coupling to low

frequency modes,[228, 229] such as hindered rotation and translation.

Therefore, the most likely origin of the adsorbate-surface interaction in play is coupling

between vibrational modes and image dipoles.[224, 230–238] From early surface IR spectroscopy

research[224] it is known that the image dipole interaction is the dominant vibrational decay

mechanism on adsorbate-metal interfaces when the vibrational modes do not directly attach to

and is ¡10 nm away from the surface. This interaction depends on both relative orientation and

distance of the vibrational modes to the surface. As we reveal below, the ensemble-averaged

angle of the three modes to surface normal are very similar (only directions are different), and

therefore, we argue that the orientation influence on the image dipole interaction is similar to

all three modes. The lifetime of vibrational modes depends on the relative distance between

the vibrational modes and the surface to the 4th power,[224] which means that small changes in

distance can cause large difference in vibrational lifetimes. Typically, shorter vibrational lifetime

further broaden the homogenous linewidth. For the molecules we investigate here, since A’(2)

and A” modes are more homogenously broadened (vibrational life time of A’ (1) is 26 ps and of

A’(2) / A” is 20 ps, see Figure 6.5 and Section 6.2.7 for details), this suggests that the A’(2) and

A” modes are closer to the surface.

Combined with sign of HD 2D SFG peaks, our knowledge that the A’(2) and A” modes are

closer to the surface can help to precisely determine the ensemble-averaged molecular orientation.

In HD 2D SFG, the sign of the diagonal peak is different between the A’(1) and the other two

modes. This difference of signs in HD 2D SFG indicates that A’(1) mode’s direction is opposite

from A”(2) and A’ modes.[91, 98] However, this information is usually not enough to determine
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Figure 6.5: Vibrational lifetimes of A’(1) and A’(2)/A” modes. The A’(2)/A” peaks have shorter
lifetimes — 20 ps (the numbers in the parenthesis are the 95% confidence range

the absolute orientations of the molecule, since the phase of the local oscillator, which is the

non-resonance signal from gold surface, can be either 0◦ or 180◦.[87] Therefore, it could either

be that A’(1) mode is directed upwards and the other two are downwards, or the opposite. Since

we know that the A’(2) and A” modes are closer to the surface, they must be the modes that point

76



downwards, which makes them closer to the surface, and therefore A’(1) is upwards.

Figure 6.6: Orientations of 1 on gold surface determined from HD 2D SFG and IRRAS
measurements, simulated using DFT. Orientation a is preferred. Blue sticks represent the
vibrational modes direction

We can further unambiguously determine how the molecules reside on gold surface, using

the ensemble-averaged orientation determined from the polarization dependence from IRRAS

spectra. IRRAS is a reflection mode IR spectroscopy, which has been used to study thin molecular

layers on surfaces. Vibrational modes with various relative angles to the surface normal respond

differently to the IR beam with different polarizations. It is established that by measuring the

spectral intensity of IRRAS at various IR polarization angles, the ensemble-averaged vibrational

modes angle relative to surface normal can be determined.[140] Combining IRRAS and the

vibrational modes direction learned from HD 2D SFG, we determine these angles relative to the

surface normal in lab frame for A’(1), A’(2) and A” are 68 ± 11, 118 ± 4, 121 ± 7◦, respectively

(SI for details). The vibrational mode angles relative to molecular frame are obtained from

B3LYP/LanL2DZ DFT calculation. By rotating 1 from molecular frame to lab frame to match

these measured angles, we found that 1 resides on the surface with its Re-Cl axis 45◦ relative to

surface normal (SI), where the Cl atom points up and the molecule is anchored through one CN

group (orientation a in Figure 6.6). To compare, we also plotted the other “possible” orientation

with A’(1) pointing downward (orientation b in Figure 6.6). It is clear that in this configuration

neither of the CN groups is close enough to the surface to interact with gold, which suggests this

is an unfavorable orientation. This comparison further confirmed our conclusion that the A” and
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A’(2) modes point towards to the gold surface and have stronger interactions with the surface.

6.4 Conclusions

In summary, we observed that vibrational peaks from the Re-complex 1 on a gold surface

in HD 2D SFG have different center-line slopes, which is caused by that the various vibrational

modes experience distinct homogenous broadening but similar inhomogeneous broadening. The

drastic difference in homogenous broadening is attributed to the interaction with the image dipole

on gold surface, which is highly sensitive to the relative distance of the vibrational modes to the

surface. Combining the knowledge of relative distance of vibrational modes to the surface and the

polarization dependence of IRRAS spectra, we conclude that the Re-complex should attach on

the surface with the Cl atom pointing away from the gold surface. Structure-activity relationships

of surface catalysts will be described in our future studies.

Since the adsorbate-metal surface interactions exist in many metal surface based molecular

monolayers, we expect HD 2D SFG spectroscopy can be used to determine the ensemble-

averaged orientation of the molecules and the strength of the adsorbate-surface interactions

on many molecular/metal interfaces. Moreover, since other interactions on interfaces, such as

hydrophobic/hydrophilic interactions, or H-bond,[37, 239, 240] can also influence 2D spectral

lineshape, we expect similar approaches using HD 2D SFG can also be extended to those

interfaces as well. We acknowledge that at least two vibrational modes are needed to be measured

to determine the ensemble-averaged orientations, which becomes much easily accessible with the

current broadband IR generation techniques.[241, 242] This capability to determine molecular

orientation on surfaces and the sensitivity to local interactions with surfaces are expected to

provide important new knowledge about a wide range of materials, including notably the area of

surface catalysis.

Chapter 6, in full, is a reprint of the material as it appears in The Journal of Physical
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Chemistry Letters, 2015. Jiaxi Wang; Melissa L. Clark; Yingmin Li; Camile L. Kaslan; Clifford P.

Kubiak; Wei Xiong, American Chemistry Society, 2015. The dissertation author was the primary

investigator and author of this paper.
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Chapter 7

Solving the “Magic Angle” Challenge in

Determining Molecular Orientation

Heterogeneity at Interfaces

7.1 Introduction

Molecular orientation at complex interfaces, including heterogeneous catalysts,[243–245]

energy materials[246] and biological membranes,[247, 248] is often heterogeneous. The surface

molecules can form an ordered monolayer with all molecules tilted at the same angle, monolayers

with randomly orientated molecules, or monolayers with complicated orientational distributions.

Understanding the complex molecular orientation at these interfaces is critical to reveal the surface

structure-function relationships. For example, when enzymes, such as hydrogenase and glucose

oxidase, are immobilized onto electrodes to form surface electrocatalysts, it is critical to control

their orientations and the corresponding distributions, in order to optimize their charge transfer

rate and the mass transportation of reactants and products, for the best activities.[249] Another

example is that in biological lipid membranes, lipids adopt new orientations when antimicrobial
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peptides intrude into the lipid membranes. Measuring the change of lipid orientation can elucidate

the microscopic pictures of how the membrane morphologies respond to the invading peptides,

which could have important implications for drug designs.[248]

To describe the molecular orientation of monolayers, a Gaussian distribution is a common

model to use. More complex orientational distribution model could exist, but the Gaussian

distribution model provides a basic description of the orientation heterogeneity of the molecular

monolayers. In the Gaussian distribution model, two physical quantities need to be measured —

the mean tilt angle θ0 and the orientational distribution σ which we refer to as the (θ0, σ) pair or

orientation heterogeneity hereafter.

It is a challenge to measure orientation heterogeneity. For decades, surface-specific

vibrational sum frequency generation spectroscopy (referred to as 1D VSFG hereafter)[89, 121,

250–256] has been used to determine the mean tilt angle, under the assumption of a narrow

orientational distribution. However, in this case, the knowledge of orientational distribution is lost,

and the measured mean tilt angle can deviate from the real mean tilt angle when the orientational

distribution is large, which is the well-known “magic angle” challenge.

This issue arises from that 1D VSFG measures an orientation parameter D1 that is equal

to Eq. 7.1:

D1 =
〈cos3 θ〉
〈cosθ〉

=

∫
π

0 cos3 θ ·G(θ;θ0,σ)dθ∫
π

0 cosθ ·G(θ;θ0,σ)dθ
(7.1)

where θ is the angle between the surface normal and the molecular axis, and the bracket

means orientational average (integrating the products of cosine functions and a modified Gaussian

distribution G(θ;θ0, σ) from 0◦ to 180◦).[93, 257–260] Clearly, D1 is a function of the (θ0, σ)

pair, so a single D1 cannot warrant a unique solution to both θ0 and σ.

When the orientational distribution is assumed to be narrow (σ = 0◦), D1 can be simplified
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to cos2 θ0, and the mean tilt angle (θ0) can be calculated. While it works fine for well-ordered,

self-assembled monolayers, for most molecular monolayers, this narrow angular distribution

assumption is not always valid.[261] In the broad angular distribution case, each D1 corresponds

to many pairs of (θ0, σ) (solid lines in Figure 7.1a). For instance, if D1=0.600 is measured, the

net orientation can either be θ0 = 39.2◦ with a uniform distribution (σ = 0◦) or any other mean

tilt angle with a broad distribution (σ = 90◦) (Figure 7.1b). This 39.2◦, referred to as the “magic

angle”, represents the extreme case of ambiguities in determining orientation heterogeneity,[261]

while similar ambiguity also remains for any other D1 values. As Figure 7.1 has shown, Figure

7.1a: Orientational parameters D1 (solid line) and D2 (dashed line) as a function of orientational

distribution θ0 for a series of mean tilt angles θ0. D1 and D2 are calculated based on a modified

Gaussian function.[261] Details about this function are described in Section 7.3.4. Figure 7.1b

When only D1=0.600 is measured, it is unknown whether the surface has a uniform orientation

distribution with θ0 = 39.2◦ or a broad orientation distribution. However, the D2 is different for

these two scenarios.

In summary, the “magic angle”challenge results in two areas of uncertainty in determining

orientation heterogeneity: first, the mean tilt angle measurement can be inaccurate, and second,

the orientational distribution is unknown. Although this challenge has been well-known for

more than a decade,[261–263] no general solutions to it have been proposed, to the best of our

knowledge.

To determine the orientation heterogeneity, another independent quantity besides D1

needs to be measured, often by using a second spectroscopy. For instance, by combining second

harmonic generation (SHG) and another linear spectroscopic method, such as angle-resolved

absorbance,[260] linear reflection,[264, 265] or polarization-resolved fluorescence detection,[266–

269] the orientational distribution of molecules in thin films can be determined. These methods

all rely on spectroscopies that are not intrinsically surface-sensitive and, therefore, have been

mainly used to study thin film samples. There have been a few attempts to determine interfacial
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Figure 7.1: The “magic angle” challenge in determining molecular orientation and its solution
by using a combination of D1 and D2

molecular orientation using non-linear optical methods. Eisenthal and co-workers modified the

polarization-resolved SHG by adding a circularly polarized pump pulse. The pump pulse created

a non-equilibrium population of surface molecules, which was used to determine the orientational

distribution.[270] Also, by taking measurements at various beam incidence angles and carefully

calculating parameters related to experimental setup, Wang and co-workers showed that it is

possible to extract the molecular orientational distribution from the SHG measurements.[271]

In this work, using surface sensitive heterodyne two dimensional vibrational sum fre-

quency generation (HD 2D VSFG) spectroscopy, we introduce a novel and general method to de-

termine orientation heterogeneity and solve the “magic angle” challenge for surface science, based

on a single measurement. In particular, we studied a surface catalytic system for CO2 reduction as

well as solar energy applications. The molecular structure and dynamics of this catalytic system

have been investigated extensively with various spectroscopic methods,[140, 219, 221, 272, 273]

but its surface molecular orientation heterogeneity has yet to be revealed, which is a critical step
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to better understand the surface structure-function relationship. By measuring the orientation

heterogeneity, we learned that the surface catalysts form a rigid, ordered monolayer, which could

influence the conformational evolution of catalysts in a catalytic cycle. This information that is

unavailable previously can shed new insight to the structure-function relationship and have new

implications for rationale designs of surface catalysts.

7.2 Theoretical Framework of Orientational Analysis

7.2.1 Measuring Orientation Heterogeneity using HD 2D VSFG

To determine surface molecular orientation heterogeneity, the key is to measure a second

independent orientation parameter along with D1. We used HD 2D VSFG to determine the second

orientation parameter D2=〈cos5 θ〉/〈cosθ〉. Since D1 and D2 have different dependence on θ0

and σ (Figure 7.1a), a unique pair of θ0 and σ can be determined.

The recently developed HD 2D VSFG spectroscopy[96, 98, 99, 274, 275] is the core

measurement that enables surface molecular orientation heterogeneity characterization. The

experimental detail of this spectroscopic technique will be described in Section 3.3. Overall,

fourth-order susceptibilities (χ(4)
e f f ) are measured in HD 2D VSFG. Similar to 1D VSFG, which

measures second-order susceptibilities (χ(2)
e f f ), these even-order nonlinear optical signals only

survive in non-centrosymmetric environments, such as interfaces. Therefore, both 1D and HD 2D

VSFG spectroscopies are interface-specific vibrational spectroscopies whose signals depend on

the molecular orientations.[96, 251, 257, 276]

The key relationship that enables HD 2D VSFG spectroscopy to measure surface molecular

orientation heterogeneity is that χ
(2)
e f f and χ

(4)
e f f can be expressed as a linear combination of 〈cosθ〉,

〈cos3 θ〉 and 〈cos5 θ〉 (Eq. 7.2).
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χ
(2)
e f f ,i = ai〈cosθ〉+bi〈cos3

θ〉

χ
(4)
e f f ,i = ci〈cosθ〉+di〈cos3

θ〉+ ei〈cos5
θ〉

(7.2)

These equations resulted from a series of Euler transformations to convert molecular

frame hyperpolarizabilities to lab frame susceptibilities, where ai, bi, ci, di and ei are constants

that depend on the molecular hyperpolarizabilities of the ith vibrational mode (Section 7.3.3).

Since heterodyne 1D VSFG is simultaneously measured as heterodyne 2D VSFG is taken, both

χ
(2)
e f f and χ

(4)
e f f can be determined from the same HD 2D VSFG experiments.

By taking the ratios of χe f f between two vibrational modes,[277] or ratios of χe f f of

a single vibrational mode under different polarization combinations,[257] we obtain the key

formula (Eq. 7.3 ) to extract D1, D2 from χ
(2)
e f f and χ

(4)
e f f :

χ
(2)
e f f ,1

χ
(2)
e f f ,2

=
a1 +b1〈cos3 θ〉
a2 +b2〈cos3 θ〉

=
a1 +b1 ·D1

a2 +b2 ·D1

χ
(4)
e f f ,1

χ
(4)
e f f ,2

=
c1 +d1〈cos3 θ〉+ e1〈cos5 θ〉
c2 +d2〈cos3 θ〉+ e2〈cos5 θ〉

=
c1 +d1 ·D1 + e1 ·D2

c2 +d2 ·D1 + e2 ·D2

(7.3)

D1 and D2 have different dependence on θ0 and σ which is why θ0 and σ can be solved

from Ds. The dependence of D1 and D2 on θ0 and σ is summarized as 3D surface plots (Figure

7.2), which we will use to demonstrate the graphic solution for searching (θ0, σ) pairs below. The

D-θ0-σ surface plot can be roughly divided into two regions: region I with σ ≤ 40◦ and region

II with σ ¿ 40◦. In region I, because of the unique values of D1 and D2, the (θ0, σ) pair can be

unambiguously determined. In region II, D1 and D2 converge to 0.600 and 0.429 asymptotically,

which makes them lose the one-to-one correlation with the (θ0, σ) pair. Although the (θ0, σ)

pair cannot be uniquely determined in region II, the two asymptotic numbers (D1=0.600 and
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D2=0.429) are unique signatures for broad orientational distribution. For instance, one important

consequence of this asymptotic pair is solving the above-mentioned ambiguity of the “magic

angle”. When D1 and D2 are both measured, if the interfacial molecules all tilt at 39.2◦ with a

narrow distribution, then D1 should be 0.600 and D2 should be 0.360 (when σ = 0◦, D2 = D2
1);

otherwise, with a broad angular distribution, D1 and D2 should be close to 0.600 and 0.429,

respectively (Figure 7.1b). Therefore, the orientation disorder can be determined, and there is no

“magic angle” ambiguity when D1 and D2 are measured together.

Figure 7.2: 3D surface of D1 and D2 as a function of mean tilt angle θ0 and orientational
distribution σ. D1 is plotted in blue and D2 in red. The projection of these surfaces on the D-σ
plane is equivalent to Figure 7.1a
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7.2.2 Calculation of molecular hyperpolarizability using Gaussian 09

The values of hyperpolarizabilities determines the coefficient in Eq. 7.2 and 7.3, The

molecular hyperpolarizability tensor elements for A’(1) and A’(2) modes are determined based on

the following equation:[86]

β
q
i jk ∝

1
ωq
·

∂αi j

∂Qq
· ∂µk

∂Qq

β
q
i jklm ∝

1
ωq
·

∂αi j

∂Qq
· ∂µk

∂Qq
· ∂µl

∂Qq
· ∂µm

∂Qq

(7.4)

where i, j, k, l, m = x, y, z; ωq and Qq are the vibrational frequency and the normal

coordinates of the qth vibrational mode.

Energy and geometry optimization of Re-complex molecule were performed using B3LYP

functional and LANL2TZ basis set with Gaussian 09. Dipole derivatives ( ∂µ/∂Qq ) and po-

larizability derivatives ( ∂α/∂Qq ) of each vibrational mode were obtained using the keyword

‘polar’ and ‘iop(7/33=1)’. We calculated the hyperpolarizability and depolarization ratio using

the following functional and basis set combinations: B3LYP/LanL2TZ, B3LYP/Def2QZVP,

B3LYP/Def2TZVP, M06L/LanL2TZ, M06L/Def2QZVP and M06L/Def2TZVP. In orientational

analysis, we used the values calculated from B3LYP/LanL2TZ, which have the best agreement

with the experimental measured depolarization ratios.

7.3 Methods

7.3.1 SFG spectroscopy

The detailed description of HD 2D VSFG spectroscopy is described in details in Section

3.3. The HD 1D SFG spectra can be extracted by adding the two phase cycled pump probe
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spectra together, where the 4th order signals cancel out and only leaves the 2nd order HD 1D

SFG spectra.

7.3.2 Depolarization ratio measurement from Raman spectroscopy

We use the experimental depolarization ratio to compare with the calculated results in

DFT, in order to determine the accuracy of the calculation and choose the best basis set/functional

for the hyperpolarizability calculation.

Depolarization experiments were collected by Prof. Michael Tauber and his Ph.D. student

Megan Stone. Polarized off-resonance Raman spectra were acquired with 647.09 nm (15,454

cm−1) excitation, produced by a mixed krypton/argon gas-ion laser (Laser Innovations/Coherent;

Innova 70C Spectrum). The wavelength was selected with an intracavity prism, and further

isolated with a 647.1 nm bandpass filter (Semrock, MaxLine) placed in the beam path near

the output of the laser. A right-angle geometry was used for the excitation and detection of

scattered light. A spherical lens with focal length 80 mm was used to focus the laser beam into

the bottom of a 1×1 cm fluorescence cuvette that contained solvents for calibrations, or solutions

of Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl. Raman scattering was collected and collimated

with an F/1.2 camera lens (Canon FD 85 mm). A doublet achromat with 300 mm focal length

(CVI-Melles Griot, 01LAO667) focused the light at the entrance slit of the spectrograph. Three

optics were placed between the 300 mm lens and the entrance slit. First, a dichroic polarizer

(OptoSigma, 069-0120) mounted in a rotation stage was used to analyze the parallel (horizontally

polarized) and perpendicular (vertically polarized) Raman scattered light. Second, a two-piece

quartz wedge (OptoSigma, 068-6770) scrambled the polarization to compensate for different

efficiencies of the spectrograph to parallel and perpendicular light. Third, a 647.1 nm long-pass

filter (Semrock, RazorEdge) rejected the excitation line. The spectrograph (JY Horiba, iHR320)

had a 320 mm focal length, and a single holographic grating with 1200 gr/mm groove density, 500

nm blaze. The detector was an open-electrode CCD (JY Horiba, Synapse). Raman shifts were
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calibrated based on six emission lines from a neon lamp (Oriel), and several Raman bands,[278]

from a 50:50 mixture of acetonitrile and toluene.

The rotation of the polarizer was optimized while collecting one-second spectra of carbon

tetrachloride (Sigma Aldrich, ≥99.9% pure). The entrance slit of the spectrograph was set

to 50 um (resolution ≈4 cm−1). After optimized positions were found, perpendicular and

parallel spectra were recorded. The depolarization ratio of the 314 cm−1 and 459 cm−1 bands

were determined by integrating the bands (perpendicular/parallel) and were 0.75 and <0.01,

respectively. These depolarization ratios matched known values.[279] Repeat measurements of

CCl4 before and after collection of the rhenium samples yielded consistent depolarization ratios.

Additionally, to check the performance of the system further in the red (≈720 nm), Raman spectra

of benzene were collected and the 1585+1604 cm−1 bands were analyzed. This pair of bands had

a depolarization ratio of 0.75, as expected.[278, 279]

The depolarization ratios of Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl were recorded in

DMSO solution at two concentrations, 2 mM and 26 mM (Table 7.1, values are determined

by integrating the bands of polarized Raman spectra acquired with 647.09 nm excitation). The

laser power at the sample was 45 mW, and the entrance slit was 100 µm. Each polarization

was collected for a total of 10-20 minutes, and solvent-only spectra were also acquired for the

same time. Spectra were processed using Igor Pro (WaveMetrics). Peaks caused by cosmic

rays were removed manually from 1- or 2-minute acquisitions, and the acquisitions for the full

collection time were then averaged. The solvent bands were subtracted from the spectra of

Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl solutions by appropriate scaled subtraction (Figure 7.3,

The y-axis units are counts per 120-second acquisition time, and each of the two spectra are the

average of 10 acquisitions (total collection time 20 minutes per spectrum). The perpendicular

spectrum is offset +90,000 counts.). A broad luminescence background was removed from the

solvent-free spectra using a spline fit.
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Figure 7.3: Polarized Raman spectra of Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl in DMSO
(26 mM) acquired with 647.09 nm excitation. Spectra are shown after subtraction of solvent
bands and a broad luminescence background.

Table 7.1: Depolarization Ratios of Selected Bands of Re(4,4’-dicyano-2,2’-bipyridine)-
(CO)3Cl at Two Different Concentrations.

A’(2) A” A’(1)

2mM 0.55 0.58 0.44

26mM 0.59 0.57 0.45

7.3.3 Euler Transformation between Laboratory Coordinate Frame and

Molecular Coordinate Frame.

The three stretching modes (Figure 4.6) related to carbonyls in the Re(4,4’-dicyano-2,2’-

bipyridine)(CO)3Cl molecule are labeled as A’(2), A” and A’(1) with center frequency of 1911,
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1931 and 2020 cm−1 in 2D SFG spectra. A’(2) is an out-of-phase symmetric stretch, A’ is an

anti-symmetric stretch and A’(1) is an in-phase symmetric stretch.[74, 221] In this work we focus

on analyzing A’(1) and A’(2) modes.

The three carbonyls in the Re-complex have an approximated C3v symmetry, and the

transition dipole moments of the three stretching modes are approximately perpendicular to

each other. As shown in Figure 7.4, in the molecular coordinate frame, z axis is defined along

the transition dipole moment of A’(1) mode, which also coincides with the approximated C3

symmetry axis; molecular x and y axes are defined along the transition dipole moments of A’(1)

and A’ modes, respectively. In the laboratory coordinate frame, Z axis is defined along the surface

normal and X axis is in the incidence plane perpendicular to Z. The relationship between XYZ

and xyz frame are described by three angles: tilt angle θ, in-plane rotation angle φ and twist angle

ϕ.

In the SFG measurements, all beams were held at p polarization. As the Fresnel factor is

much larger in Z direction compared with those in X and Y directions for all beams, both effective

second-order (χ(2)
e f f ) and fourth-order (χ(4)

e f f ) susceptibilities are dominated by singe susceptibility

tensor element:

χ
(2)
e f f ≈ LZZ(ω1)LZZ(ω2)LZZ(ω3)sinβ1 sinβ2 sinβ3χ

(2)
ZZZ

χ
(4)
e f f ≈ LZZ(ω1)LZZ(ω2)LZZ(ω3)LZZ(ω4)LZZ(ω5)sinβ1 sinβ2 sinβ3 sinβ4 sinβ5χ

(4)
ZZZZZ

(7.5)

where LZZ(ωi) and βi are the Fresnel factor and incidence/reflection angle of the ith

beam. χ
(2)
ZZZ and χ

(4)
ZZZZZ are related to second-order (β(2)) and fourth-order (β(4)) molecular

polarizabilities through the following equations:
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χ
(2)
ZZZ = N〈β(2)〉= N ∑

i jk
〈RZiRZ jRZk〉β

(2)
i jk

χ
(2)
ZZZZZ = N〈β(4)〉= N ∑

i jklm
〈RZiRZ jRZkRZlRZm〉β

(4)
i jklm

(7.6)

where i, j, k, l, m = x, y, z; N is the number density of Re-complex on the gold surface,

bracket means taking orientationally averaged value, and R is the element of Euler transformation

matrix based on the geometry defined in Figure 7.4.

Figure 7.4: The relationship between XYZ frame and xyz frame.

Assuming Re-complex has uniform distribution in the in-plane rotation angle φ and twist

angle ϕ, Eq. 7.6 can be simplified for mode A’(1) and A’(2), which are employed to determine

the orientational parameters D1 and D2. For A’(1) mode and A’(2) mode, respectively:
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χ
(2)
ZZZ[A

′(1)] = N[ (
β
(2)
xxz +β

(2)
yyz

2
)〈cosθ〉+(β

(2)
zzz −

β
(2)
xxz +β

(2)
yyz

2
)〈cos3

θ〉]

χ
(2)
ZZZZZ[A

′(1)] = N[ (
β
(4)
xxzzz +β

(2)
yyzzz

2
)〈cos3

θ〉+(β
(4)
zzzzz−

β
(4)
xxzzz +β

(4)
yyzzz

2
)〈cos5

θ〉]
(7.7)

χ
(2)
ZZZ[A

′(2)] = N[ (β
(2)
xzx)〈cosθ〉+(−β

(2)
xzx)〈cos3

θ〉]

χ
(4)
ZZZZZ[A

′(2)] = N[ (
3β

(4)
xzxxx

4
)〈cosθ〉+(−3β

(4)
xzxxx

2
)〈cos3

θ〉+(
3β

(4)
xzxxx

4
)〈cos5

θ〉]
(7.8)

7.3.4 Modified Gaussian Distribution.

A modified Gaussian function proposed by Simpson and Rowlen was employed to describe

the distribution of molecular orientation.[261] The representations are shown as follows:

f (θ) =
1√
2πσ

e
−(θ−θ0)

2

2σ2

f ′(θ) =
4

∑
n=−4

f (2πn+θ)+ f (2πn−θ)

(7.9)

Where θ0 is the mean tilt angle and σ describes the distribution width. The net distribution

function f ′(θ), which is valid in the range from 0 to π, is developed from the normal Gaussian

function f (θ). The values of 〈cosθ〉, 〈cos3 θ〉 and 〈cos5 θ〉 at different (θ0, σ) pairs are calculated

using Matlab through the following equation:

〈cosm
θ〉=

π

∑
0

cosm
θ · f ′(θ) · sinθdθ (7.10)
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Where sinθ is a weighting function accounting for the fact that molecules may orient in

both XZ and YZ planes.

7.3.5 SFG Spectra Fitting.

The 1D and 2D SFG spectra shown in Figure 7.6 are fitted using the equation [280]:

χ =
3

∑
i=1

Biγi

(ω−ωi)2 + γ2
i

(7.11)

where Bi and γi represent the amplitude, center frequency and peak width of the ith vibra-

tional mode, respectively. All fitting parameters are shown in Table 7.2. χ
(2)
e f f [A

′(1)]/χ
(2)
e f f [A

′(2)]

and χ
(4)
e f f [A

′(1)]/χ
(4)
e f f [A

′(2)] are calculated using the following equation:

χ
(2)
e f f [A

′(1)]

χ
(2)
e f f [A

′(2)]
= (

B[A′(1)]
γA′(1)]

)/(
B[A′(2)]
γA′(2)]

) (7.12)

Table 7.2: Fitting Parameters for 1D and 2D Heterodyned SFG Spectra

Mode A’(2) A’(1)

B ω γ B ω γ

1D 31.3(6) 1912 52.8(7) -48.1(5) 2011 61.8(6)

2D 2.5(2) 1911 10.3(7) -3.05(9) 2020 9.7(4)

94



7.3.6 Calculation of Molecular Hyperpolarizability Tensor Elements.

Energy and geometry optimization of Re-complex molecule were performed using B3LYP

functional and LANL2TZ basis set with Gaussian 09. Dipole derivatives (∂µ/∂Qq) and polariz-

ability derivatives (∂α/∂Qq) of each vibrational mode were obtained using the keyword ‘polar’

and ‘iop(7/33=1)’. The and values for A’(2) (mode 74 in Gaussian log file) and A’(1) (mode 76)

modes are shown in Table 7.3.

Table 7.3: Dipole Derivatives (∂µ/∂Qq) and Polarizability Derivatives (∂α/∂Qq) for A’(1) and
A’(2) Modes Determined from ab initio Calculation

Mode 74 (A’(2))

Dipole derivatives 3.07650D+01 3.89478D-03 -3.04117D+00

Polarizability derivatives -0.988878D+00 0.505546D-03 0.241308D+01

0.505546D-03 0.197090D+01 -0.338132D-03

0.241308D+01 -0.338132D-03 0.228602D+01

Mode 76 (A’(1))

Dipole derivatives -4.24616D+00 1.33888D-03 -3.61394D+01

Polarizability derivatives -0.970416D+00 -0.419215D-04 0.117419D+01

-0.419215D-04 0.141946D+01 0.173584D-03

0.117419D+01 0.173584D-03 0.440365D+01
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7.4 Results and Discussion

Based on the theory and experiments presented above, we can extract the orientation

heterogeneity of the Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl monolayer, self-assembled on a

gold slide (Figure 7.5b. θ0 is the angle between C 3 axis and surface normal. ), from its HD 2D

VSFG spectrum (Figure 7.5c. HD 2D VSFG spectra of the Re complex in the carbonyl stretch

region.).[74] The peaks at 2020, 1931, and 1911 cm−1 along the diagonal of the HD 2D VSFG

spectrum originate from the A’(1), A”, and A’(2) modes of Re(CO)3 moiety, respectively, which

we can use to extract χe f f and to reveal the orientation heterogeneity of the surface molecules.

To extract χe f f , we took diagonal cut of the HD 2D VSFG spectrum (Figure 7.5c), and extract

heterodyne 1D VSFG spectrum directly from HD 2D VSFG raw data.

Figure 7.5: Illustration and results of HD 2D VSFG spectroscopy (pulse sequence) and the
surface catalysis system. (Detailed description in main text)

We determined the χe f f ratios of two vibrational modes by fitting the A’(1) and A’(2)

peaks in both the heterodyne 1D VSFG spectrum and the diagonal cut of the HD 2D VSFG

spectrum (Figure 7.5d. Heterodyne 1D (red dots) and diagonal cut of HD 2D (blue dots) VSFG

spectra. The 1D spectrum has been significantly broadened by surface inhomogeneity. Solid lines

represent theoretical fitting). From the fittings, we found χ
(2)
e f f [A

′(1)] / χ
(2)
e f f [A

′(2)] = -1.31± 0.04

and χ
(4)
e f f [A

′(1)]/χ
(4)
e f f [A

′(2)] = -1.3 ± 0.1. Since all beams were held at p polarization, and the
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Fresnel factor on gold is strong in the Z direction, we found χ
(2)
e f f ∝ χ

(2)
ZZZ and χ

(4)
e f f ∝ χ

(4)
ZZZZZ . For

the case of Re-complex on gold surface, we derived the equation of χ
(2)
ZZZ and χ

(4)
ZZZZZ , by taking

a uniform distribution in the in-plane rotation and twist angles, and can be written explicitly as

Eq.7.7 and Eq.7.8

By substituting Eq.7.7 and Eq.7.8 into Eq.7.3 and using the numerical value of hyperpo-

larizabilities calculated by density functional theory (DFT) (B3LYP/LANL2TZ basis set, details

in supporting information),[277] we derived the numerical relationships between χ
(2)
ZZZ,1 / χ

(2)
ZZZ,2 ,

χ
(4)
ZZZZZ,1 / χ

(4)
ZZZZZ,2 and D1, D2. We found that D1 = 0.364 ± 0.008 and D2 = 0.14 ± 0.02.

Next, we used the measured D1 and D2 to extract all the qualified (θ0, σ) pairs from the

D1 and D2 surfaces. With D1 = 0.364 and D2 = 0.14, we drew two planes that were parallel to the

θ0-σ plane at D’= 0.364 and D”= 0.14 to intersect the D1 and D2 surfaces (Figure 7.6a and b),

respectively. The projections of intersecting lines on the θ0-σ plane represent the qualified (θ0, σ)

pairs that have D1=D’ and D2=D” (Figure 7.6c, the projections of both intersecting lines on the

θ0, σ plane), and the results agree with our previous statement that there are many combinations

of (θ0, σ) pairs to match a single D1 value. However, there is only one intersection point (θ0=53◦,

σ=5◦) between the intersecting lines of D1 and D2 that represents the unique (θ0, σ) pair that

satisfies both D1=D’ and D2=D”.

When taking into account the uncertainty of measured D1 and D2, the projected inter-

secting lines of D1 and D2 become stripes on the θ0-σ plane. Thus the unique intersection point

turns into an intersection region, shown as the shaded area in Figure 4d. As a result, θ0 was

found to be in the region of 52-57◦, while the range of σ was different for each θ0 value. The

maximum uncertainty of σ is ±4◦, when θ0 is about 53.4◦. This result of θ0=53◦, σ=5◦ suggests

that the Re-complex forms a well-ordered layer. In this case, if assuming a narrow orientational

distribution, the mean tilt angle is calculated to be 53◦, same as what is determined by our new

method, but the orientational distribution information is missing. Most recently, the Lian, Batista

and Kubiak research groups studied the orientation of the same molecule self-assembled on a gold
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Figure 7.6: Determination of the unique (θ0, σ) pair for D1=0.364 and D2=0.14. D’=0.364
plane in D1 surface (a) and D”=0.14 plane in D2 surface (b). The region of qualified (θ0, σ)
pairs for D1 = 0.364 ± 0.008 and D2 = 0.14 ± 0.02 is marked in (d)
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surface using a combination of 1D VSFG and DFT simulation, and the angle between the plane

of the bi-pyridine ligand and surface normal was found to be 63◦.[221] However, no information

about orientation heterogeneity was reported.

The well-ordered monolayer revealed by our work indicates that there is one energetic

favorable orientation for all the Re-complex on the gold surface. Because HD 2D VSFG measures

a large ensemble average of interfacial molecules, under the ergodic condition, we can conclude

that the Re-complexes undergo very small orientation fluctuations over time and are relatively

rigid. This could be originated from that the Re-complexes use very short CN groups as the

anchoring moieties. Short anchoring groups are often used to increase charge transfer rate, by

reducing the electrode-catalysts distance, but they could lead to little flexibility for the catalysts to

sample various orientations, as observed from our measurement. It is important for catalysts to be

flexible to accommodate different conformations to facilitate reactions.[213] Thus, an optimized

anchoring group selection could exist to balance the charge transfer rate, and the flexibility of

catalysts. Our work shows the potential of using HD 2D SFG to assess the flexibility of the

surface catalysts.

Although the orientaional distribution of the Re-catalysts studied here is narrow and the

mean tilt angle measured using HD 2D VSFG is essentially the same as the result from heterodyne

1D VSFG when a narrow distribution is assumed, we note that the discrepancy of the mean tilt

angle determined by using our method and the 1D SFG method can be large. For instance, in a

hypothetical scenario, when D1=0.415 is measured and the narrow distribution is assumed, the

calculated mean tilt angle is 50◦. However, if, with the same sample, D2=0.23, then the angle

would be 67◦ with distribution of 27◦, which means that the angle determined from the narrow

distribution assumption has a systematic error of 25%.

There are three important aspects that are influential to the orientation heterogeneity

measurement. First, to properly measure surface molecular orientation heterogeneity, it is

important to implement heterodyne detection, rather than homodyne detection. In heterodyne and
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homodyne detections, the measured 2D VSFG signals can be expressed as:[98]

Sheterodyne ≈ E2DSFG ·ELO ∝ χ
(4)
e f f

Shomodyne ≈ E2DSFG ·E1DSFG ∝ χ
(4)
e f f ·χ

(2)
e f f

(7.13)

When heterodyne detection is used, the measured signal is proportional to χ
(4)
e f f , but

when homodyne detection is used, the 1D VSFG signal essentially acts as a local oscillator to

heterodyne the 2D VSFG signal. Therefore, the measured signal is proportional to χ
(4)
e f f ×χ

(2)
e f f

. As a result, it is difficult to disentangle these two terms and determine the χ
(4)
e f f ratio from

homodyne 2D VSFG.

Second, the values of D1 and D2 are the keys to retrieving an accurate (θ0, σ) pair, which

is affected mostly by the signal-to-noise ratio (S/N) in the measurements. This becomes most

apparent when σ is relatively large, making both D1 and D2 converge and a small change in

the D values could lead to a large difference. In our measurements, the S/N of HD 2D VSFG

is about 20, which leads to the same order of magnitude of uncertainty in the spectral fitting

mentioned above. Therefore, the experimental noise does not lead to additional uncertainty in the

orientation heterogeneity measurements. We note, however, that the relation between D1 and D2

is restricted. For instance, a Gaussian distribution requires that D1
2 ≤ D2 ≤ D1. This relation has

to be satisfied if a Gaussian distribution is appropriate to describe the orientation heterogeneity of

the interfacial molecules; otherwise, other models have to be proposed.

Third, another source of uncertainty comes from the value of hyperpolarizability. Here,

we used high level DFT calculations to determine the hyperpolarizability, which is a common

approach used in Raman and 1D VSFG spectroscopic studies.[281–286] The accuracy of hyper-

polarizability and the resulted (θ0, σ) pair depends on the choice of basis sets. To evaluate that,

we tested basis sets at different levels. The results of hyperpolarizability, Raman depolarization
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ratio, and corresponding (θ0, σ) pair is summarized in Table 7.4. We found the calculated hyper-

polarizability converges to a level where the variation of hyperpolarizabilities from different basis

sets does not make significant changes to the (θ0, σ) pair. Another alternative for determining

hyperpolarizability is to derive it from the experimental Raman depolarization ratio.[257] How-

ever, this method is limited to symmetric vibrational modes with perfect C3v or C∞ symmetry.

Since the vibrational modes of Re-complex studied here do not have a perfect C3v symmetry,

the Raman depolarization approach cannot be directly applied for our study. Nevertheless, a

comparison between the experimental measured and the DFT calculated depolarization ratios

could indicate the accuracy of the hyperpolarizability calculation. In our work, we found that the

B3LYP/LanL2TZ functional/basis set calculates the depolarization ratio of the A’(1) and A’(2)

modes to be 0.34 and 0.50, respectively, which matches with the experimental measured ratios

- 0.44 and 0.55, best. (Table 7.4) Therefore, we chose to report the orientation heterogeneity

determined from B3LYP/LanL2TZ as our best result. Further investigations of determining

hyperpolarizabilities of complex molecules that are lack of rigorous symmetries is important, in

order to accurately determine molecular heterogeneity, but it is out of the scope of this initial

report.

7.5 Conclusions

The method in this work can be applied broadly to determine the orientation heterogeneity

of interfacial molecules in systems consisting of water, solid state materials and biological

molecules, many of which have been investigated by HD 2D VSFG spectroscopy.[96, 99, 101,

218, 274, 275, 287, 288] Therefore, the orientation analysis presented here can be directly applied

to these spectral regimes. In addition, since only the diagonal cuts of HD 2D VSFG are analyzed

to obtain the orientation heterogeneity, in principle, the same method can be applied to IR

pump-SFG probe experiments[273] when there is no coupling between vibrational modes. This
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Table 7.4: D1, D2, θ0 and σ Determined Using Different Functionals and Basis Sets

Experimental
value

B3LYP/
LanL2TZ

B3LYP/
Def2QZVP

B3LYP/
Def2TZVP

M06L/
LanL2TZ

M06L/
Def2QZVP

ρA’(1) 0.44 0.35 0.32 0.33 0.33 0.30

ρA’(2) 0.55 0.50 0.49 0.50 0.51 0.51

D1 — 0.364 0.335 0.337 0.336 0.331

D2 — 0.14 0.13 0.13 0.14 0.12

θ0 — 53◦ 56◦ 56◦ 58◦ 56◦

σ — 5◦ 9◦ 9◦ 12◦ 7◦

extension enables the orientation heterogeneity measurement by a more established technique

than HD 2D VSFG.

In summary, we demonstrate that the orientation heterogeneity of molecules at interfaces

can be determined using HD 2D VSFG. In particular, we studied the monolayer of Re(4,4’-

dicyano-2,2’-bipyridine)(CO)3Cl on a gold electrode and found that it forms a fairly ordered

structure, which has implications to the surface structure-function relationships. This new

advancement solves the long-standing “magic angle” challenge in 1D VSFG spectroscopy. With

the growing popularity of HD 2D VSFG spectroscopy in the surface science community,[74, 94,

96, 98, 99, 101, 104, 106, 218, 274–276, 287, 288] this new method will contribute significantly

in determining the molecular conformations at interfaces.

Chapter 7, in full, is a reprint of the material as it appears in The Journal of Physical

Chemistry C, 2016. Zhiguo Li; Jiaxi Wang; Yingmin Li; Wei Xiong, American Chemistry Society,

2016. The dissertation author was the primary investigator and author of this paper.
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Chapter 8

Ultrafast Intercavity Polariton Nonlinear

Interactions

8.1 Introduction

Polaritons—quasiparticles formed by photon cavity modes strongly coupling to molecular

modes, are unique because polaritons possess not only both photon and molecular characters, but

also a combination of them which can lead to novel properties that is exclusive to polaritons, e.g.

room temperature condensations. Because of these unique properties, polaritons have potentials

for ultrafast optical switches,[289] quantum communication,[290] and nonlinear interactions

between polaritons are the key components for realization. Here, by taking advantages of both

the delocalization of photon cavity modes and nonlinearity of molecular modes, e.g. a portion

of molecules are coupled to multiple cavity modes adjacent to each other, we achieve nonlinear

interactions between polaritons residing in adjacent cavities, referred as intercavity nonlinear

interactions of polaritons. Thus, the intercavity nonlinear interaction between polariton is another

novel property due to the combination of photon and molecule characters. Intercavity nonlinear

interaction of polariton is desirable because it can enable interplay between independent cavities,
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critical for propagating information on ultrafast time scale, and mimicking anharmonic interaction

terms in quantum simulations, e.g. Hubbard-Mott Hamiltonian.[290, 291]

8.2 Methods

8.2.1 Fabrication of Dual Cavity Optical Mirror

In order to generate two cavity modes with certain frequency difference, two different

path lengths need to be achieved within one pair of cavity mirror. A checkerboard pattern

is designed and fabricated on CaF2 window using photolithography, followed by sputtering

deposition of a layer of ZnO and life-off of ZnO deposited on photoresist, thus leaving behind

a layer of checkerboard patterned ZnO on CaF2. Dielectric coatings are deposited to both flat

CaF2 window and CaF2 window with patterned ZnO layer to obtain ≈96% reflectivity at around

5um wavelength. In this work, a dielectric coated flat CaF2 and a dielectric coated CaF2 with

patterned ZnO (≈300nm) are used in pair to generate dual cavity modes separated by ≈30 cm−1

at 5um. The frequency separation between the dual cavity modes can be tuned by varying the

thickness of ZnO layer.

8.2.2 Sample Preparation

The W(CO)6 (Sigma-Aldrich) /dual-cavity system is prepared in an IR spectral cell (Har-

rick) containing one flat dielectric CaF2 mirror and one checkerboard patterned dielectric CaF2

mirror described as above, separated by a 12.5 µm Teflon spacer and filled with W(CO)6/hexane

solution. The regular W(CO)6 /cavity system is prepared in the same way in an IR spectral cell

with two flat dielectric CaF2 mirrors.
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8.2.3 2D IR Spectrometer for Microcavity Systems

Two-dimensional infrared (2D IR) spectroscopy is applied to investigate the light-matter

interaction of a W(CO)6/microcavity system as described in Section 3.1. Briefly, a pump-probe

geometry is adopted where three IR pulses interact with sample systems. The first IR pump

pulse and probe pulse generate two coherent states in the system in t1 and t3, respectively, which

will later be Fourier transformed to frequency domain as w1 (pump frequency) and w3 (probe

frequency). The second IR pump pulse put the system in a population state during t2. All 2D IR

spectra in this work is taken at t2 = 40ps to avoid interference between pump and probe pulses.

One special requirement for this experiment is that the rotation axis of the stage needs to be

parallel to the incidence plane formed by the pump and probe beams. In this way, we ensure that

the in-plane wavevectors, k‖, of pump and probe pulses are the same (Figure 8.1). The particular

k‖ value the of pump and probe beams are determined by checking the 1D transmission polariton

spectra of the pump and probe pulses before and after 2D IR acquisitions.

Figure 8.1: Illustration of configuration of IR pulses and sample cell in a microcavity system.
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8.3 Results and Discussion

Molecular modes are a source of optical nonlinearity, but it is microscopic and local. On

the other hand, photon cavity modes can be macroscopic and delocalized, but photons are lack

of nonlinearity. The key idea for achieving delocalized optical nonlinearity, what we refer as

intercavity polariton nonlinear interactions is to combine molecular nonlinearity with delocalized

cavity modes. For example, a cavity would interact laterally to the neighboring cavities through

delocalized evanescent wave. As a result, the molecular modes in the overlapping volumes

between cavities can enable nonlinear interactions between polaritons in these cavity sites.

The design of experiment and FP cavity matrices is shown in Figure 8.2a and b: a

checkerboard matrix is composed by individual square shape FP cavities, where cavities with

two thickness alternates between each other. Therefore, cavities with two distinct transition

frequency are aligned next to each other. The key idea for achieving intercavity polariton nonlinear

interactions is: Through evanescent wave a cavity could couple laterally to the neighboring

cavities, and therefore a shared molecular anharmonicity would enable nonlinear interactions

between cavity sites. We used photolithography and lift-off methods to fabricate the checkerboard

cavity matrix and an example SEM image of the cavity mirror is shown in Figure 8.2b, to show

the shape and boundary of squares that define individual FP cavities. From experiments, we found

the optimized cavity lateral dimension is 50 microns, which ensures a strong enough coupling

between neighboring cavities, but not too strong to make the neighbor cavities indistinguishable.

From linear IR transmission spectrum, two sharp cavity transitions can be identified at 1970 and

2000 cm−1 (bottom, Figure 8.2b), agreeing with expected cavity resonance separation.

We prepared the polariton systems by encapsulating a 40 mM W(CO)6 in hexane solution

in the coupled-cavity matrix. W(CO)6 has a strong asymmetric stretch vibrational mode at 1983

cm−1, and therefore is ideal for forming polaritons in the IR regime. From a naive perspective,

if the molecular vibrational modes couple to the two cavity modes simultaneously, we would
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Figure 8.2: a) Cartoon of dual cavity and 2D IR pulse sequence. b) Two proposed paths of
photons in a dual cavity c) Energy diagram of polariton modes formed by coupling of W(CO)6
and dual cavity. d) Experimental and simulated linear IR of polaritons.

expect a system composed by three polaritons, and therefore three IR peaks. However, the linear

IR spectrum of the coupled-cavity polariton shows a surprising four-peak feature (blue trace

in Figure 8.2d). It seems to indicate that the molecular vibration couples to the two cavities

separately, each forming two pairs of polaritons to compose the total four peaks. For example, the

polariton of checkerboard cavity matrix can be view as a sum of two pairs of polaritons from two

cavities at different detunings, e.g. UP1 and LP1 are from cavity A, and UP2 and LP2 are from

cavity B. To test this idea, we use regular FP cavities to prepare two polariton systems separately,
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with one matching the corresponding Rabi splitting and detuning of UP1 and LP1, and the other

one matching UP2 and LP2 peaks (top two panels in Figure 8.2d). Then, we simply add the two

spectra together, and compare the summed spectrum with the spectrum of the coupled-cavity

polaritons. While the polariton positions match well with the coupled-cavity polaritons, the

intensities do not (third panel in Figure 8.2d). Thus, it indicates that the coupling scenario of the

coupled-cavity polaritons is neither molecular vibrations couple to two cavities simultaneously

and equally, nor couples to them separately. We note the widely-used semiclassical model can

reproduce the position and intensities of polariton peaks of these regular cavities very well (model

1 [292] (Eq. 8.1), dashed line in top two panels Figure 8.2d).

Tmodel1(ν) =
T 2e−αL

1+R2e−2αL−2Re−αL cos(4πnLν+2ϕ)
(8.1)

where, Tmodel1 describes the polaritons in a Fabry-Perot cavity, α and n is the frequency

dependent absorption coefficient and refractive index of the material within the cavity, reflectivity,

whereas T, R, L, and ϕ is the transmission, reflectivity, thickness, and phase shift of the cavity.

However, the existing semiclassical model (model 1) would only reproduce the polariton

peak positions, but not the peak intensity of coupled-cavity polaritons, and a new model that can

take into account the subtle coupling between cavities is necessary. This new model (model 2

in Figure 8.2d) shows that it is necessary to include a photon hopping process to describe the

delocalization of cavity modes between sites, which couple cavities together. The essence of

the new model is described in upper panel of Figure 8.2b: Upon entering cavity A, after a few

round trips, photons can hop to cavity B, subsequently alter the mode and interact with molecular

vibrations in cavity B (Path A). An alternative path (Path B) also should exist. In this model, the

semi-classical description of cavity polariton evolve into Eq. 8.2
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Tmodel2 =[
T1e(−

1
2 αL1)

1−R1ei∆ϕ1−αL1
(1−Rn

1e−nαL1+in∆ϕ1)+

√
T1T2e−

1
2 αL1

1−R2ei∆ϕ2−αL2

(Rn−1
1 e−(n−1)αL1+i(n−1)∆ϕ1R2e−αL2+i∆ϕ2)]2

(8.2)

where, Tn, Rn, Ln, and ϕn are transmission, reflectivity, cavity thickness, and phase shift

of cavity n, respectively, whereas α is the absorptive coefficient of molecules, and n represents

the number of round trips before photon hopping to the adjacent cavity. Using model 2, we

can reproduce the experimental measurements much better than the model 1 (bottom panel of

Figure 8.2d). We find the measured linear IR spectra are in fact a combination of two sets of

cavity polaritons: one set having photon entering cavity A first and then hop to cavity B (Path

A), whereas the other one has the reversed entrance and exit (Path B) (Figure 8.2d). We notice,

because of photon hopping, under model 2, in each cavity polariton set, there are three polariton

peaks, instead of two (bottom panel of Figure 8.2d). The agreement between the simulated results

of model 2 and experimental linear IR spectra suggest that it is important to include cavity mode

delocalization in the semiclassical model to proper account the degrees of coupling between the

adjacent cavities.

Next, we examine nonlinear interactions of the coupled-cavity matrix, by conducting 2D

IR spectroscopy on the coupled-cavity polariton system. 2D IR measures the third order nonlinear

response function of the systems of interests. The pulse sequence described in Figure 8.2a excites

two vibrational coherences at various time incidences, and therefore can track the interaction

and dynamics of vibrational quantum states of the systems. For example, when two modes are

coupled to each other, e.g. through mechanical or electrostatic coupling, or sharing the same

ground states, cross peaks appear at the corner defined by the resonance frequency of the two

coupled modes. Thus, it is an ideal way to probe nonlinear interaction between polaritons in

adjacent cavities.
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Figure 8.3: a) 2D IR of W(CO)6/hexane in two uncoupled cavities (regular cavity A+B). b) 2D
IR of W(CO)6/hexane in coupled dual cavity. c) Pump spectral cuts of 2D IR in a) at UP1 and
LP1. d) Pump spectral cuts of 2D IR in b) at UP1 and LP1 show cross peak features.

2D IR spectra of the coupled-cavity polariton systems show clear cross peaks (taken at t2

= 40 ps, labeled in dotted green squares in Figure 8.3b and by arrows in Figure 8.3d), indicating

that polaritons in adjacent cavities interact with each other. For example, the peak at 2010, and

1995 cm−1 is generated by pumping at UP1, and subsequently perturbing the polariton transition

at UP2. To ensure the observed cross peaks are not because of other processes, we also performed

2D IR measurements of the two detuned regular FP cavities separately, and added their spectra

together to simulate polaritons in two uncoupled cavities (Figure 8.3a and c). We find no cross

peaks in this scenario, indicating lack of intercavity polariton nonlinear interactions.

To further extract quantitative insights, we take spectral cut of the 2D spectra at specific

ω1, which corresponds to pump probe spectra by pumping at specific quantum state at ω1, and

simulate the spectral cuts using model 2. In our and others’ pervious publications,[292, 293] we
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have revealed the origin of nonlinear signal of polariton system: the derivative signal near UP is

due to Rabi splitting contractions, whereas the strong absorptive feature is originated from the

overtone absorption of the dark modes in the cavity. Similar approach can be taken here, but using

the modified semi-classical model 2 with photon hopping. To simulate the spectral cuts, aside

from simulating the regular linear spectra, which equals to spectra with no IR pump, we also

simulate another spectrum with a certain ground state population lifted to the excited vibrational

states, to mimic the effect of an IR excitation. Then we take the difference of the two spectra to

simulate pump probe spectra, equivalent to a 2D IR spectral cut at specific ω1. The simulated

spectra match with the experimental results reasonably well, capturing the derivative features on

the UP side as well as double absorptive features in the LP side (Figure 8.4a is spectral cut at

ω1=1970 cm−1, simulation of other spectral cuts are in Supplemental Materials). There are two

peaks (at 1995 and 1955 cm−1 respectively) in the spectral cuts that could be the signatures of

nonlinear interaction. However, as indicated from simulation, a signal from 2→3 transition of the

dark modes can significantly contribute to the 1955 cm−1 peak, and therefore, only 1995 cm−1

peak is purely originated from nonlinear interactions between cavity polaritons (labeled by green

arrow in Figure 8.3d).

The simulated 2D spectral cut can be decomposed into contributions from cavity A and

B paths, to further learn the origin of the nonlinear interaction. It shows that the cross peak at

1995 cm−1 is mainly due polaritons of cavity B path (purple trace in Figure 8.4a), indicating

a significant contribution to the nonlinear interaction coming from creating nonequilibrium

molecular populations that interact with cavity B. However, because the spectral cut is a result of

pumping the LP1 peak of cavity A, this result reflects that while LP1 is excited, a portion of these

excited molecular population of LP1 resides in the overlapping volume between cavity A and B,

and this shared excited molecular states generates a nonlinear response of polaritons in cavity B.

Further analysis indicates that both cavity delocalization and molecular nonlinearity are

the key ingredients in generating intercavity nonlinear interactions between polaritons. To see
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this, we turn off either of cavity delocalization or molecular nonlinearity (Figure 8.4b). When

delocalization (hopping) is turned off, a spectrum similar to single cavity polaritons is created,

and when molecular nonlinearity is off by setting anharmonicity to be zero, there is simply know

nonlinear signals, because 2D IR measures only nonlinear optical responses. Only when both

cavity delocalization and molecular nonlinearity co-exists, the experimental spectral signatures

are well reproduced.

Lastly, we investigate how the intercavity polariton nonlinear interaction can be manip-

ulated by molecular concentration and thereby Rabi splitting. It is found that the cross peak

becomes stronger as concentration (coupling strength or Rabi splitting) is increased (Figure

8.4c), which indicates stronger nonequilibrium population in polariton of Path B is created, when

transitions of polariton from Path A is excited. In other words, as Rabi splitting becomes larger,

there are more shared molecular anharmonicity. In other words, as Rabi splitting becomes larger,

more molecules are shared between cavity A and B. This trend is supported by a simply coupled

oscillator model, in which each cavity strongly couples to the vibrational modes in its own

volume, and weakly couples to the vibrational modes from adjacent cavity, through evanescent

wave or photon hopping. When molecular concentration is increased, the coupling strength is

enhanced, making the polariton modes contains more wavefunctions from molecular vibrations

of the adjacent cavity and therefore more shared molecular anharmonicity. Therefore, controlling

Rabi splitting would be critical for engineering intercavity polariton nonlinear interactions.

8.4 Conclusions

The demonstrated intercavity nonlinear interaction between polaritons is exclusively a

result of joint merits of delocalization of cavity modes, e.g. photon hopping, and molecular

nonlinearity. By combining the advantages of cavity and molecular modes, a unique new

property is created which does not exist in neither mode by themselves, demonstrating that
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Figure 8.4: a) Experimental (blue) and simulated (red) spectral cut at LP1. b) Simulated cut
spectrum with hopping (green), anharmonicity (yellow), hopping and anharmonicity (red). c)
Experimental spectral cuts at LP1 of different W(CO)6 concentrations (coupling strengths).

polariton can processes “the best of both worlds”. More sophisticated photonic structures beyond

this simple checkerboard coupled-cavity matrix can be designed to enhance the intercavity
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nonlinear interaction. This demonstration adds spatial dimension into the parameter space for

manipulating polariton nonlinear interactions. Using this initial demonstration as a foundation,

further developments in demonstrating sophisticated operations, e.g. phase control, and nonlinear

interaction over a longer distance, will push IR polariton into exciting applications, e.g. IR based

chemical sensing, photonic circuitry and quantum information on a “2D chip”.

Chapter 8, in full, is currently being prepared for submission for publication of the

material. Jiaxi Wang; Bo Xiang; Wei Xiong. The dissertation author was the primary investigator

and author of this paper.
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Chapter 9

Conclusions and Outlook

2D IR spectroscopy for samples in solution is an established method in time-resolved

spectroscopy. After almost two decades of technological development, 2D IR is capable of

routinely resolving, for instance, ultrafast conformational changes,[30, 136, 175] structural

diversity of biomolecules,[34, 294] drugbinding to enzymes.[295] Despite 2D IR has been used

successfully for studying ultrafast conformation exchanges of organometallic compounds, our

works have shown for the first time a kinetically stabled unsaturated compound being investigated,

and the first observation of an ultrafast dynamic equilibrium involving two distinct structural

isomers and the intermediate connecting them. Surprisingly, these relatively large transition metal

complex undergoes isomerization at rates comparable to the rotational isomerization reactions of

small organic molecules, irrespective to the presence of bulky ligands at outer spheres. We have

also used 2D IR to observed the intercavity polariton-polariton ultrafast nonlinear interaction

for the first time, which is essential in realizing optical switches, quantum communication and

information.

Furthermore, we demonstrate that the surface specific version of 2D IR — 2D SFG

is a powful tool for studying the structural orientation and dynamics for samples at surfaces

and interfaces. We show that the orientation heterogeneity of molecules at interfaces can be
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determined using HD 2D VSFG. In particular, we studied the monolayer of Re(4,4’-dicyano-2,2’-

bipyridine)(CO)3Cl on a gold electrode and found that it forms a fairly ordered structure, which

has implications to the surface structure-function relationships, and porposed a new method will

contribute significantly in determining the molecular conformations at interfaces. We have also

shown by simulating the 2D lineshape that the different homogeneous broadening experienced

by different vibraional modes is due to the substrate-absorbate interaction through image dipole

on gold surface, which is highly sensitive to the relative distance of the vibrational modes to the

surface.

To conclude, the range of future applications for ultrafast 2D vibrational spectroscopy

is very broad and the possible impact of the methods can hardly be overrated. In particular, 2D

vibrational spectroscopy at surfaces has opened up a completely new way of measuring ultrafast

dynamics and spectral correlations in highly interesting and relevant samples since the initial

reports about 10 years ago.[98, 102, 140] Among the most interested examples are related to

vibrational dynamics in catalysis — photocatalysis and electrocatalysis,[63, 296–300] including

potential applications regarding, e.g. water splitting,[66, 300–303] CO2 reduction,[304–306] or

wastewater treatment.[297, 307, 308] Surface sensitive 2D vibrational spectroscopy has great

potential applicaiton in help establishing a correlation of the sample performance with in situ

structural and dynamic information, which is key to gain a fundamental understanding of the

systems and the underlying catalytic mechanisms.
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[3] Khalil, M.; Demirdöven, N.; Tokmakoff, A. Coherent 2D IR Spectroscopy: Molecular
Structure and Dynamics in Solution. The Journal of Physical Chemistry A 2003, 107,
5258–5279.

[4] Mukamel, S. Multidimensional Femtosecond Correlation Spectroscopies of Electronic and
Vibrational Excitations. Annual Review of Physical Chemistry 2000, 51, 691–729.

[5] Jonas, D. M. Two-Dimensional Femtosecond Spectroscopy. Annual Review of Physical
Chemistry 2003, 54, 425–463.

[6] Ernst, R. R.; Bodenhausen, G.; Wokaun, A. Principles of nuclear magnetic resonance in
one and two dimensions; 1987.

[7] Aue, W. P.; Bartholdi, E.; Ernst, R. R. Two-dimensional spectroscopy. Application to
nuclear magnetic resonance. The Journal of Chemical Physics 1976, 64, 2229–2246.

[8] Woutersen, S.; Hamm, P. Nonlinear two-dimensional vibrational spectroscopy of peptides.
2002, 14, R1035–R1062.

[9] Mukamel, S.; Piryatinski, A.; Chernyak, V. Two-Dimensional Raman Echoes: Fem-
tosecond View of Molecular Structure and Vibrational Coherence. Accounts of Chemical
Research 1999, 32, 145–154.

[10] CHO, M. Advances in Multi-Photon Processes and Spectroscopy; WORLD SCIENTIFIC,
1999; Vol. Volume 12; pp 229–300.

[11] Fourkas, J. T. HIGHER-ORDER OPTICAL CORRELATION SPECTROSCOPY IN
LIQUIDS. Annual Review of Physical Chemistry 2002, 53, 17–40.

[12] Tominaga, K.; Maekawa, H. Investigation of Two-Dimensional Vibrational Spectrum by a
Diagrammatic Approach. Bulletin of the Chemical Society of Japan 2001, 74, 279–286.

117



[13] Underwood, D. F.; Blank, D. A. Ultrafast Solvation Dynamics: A View from the Solvent’s
Perspective Using a Novel Resonant-Pump, Nonresonant-Probe Technique. The Journal of
Physical Chemistry A 2003, 107, 956–961.

[14] Tanimura, Y.; Mukamel, S. Two-dimensional femtosecond vibrational spectroscopy of
liquids. The Journal of Chemical Physics 1993, 99, 9496–9511.

[15] Kubarych, K. J.; Milne, C. J.; Lin, S.; Astinov, V.; Miller, R. J. D. Diffractive optics-based
six-wave mixing: Heterodyne detection of the full χ(5) tensor of liquid CS2. The Journal
of Chemical Physics 2002, 116, 2016–2042.

[16] Zhao, W.; Wright, J. C. Spectral Simplification in Vibrational Spectroscopy Using Doubly
Vibrationally Enhanced Infrared Four Wave Mixing. Journal of the American Chemical
Society 1999, 121, 10994–10998.

[17] Zhao, W.; Wright, J. C. Doubly Vibrationally Enhanced Four Wave Mixing: The Optical
Analog to 2D NMR. Physical Review Letters 2000, 84, 1411–1414.
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[124] Grevels, F.-W.; Kerpen, K.; Klotzbücher, W. E.; McClung, R. E. D.; Russell, G.; Viotte, M.;
Schaffner, K. Journal of the American Chemical Society 1998, 120, 10423–10433.

[125] Cohen, B.; Weiss, S. IR lines broadened by chemical exchange. The Journal of Chemical
Physics 1980, 72, 6804–6804.

[126] Cohen, B.; Weiss, S. Reply to a comment by Weston on “IR lines broadened by chemical
exchange”. The Journal of Chemical Physics 1981, 74, 3635–3635.

[127] Cohen, B.; Weiss, S. Solvent effects on the i.r. spectrum of acetylacetone and of 1,2-
dichloroethane. Spectrochimica Acta Part A: Molecular Spectroscopy 1988, 44, 529 –
531.

[128] Johnston, V. J.; Einstein, F. W. B.; Pomeroy, R. K. The new binary carbonyl tetraos-
mium tetradecacarbonyl: an example of carbonyl exchange on the infrared time scale.
Organometallics 1988, 7, 1867–1869.

[129] Balch, A. L.; Miller, J. 1,2-Dithiolene complexes of ruthenium and iron. Inorganic Chem-
istry 1971, 10, 1410–1415.

[130] Bernal, I.; Clearfield, A.; Epstein, E. F.; Ricci, J. S.; Balch, A.; Miller, J. S. Isomeric con-
formations in a pentaco-ordinated ruthenium compound; crystal and molecular structures
of the orange and violet isomers of (Ph3P)2[(CF3)2C2S2]Ru(CO). Journal of the Chemical
Society, Chemical Communications 1973, 39–40.

[131] Hoffman, P. R.; Caulton, K. G. Solution structure and dynamics of five-coordinate d6
complexes. Journal of the American Chemical Society 1975, 97, 4221–4228.

[132] Zheng, J.; Kwak, K.; Fayer, M. D. Ultrafast 2D IR Vibrational Echo Spectroscopy. Accounts
of Chemical Research 2007, 40, 75–83.

[133] Anna, J. M.; Ross, M. R.; Kubarych, K. J. Dissecting Enthalpic and Entropic Barriers
to Ultrafast Equilibrium Isomerization of a Flexible Molecule Using 2DIR Chemical
Exchange Spectroscopy. The Journal of Physical Chemistry A 2009, 113, 6544–6547.

[134] Nilsen, I. A.; Osborne, D. G.; White, A. M.; Anna, J. M.; Kubarych, K. J. Monitoring
equilibrium reaction dynamics of a nearly barrierless molecular rotor using ultrafast
vibrational echoes. The Journal of Chemical Physics 2014, 141, 134313.

126



[135] Eckert, P. A.; Kubarych, K. J. Dynamic Flexibility of Hydrogenase Active Site Models
Studied with 2D-IR Spectroscopy. The Journal of Physical Chemistry A 2017, 121, 608–
615.

[136] Cahoon, J. F.; Sawyer, K. R.; Schlegel, J. P.; Harris, C. B. Determining Transition-State
Geometries in Liquids Using 2D-IR. Science 2008, 319, 1820.

[137] Roberts, S. T.; Ramasesha, K.; Tokmakoff, A. Structural Rearrangements in Water Viewed
Through Two-Dimensional Infrared Spectroscopy. Accounts of Chemical Research 2009,
42, 1239–1249.

[138] Anna, J. M.; Kubarych, K. J. Watching solvent friction impede ultrafast barrier crossings:
A direct test of Kramers theory. The Journal of Chemical Physics 2010, 133, 174506.

[139] Lee, K.-K.; Park, K.-H.; Joo, C.; Kwon, H.-J.; Han, H.; Ha, J.-H.; Park, S.; Cho, M.
Ultrafast internal rotational dynamics of the azido group in (4S)-azidoproline: Chemical
exchange 2DIR spectroscopic investigations. Chemical Physics 2012, 396, 23–29.

[140] Rosenfeld, D. E.; Gengeliczki, Z.; Smith, B. J.; Stack, T. D. P.; Fayer, M. D. Structural
Dynamics of a Catalytic Monolayer Probed by Ultrafast 2D IR Vibrational Echoes. Science
2011, 334, 634.

[141] Rosenfeld, D. E.; Nishida, J.; Yan, C.; Kumar, S. K. K.; Tamimi, A.; Fayer, M. D. Structural
Dynamics at Monolayer–Liquid Interfaces Probed by 2D IR Spectroscopy. The Journal of
Physical Chemistry C 2013, 117, 1409–1420.

[142] Kiefer, L. M.; Kubarych, K. J. Solvent-Dependent Dynamics of a Series of Rhenium
Photoactivated Catalysts Measured with Ultrafast 2DIR. The Journal of Physical Chemistry
A 2015, 119, 959–965.

[143] King, J. T.; Anna, J. M.; Kubarych, K. J. Solvent-hindered intramolecular vibrational
redistribution. Physical Chemistry Chemical Physics 2011, 13, 5579–5583.

[144] King, J. T.; Ross, M. R.; Kubarych, K. J. Water-Assisted Vibrational Relaxation of a Metal
Carbonyl Complex Studied with Ultrafast 2D-IR. The Journal of Physical Chemistry B
2012, 116, 3754–3759.

[145] Fedoseeva, M.; Delor, M.; Parker, S. C.; Sazanovich, I. V.; Towrie, M.; Parker, A. W.;
Weinstein, J. A. Vibrational energy transfer dynamics in ruthenium polypyridine transition
metal complexes. Physical Chemistry Chemical Physics 2015, 17, 1688–1696.

[146] Krespan, C. G. Bis-(polyfluoroalkyl)-acetylenes. IV. Fluorinated Dithietenes and Related
Heterocyclic Compounds From Bis-(polyfluoroalkyl)-acetylenes and Sulfur1. Journal of
the American Chemical Society 1961, 83, 3434–3437.

[147] Neese, F. An improvement of the resolution of the identity approximation for the formation
of the Coulomb matrix. Journal of Computational Chemistry 2003, 24, 1740–1747.

127



[148] Kossmann, S.; Neese, F. Comparison of two efficient approximate Hartee–Fock approaches.
Chemical Physics Letters 2009, 481, 240–243.

[149] Neese, F.; Wennmohs, F.; Hansen, A.; Becker, U. Efficient approximate and parallel
Hartree–Fock and hybrid DFT calculations. A ‘chain-of-spheres’algorithm for the Hartree–
Fock exchange. Chemical Physics 2009, 356, 98–109.

[150] Izsák, R.; Neese, F. An overlap fitted chain of spheres exchange method. The Journal of
Chemical Physics 2011, 135, 144105.

[151] Neese, F. The ORCA program system. Wiley Interdisciplinary Reviews: Computational
Molecular Science 2012, 2, 73–78.

[152] Huzinaga, S.; Andzelm, J.; Radzio-Andzelm, E.; Sakai, Y.; Tatewaki, H.; Klobukiwski, M.
Physical Sciences Data; Elsevier, 1983; Vol. 16; p 434.
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[180] Ungváry, F.; Markó, L. Reaction of HCo(CO)4 with olefins. Effect of Co2(CO)8. 1981,
219, 397–400.
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