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Abstract 

Photodissociation and charge transfer dynamics of negative ions 
studied with femtosecond photoelectron spectroscopy 

by 

Martin Thomas Zanni 

Doctor of Philosophy in Chemistry 

University of California, Berkeley 

Professor Daniel M. Neumark, Chair 

This dissertation presents studies aimed at understanding the potential energy 

surfaces and dynamics of isolated negative ions, and the effects of solvent on each. 

Although negative ions play important roles in atmospheric and solution phase chemistry, 

to a large extent the ground and excited state potential energy surfaces of gas phase 

negative ions are poorly characterized, and solvent effects even less well understood. In 

an effort to fill this gap, my coworkers and I have developed a new technique, anion 

femtosecond photoelectron spectroscopy, and applied it to gas phase photodissociation 

and charge transfer processes. Studies are presented that 1) characterize the ground and 

excited states of isolated and clustered anions, 2) monitor the photodissociation dynamics 

of isolated and clustered anions, and 3) explore the charge-transfer-to-solvent states of 

atomic iodide clustered with polar and non-polar solvents. 
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Chapter 1. Introduction 

Numerous techniques have been developed in the preceding decades to probe 

chemical reactions in the gas phase.} High-resolution frequency measurements have led 

to detailed characterization of product state distributions from which the nature of the 

reactive process has been deduced,2-4 and femtosecond pump-probe experiments have 

allowed the short time transition state dynamics to be monitored directly.5 To date, most 

experiments have focused on monitoring the dynamics and charact~ri~ing the s);lrfaces of 

neutral species. Relatively little is known about the gas phase dynamics and potential 

energy surfaces of negative ions. To a large degree, this is because the majority of the 

techniques, such as laser-induced fluorescence and multiphoton ionization, cannot be 

applied to negative ions due to their extremely low gas phase number density. As a 

consequence, the majority of photodissociation studies on gas phase, negative ions have 

consisted of measuring photodissoci~tion cross sections, and in some cases, product 

branching ratios.6,7 

In light of this, it is not surprising that most information on the solvent effects of 

negative ions comes from femtosecond, condensed phase experiments.8,9 However, it is 

often difficult to distinguish between solvent effects and solute dynamics in these 

experiments, in part because the potentials and dynamics of the isolated anion are most 

often not well understood. An alternative method for studying solvent/solute effects is 

the iriitiation of reactions in gas phase clusters.6,7 Using this approach, the dynamics and 

potential energy surfaces of the isolated chromophore can be characterized, and then the 

solvent added in a stepwise fashion. In this way, the solvent effects on the bare 

chromophore are studied in a systematic manner, and the reduced number of degrees of 
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freedom allows the microscopic solvent/solute effects to be rigorously modeled. Indeed, 

this method of study often provides insight into typical condensed phase processes, such 

as caging, vibrational relaxation, solvent induced non-adiabatic curve crossing, and 

electron solvation.6,7 When these processes are studied with time-resolved techniques, 

direct comparison is readily made to the bulk condensed phase experiments. 

In this dissertation, a number of studies are presented, aimed at better 

understanding anion dynamics themselves, as well as solvent effects on the 

photodissociation and charge-transfer processes involving anions .. To thi~ end, my 

coworkers and I have developed a new technique, anion femtosecond photoelectron 

spectroscopy (FPES).lO FPES is a technique where a photodissociation, bimolecular 

chemical reaction, or charge-transfer process is initiated with a femtosecond pump pulse. 

The ensuing dynamics are monitored by photodetachment with a femtosecond probe 

pulse and the resulting photoelectron spectrum is recorded. Dynamics occurring on both 

the ground and excited states are monitored with FPES. Hence, we can observe depletion 

of the ground state, monitor excited state dynamics from the Franck-Condon region to 

asymptotic products, and determine the internal energy distributions of the anion 

products. Unlike many studies on neutral species where time-domain experiments 

complement already existing frequency measurements, the negative ion FPES 

experiments reported here reveal dynamics that cannot be obtained in any other way. 

Three broad categories of experiments are presented in this dissertation. First, 

FPES is used to monitor the photodissociation dynamics of isolated Iz -, and determine 

accurate ground and excited state potentials. These experiments have helped us develop 

our technique, and the improved potentials will aid in interpreting already 'existing cluster 

and condensed phase experiments. In a similar manner, the photodissociation dynamics 
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· of bare 13- are studied to help provide insight into the condensed phase experiments. 

Second, the solvent effects on the ground potential energy surface of h - is monitored for 

varying size 12-(Ar)n and h-(C02)n clusters, and the effects of increasing solvation on the 

dissociation dynamics in 12-(Ar)n are studied. Finally, the origin and dynamics of the 

charge-transfer-to-solvent bands that lead to electron solvation are studied in r(Xe)n and 

r(H20)n. 

The experiments are presented in the latter chapters of this dissertation. The 

following sections of this chapter describe the methodology of our technique in more 

detail, provides background on the experiments that motivated this research, and 

summarizes the experiments contained in this thesis. 

1. Anion femtosecond photoelectron spectroscopy 

In order to characterize the potentials and dynamics of gas phase anions and their 

clusters, we have developed a new technique: anion femtosecond photoelectron 

spectroscopy (FPES).l0 Prior to the work presented here, femtosecond photoelectron 

spectroscopy had been applied to the study of neutrals, 11,12 as had the related technique 

of femtosecond zero electron kinetic energy spectroscopy. 13,14 Since our original 

publication, the field has grown to include other groups studying neutrals and anions. 15-2o 

Anion FPES is a pump-probe technique where a femtosecond pump pulse triggers 

a photodissociation, bimolecular chemical reaction, or charge transfer event. After some 

time delay, a femtosecond probe pulse interrogates the sample by detaching the excess 

electron, and a photoelectron spectrum (PES) is measured. This yields a "snapshot" of 

the reaction, and by measuring the photoelectron spectrum as a function of time delay, 

the dynamics can be followed from initial excitation to asymptotic products. It is an 
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elegant method for studying negative ions and clusters because of three distinct 

advantages over techniques used to study neutral species. One advantage inherent to 

charged systems is that they are readily mass selected, a particularly important advantage 

when studying clusters since there is no ambiguity concerning the identity of the species 

under study. A second is that negative ions have low electron binding energies, and in 

most cases can be detached by a single near UV photon. This eliminates the need for 

intermediate electronic states typical in multiphoton ionization schemes, and significantly 

simplifies interpretation of the experiments. The final advantage i~ thatthe entire 

wavepacket is monitored at each time delay with a single probe pulse. Hence, dynamics 

can be studied at all points along the reaction coordinate, whereas absorption experiments 

are often limited by the tunability of the probe pulse. A disadvantage of negative ion 

experiments is their low gas phase densities. Thus, the experiments presented in this 

dissertation have only become possible with the advent of high repetition rate, high 

power, femtosecond laser systems. 

Figure 1 illustrates the methodology of the technique in more detail, using the 

photodissociation of a generic AB- diatomic as an example. In this example, the anion is 

created in its ground electronic state, excited with a femtosecond pump pulse to a 

dissociative electronic state, and monitored with a femtosecond probe pulse at various 

delay times. Unlike the pump pulse, the probe pulse has enough energy to detach the 

excess electron and project the evolving wavefunction onto the low-lying neutral states. 

The energies of the detached electrons are measured to give a time-dependent 

photoelectron spectrum. In the example of Fig. 1, detachment at early delay times will 

produce a complicated photoelectron spectrum because detachment occurs to all the 

neutral vibrational states. But at long delay times, when the wavepacket represents 
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Figure 1. Methodology of femtosecond photoelectron spectroscopy. 
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dissociated A - + B products, the spectrum will only consist of a single peak due to 

detachment of the'atomic A- species. By varying the pump-probe delay times, the 

dynamics can be monitored throughout the dissociation process. We demonstrate in 

Chapter 4 that when the neutral states are well characterized, as is often the case, the FPE 

spectra can be simulated to determine quantitative anion excited states. 

If the probe pulse has sufficient energy to detach the ground state, FPES can 

monitor ground state dynamics as well. Ground state dynamics can be a result of both 

solvent and laser induced effects. For example, in addition to the eXGjtedstate processes 

initiated by the pump pulse, higher order interactions often create a ground state 

wavepacket by resonance impulsive stimulated Raman scattering (RISRS).21 When this 

process is active, oscillations are observed in the time-dependent photoelectron spectra 

with a period inversely proportional to the u=O-l ground state frequency (Chapter 3). We 

have also demonstrated that stimulated emission pumping (SEP) can be used to 

selectively populate higher vibrational states by using an additional laser pulse that 

coherently transfers excited state population back to the ground state. In such 

experiments, frequencies lower than that of the fundamental are observed due to the 

anharmonicity of the potential. We demonstrate in Chapter 5 that by measuring the 

frequency as a function of vibrational energy, a quantitative ground state potential for h­

can be determined. Finally, cluster experiments often involve recombination and 

relaxation on the ground state, and these processes can be monitored with photoelectron 

spectroscopy as well (Chapter 7). 

Hence, FPES applied to anions is a very powerful tool for determining 

quantitative potential energy surfaces and studying cluster solvation processes. Not only 

does it incorporate the inherent mass resolution associated with anion experiments, but 
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also its probe technique, photoelectron spectroscopy, is particularly sensitive to the local 

environment of the excess electron in the cluster. As we show in later chapters of this 

dissertation, it is not limited to studies on diatomics, as presented in the above example. 

We have also used it to study the photodissociation of apolyatomic (Chapter 8), initiate 

and probe bimolecular reactions,22 and study the charge transfer processes associated 

with detachment of r in size-selected clusters (Chapters 9 & 10). In the latter 

experiments, the photoelectron spectra monitor the excess electron as it becomes trapped 

and solvated by cluster rearrangement. 

2. Solvent/solute effects on photodissociation dynamics 

Our interest in the solvent effects associated with photodissociation dynamics has 

been spurred by a number of insightful experiments on neutral and negative ion systems 

in both the gas and condensed phases. A landmark system that has led to a detailed 

understanding of many solvent/solute effects is the photolysis of lz, carried out in the gas 

phase,23-26 clusters,27-30 liquids,31-33 and matrices.34-36 From the gas phase experiments, 

extremely accurate potentials have been derived,23-25 and a dissociation time of several 

hundred femtoseconds has been measured.26 In non-polar solvents, dissociation is 

followed by caging and curve crossing to the ground electronic state within 2 ps;31 

vibrational relaxation then occurs over the next 50 to 900 ps,32 depending on the solvent. 

Insight into the condensed phase processes has been provided by photolysis studies of lz 

in clusters,27,28 and it has been shown that even the weak interaction of a single argon 

atom can cause caging by inducing non-adiabatic interactions that lead to a curve 

crossing onto a bound potentiaI.29,30,37,38 
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Despite the solvent induced dynamics described above, the solvent/solute 

coupling for 12 is relatively weak, and the electronic structure of 12 is largely decoupled 

from the solvent. 35,39 Systems that undergo a change in charge distribution upon 

dissociation will be affected more strongly. For example, the potential energy surfaces of 

HgBr fragments formed from dissociation of HgBr2 are modified during the course of the 

reaction by solvent reorganization, leading to chirped wavepacket dynamics.4o Anions 

also have strong solVent/solute interactions which have been explored in cluster 

experiments, for example, on Br2-(C02)n,41 h-(C02)n,42,43 h-(Ar)n,44,~5 ICnC02)n,46 and 

in liquid phase studies on h-,47-49 13-,50-53 0 3-,54 N3-,55 and CIO-.56 In these systems, 

vibrational relaxation rates are an order of magnitude faster, and the potentials more 

strongly affected by solvent, than those of their respective neutral counterparts.8 

Much of the work presented in this thesis has been motivated by a small number 

of time-resolved photodissociation experiments on negative ions in clusters and solution. 

In one set of experiments, Lineberger and coworkers have studied the photodissociation 

of h - in CO2 and Ar clusters,42-44,57,58 which is illustrated in Fig. 2. In their work, a 

single laser pulse excited h- from the X 2I:: ground state to the A' 2n g,1/2 excited state, 

and the resulting photo fragments were measured using mass spectrometry.42,58 This 

allowed the branching ratio between caged and un caged products to be monitored as a 

function of cluster size and type. They found that a single solvent shell was sufficient to 

produce complete caging of the chromophore. In the case of Ar solvation, inconclusive 

evidence was also found for recombination on the first excited state. In a second set of 

experiments, but using a probe laser to time resolve any recombined products, they 

determined that the time required for recombination and vibrational relaxation is 130 ps 

for h-(Arho and 1.3 ps for h-(C02)16. 
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Figure 1.1 Schematic of 12-(Arho cluster dynamics. Courtesy 
of Faeder and Parson, Science, 276, 1660 (1997). 
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The relaxation rates measured by Lineberger and coworkers for 12-(C02)n clusters 

are comparable to rates measured in liquid phase experiments. In polar and non-polar 

solvents, Barbara and coworkers47-49 used infrared probe wavelengths to monitor the 

relaxation time of vibrational states below u=15. They found that internal conversion, 

geminate recombination, and vibrational relaxation in the top 70% of the ground state 

occur within 300 fs, and the remaining vibrational relaxation takes place with a time 

constant of 3 ps. Banin et al. found a similar time constant for vibrational relaxation of 

h- generated by photolysis of h- in ethano1.59 However, in the 13- experjments, the 

photolysis reaction directly produces 12- products that exhibit coherent vibrational 

motion.50,60 At the earliest observation time (-500 fs) the products are in an average 

vibrational state of u= 12, and pure dephasing irreversibly destroys the coherent motion 

within 4 ps. The dynamics before 500 fs are less well understood. 

Insight into the nature of the geometries, electronic structure, and dissociation 

dynamics of the h-(solvent)n systems has been made through theoretical models and 

simulations.. Amar and Perrera were the first to focus on initial cluster geometries, time 

scales for vibrational relaxation, and solvent evaporation on the ground electronic state.61 

Their model relied on partial charges associated with each iodine atom, although the 

solvent itself could not polarize the solute. The work of Parson and coworkers,57,62-65 

and Coker and coworkers66-68 refined and extended these calculations. Both groups 

calculated cluster geometries similar to those of Amar and Perrera, but also considered 

the importance and time-scale of non-adiabatic transitions that may occur after 

photodissociation. In the model developed by Parson and coworkers, the polarization of 

both the solvent and solute is included, and a two-dimensional charge-switching function 

allows the solute's electronic structure to be directly influenced by the solvent. Their 
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treatment has revealed the importance of "anomalous charge switching" in the dynamics 

that occur on the A' 2Ilg,J/2 excited state; the negative charge that is primarily located on 

the most solvated iodine atom switches to the less solvated atom upon excitation. 

3. Charge-transfer-to-solvent bands and the solvated electron 

A dramatic example of a system with strong solvent/solute interactions is that of 

the solvated electron.69 The solvated electron is formed in polar solvents, most notably 

water, that rearrange to trap and stabilize the electron, giving rise to ground and excited 

electronic states separated by -1.5 e V'?o Since the electronic states are formed by 

solvent/solute interactions, the solvent is very sensitive to excitation between the ground 

and excited states. This has spurred numerous experimental and theoretical studies 

exploring solvent dynamics,?I-78 Furthermore, cluster studies have been undertaken to 

determine the minimum number of solvent molecules needed to create stable ground and 

\... I . excited electronic surfaces; because a single water molecule does not bind an electron, 

the stability must arise from cooperative and multibodied interactions requiring some 

finite number of solvent molecules. Haberland and coworkers were the first to observe 

finite sized water cluster anions using mass spectroscopy,79,80 and it is generally believed 

that a minimum of six water molecules are needed to localize the electron into a partially 

solvated state,81,82 However, Johnson and coworkers may have found experimental 

evidence for linear chain isomers.83 

The bulk studies require a method for generating excess electrons. One such 

method is photodetachment of a halide anion, a typical choice being the iodide ion. In 

isolation, iodide has no electronic states below the detachment threshold. However, in 

polar solvents, absorption bands appear in the ultraviolet below the vacuum detachment 
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energy,84 and excitation into these states gives rise to solvated electtons.85-88 Hence, they 

are termed charge-transfer-to-solvent (eTTS) bands. Theoretical studies predict that the 

lower eTTS orbital is centered on the iodine atom, but delocalized over the first solvent 

shell oriented around the ion in its ground state.89,90 Non-adiabatic transitions and 

solvent rearrangement lead to its decay and the appearance of solvated electrons.91 ,92 

The utility of photodetaching dissolved anions to produce solvated electrons has 

prompted related studies in gas phase clusters. Johnson and coworkers have measured 

the photoelectron yield as a function of detachment energy for r(H2Q)IL<4 clusters, and 

found quasi-bound excited states lying just below the vertical detachment energies.93 

The states are thought to be precursors to the bulk eTTS bands, because they are diffuse 

and appear to be evolving towards the bulk absorption spectrum. However, it is unclear 

whether they are due to partially solvated or dipole bound electrons. In the latter case, 

the ex~ess electron resides in diffuse orbitals located predominantly outside the cluster, 

bound by the large dipole moment of the solvent network.94 

In bulk and clustered water, the solvated electron is stabilized by the charge­

dipole interaction, but electrons can also be stabilized in bulk xenon by the charge­

induced dipole interaction.95,96 In this case, the electronic state takes on a much different 

character, and the electron is predicted to reside in narrow channels between the xenon 

atoms.97-99 Similar to the water studies, xenon cluster studies have been performed; 

negatively charged xenon clusters have been observed,100 and so have eTTS bands in 

r (Xe)n chisters. 1O I, I 02 
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4. Thesis overview 

The studies presented in the remainder of this thesis have been motivated by the 

work outlined in Sections 2 and 3. Our studies provide insight into these systems, and 

serve to develop our technique and explore its merits. In Chapters 3, 4, and 5, the 

sensitivity of our technique to ground and excited state dynamics is examined for isolated 

Iz-. In Chapters 3 and 4, potential energy curves for the Iz- X 2L: ground and A' 2ng ,1/2 

second excited states have been constructed. To accomplish this, resonance impulsive 

stimulated Raman spectroscopy (ruSRS) was used to determine the ground u=O-1 

vibrational frequency in Chapter 3, and the FPE spectra of the dissociation dynamics 

were modeled to determine an accurate excited state potential in Chapter 4. In Chapter 5 

we revisit the ground state to better characterize the potential near the dissociation limit 

using stimulated emission pumping (SEP). Prior to our work, these states were poorly 
.. ~ 

characterized, although reliable surfaces are critical for accurate analysis and modeling of 

the cluster and solution experiments. 

In Chapters 6 and 7, solvent effects are explored in experiments probing the static 

effects of Ar and CO2 on·the ground electronic state of Iz- and the dynamics of Iz-

photodissociation, respectively. For the ground state, the vibrational frequency of 12-

embedded in differing size Ar and CO2 clusters was measured. We found that the Iz-

frequency blueshifts, and that the degree of blueshifting depends on the number of 

solvent molecules, strength of attraction to the solute, and geometry of the solvent with 

respect to the 12- chromophore. In Chapter 7, the photodissociation studies on Iz -(Ar)n 

clusters originally performed by Lineberger and coworkers were repeated using FPES. In 

contrast to their mass spectrometric work, our experiments give detailed information on 
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clusters in which neither caging nor recombination occurs. When recombination does 

occur, we are able to determine the electronic state of the solute at each delay time and 

the approximate amount of solute vibrational energy and number of solvent molecules 

remaining in the cluster. The major findings here are the observation of recombination 

on the A 2n g.312 15t excited state, and an estimate of the vibrational relaxation rate as a 

function of quantum state (instead of the overall relaxation rate). 

Chapter 8 presents the first study on the photodissociation dynamics of the 

isolated 13- anion. As discussed above, the dynamics of the 13- chromophore in solution 

have received much attention. However, the effects of solvent on the dissociation 

process and vibrational distribution of 12- products is vague, although there is evidence 

for solvent induced symrne~ry breaking. Our gas phase measurements ~etermined that 

the 12- vibrational distribution is much higher than in solution and that the lack of solvent 

allows equal amounts of two and three body dissociation to occur, sugg'estingthat solvent 

induced symmetry breaking is indeed active in the condensed phase. 

Finally, Chapters 9 and 10 present studies on the CTTS states associated with lin 

H20 and Xe clusters, respectively. For the l(Xe)n work, lifetimes for both the 2Pl/2 and 

2P312 CTTS states were measured. The 2Pl12 lifetimes are on the order of several 

picoseconds, and increase slowly with cluster size. On the other hand, the 2P312 states 

show no loss of population up to the longest times measured, 200 ps. Neither system 

displays cluster reorganization. In comparison, the dynamics associated with the 1 

(H20)n clusters are much more complex. For n::;4, simple decay kinetics are observed. 

However, for n~5, non-adiabatic dynamics and solvent reorganization is o~served. We 

attribute this to formation of a partially solvated electron, making the smallest cluster 

analog of electron solvation five water molecules. 
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Chapter 2. Experimental Apparatus 

The experimental apparatus consists of two major components: a "magnetic 

bottle" negative ion photoelectron spectrometer, and a high (l kHz) repetition rate, sub-

100 fs laser. The spectrometer shares several features with spectrometers currently 

operating in our group laboratories,l as well as others,2-4 but is optimized to be 

compatible with the high laser repetition rate and low photoelectron yield expected for a 

two-color pump-probe experiment. Many aspects of the spectrometer and laser have 

been detailed in B. Jefferys Greenblatt's thesis.5 In this thesis, a general overview of the 

instrument will be given, followed by items not covered by Greenblatt, including the 

circuit designs for the interlock system, deflectors, pulsed valve, extraction and 

acceleration plates, and the push-pull MOSFET circuit configurations used in the mass 

gate and decelerator ion optics. A brief comparison between pus~~pull ,configurations 

triggered using optoisolators versus ferrite coils, and powered by homemade versus 

commercial supplies is also given. 

1. General Overview 

A schematic of the photoelectron spectrometer is shown in Fig. 1. It consists of 

an ion source region, time-of-flight (TOF) mass spectrometer, photofragment analyzer, 

and magnetic bottle TOF photoelectron spectrometer, divided into five differentially 

pumped chambers. The source chamber, oth differential, and 1 st differential chambers 

comprise the low vacuum side of the instrument and are pumped with diffusion pumps. 

The remaining 2nd differential and detector chambers constitute the high vacuum side of 

the spectrometer. A pneumatic gate valve separates the high and low vacuum regions. 
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Because photoelectron spectroscopy requires low pressure conditions (<1 x 10-8 Torr), the 

high vacuum region is pumped by turbo molecular pumps and is baked out for several 

days at -100°C after being exposed to atmosphere. 

Anions and cluster anions are generated. by passing 1 0-40 psig of backing gas, 

seeded with the species under study, through the piezoelectric pulsed valve and into the 

source chamber. To match the laser repetition rate (typically 500 Hz), the pulsed valve is 

triggered by a delay generator (Stanford Research Systems DG535) that is in turn 

triggered by the laser's pockels cell driver (DT -505) (for an overview of the timing 

mechanism, see Greenblatt). The method of seeding the backing gas varies with 

experiment (see Chapters 3, 6, 9, 10). For example, to make Iz-, we pass argon carrier 

gas over crystalline iodine; to make r(D20)n clusters, N2 is passed over a reservoir of 

CH3I and a separate reservoir of D20. The mixture supersonically expands through a 200 

f.Lm orifice in the pulsed valve, and the resulting free jet is crossed with a 1.5 ke V electron 

beam just downstream of the nozzle. 

The resulting plasma cools to produce negative ions and their clusters, and the 

center portion of the beam passes through a 5 mm skimmer into the zeroeth differential 

chamber. The delay generator triggers the extraction and acceleration plates 

approximately 500 f.Ls after the pulsed valve is opened, injecting the negative ions into the 

Wiley-McLaren TOF mass spectrometer> consisting of three differentially pumped 

regions. In the first differential region, the ions are guided by a pair of deflectors through 

an einzel lense and into the second differential chamber. A second set of deflectors steers 

the ions through a second einzellens kept grounded (voltage on the 2nd einzellense 

increases the signal at the ion multichannel plate (MCP), but decreases the photoelectron 
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yield), and into the detector differential region. Since the lighter ions travel faster than 

the heavier ones, they separate out by mass and discrete peaks are observed on the ion 

Mep .as a function of time. Only the cluster of interest will be intercepted by the pump 

and probe laser pulses (at the center of the magnetic bottle interaction region) by properly 

timing the extraction plates trigger relative to the laser. 

The magnetic bottle4,7,8 produces a highly diverging magnetic field in the vicinity 

where the ions are detached that guides most of the electrons up to the electron Mep, 

regardless of their original direction, without changing their energies .. It consists of a 

strong, rare earth (8000 G surface flux) permanent magnet located -3/8" below and a 

long solenoid -6" above (creating a field of -lOG) the interaction region. The electron 

Mep signal is boosted with ~ lOx fast preamplifier (Ortec 9301) and recorded by a 

multichannel scaler (Stanford Research Systems SR430). Although the magnetic bottle 

collection efficiency is greater than 50%, the velocity of the ions degrades the energy 

resolution.4 To minimize this effect, deceleration optics are present to slow the ions just 

prior to detachment. 5,8 Typical resolution for h - without deceleration is 250 me V for 

electrons with 1.7 eV of kinetic energy, but resolution down to 75 meV has been obtained 

by deceleration.9 A mass gate is also installed so that only the ions of interest are 

decelerated. 

Instead of collecting photoelectrons, photofragments can be monitored by 

retracting the co-linear ion Mep and allowing the ions to enter the reflectron mass 

analyzer. lO The reflectron has a static voltage applied to it, and redirects the ions to a 

second, off-axis ion Mep. Thus, any daughter ions created by photodissociation of the 

parent molecules will enter the reflectron as the same time and with the same velocity as 
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their parents ions. However, the daughter fragments have less mass and will not travel as 

deep into the reflectron. Hence, they arrive at the second MCP earlier. The reflectron 

was used to determine the branching ratio between rand h- photoproducts from the 

dissociation of 13- (Chapter 8). 

The laser pulses are generated from a commercial femtosecond laser system. A 

Coherent Innova-90 Ar+ laser pumps a Clark-MXR NJA-S Ti:Sapphire oscillator. 

Selected pulses are amplified using a Clark-MXR regenerative amplifier that includes a 

pulse stretcher and compressor, and is pumped by aNd: Y AG laser. At 790 nm the pulses 

are typically 80 fs FWHM (sech2) and I mJ. The fundamental beam is split into several 

portions, depending on the experiment. For h - dissociation, -20% of the fundamental is 

used as the pump pulse while the remaining 80% is used to generate 3co at 263 nm using 

a CSK harmonic generator to act as the probe pulse. Of course the harmonic generator 

also doubles the fundamental, which, for example, was used as the pump pulse in the 13-

experiments (Chapter 8). A portion of the fundamental can also be used to pump the 

Light Conversion TaPAS (Travelling-wave Optical Parametric Amplifier of . 

Superflourescence) to create tunable infrared pulses (which were used as Stokes pulses in 

Chapter S) that can be doubled or summed with the fundamental to create tunable visible 

pulses (to dissociate 0 3-, not reported), or can be quadrupled yielding tunable ultraviolet 

light (used to in the r(Xe)n experiments, Chapter 10). The relative timing between the 

pulses used in the experiment are computer controlled with either a Newport motion 

controller (MM3000) and translation stage (UTM lS0CC.SHA) and/or an Aerotech 

controller (UIOOM-A-40-Fl)with one or more translation stages (ATS-IOO-ISO). All 

beams are collinearly recombined and focused into the vacuum chamber. To accurately 
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determine the temporal overlap of laser pulses inside the machine, two-color above 

threshold detachment on r is used,11 although cross-correlations before the chamber are 

routinely used to approximate the time delays. 

Oftentimes the pump or probe pulse can independently detach electrons from the 

negative ion being studied. In this case the spectra are not background free. Background 

subtraction is typically performed during the experiment using an optical chopper (New 

Focus 3501) that blocks the pump pulse every other shot. The photoelect~on signal is 

alternately added and subtracted from the multichannel scaler. Background spectra are 

also simultaneously collected on a digital oscilloscope (Tektronics TDS744A) at an 80 

Hz repetition rate and are used for longer-time normalization of the spectra. 

2. Interlock Circuit 

The most fundamental circuit to the operation of the vacuum system is the 

interlock circuit. It allows the user to operate the valves that isolate the pumps and 

differential chambers, provides power to the electronics, and automatically protects the 

instrument in case of power failure, equipment failure, and pressure bursts by closi'ng 

valves, shutting off pumps and electronics, and venting the chamber. The interlock 

vacumm system is roughly divided into two halves: the high and low vacuum sides, 

which are separated by a pneumatic gate valve. Each side has its own criteria for safe 

operation and operates independently of the other. In case of an emergency on the low 

vacuum side, the gate valve closes to isolate the high and low vacuum regions, the source 

and detector electronics shut off to prevent short circuits, and a warning bell rings. The 

power to the diffusion pumps mayor may not be cut, depending on the origin of the 
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emergency. On the high vacuum side, in addition to closing the gate valve, cutting the 

power to the electronics,and ringing the bell, the turbo pumps are turned off and isolated 

from their mechanical roughing pumps by closing their respective pneumatic valves. 

After a six second delay, two pneumatic vent valves are opened and the chamber is 

brought to atmospheric pressure. The extra precautions taken on the high vacuum side 

are needed to insure that oil from the mechanical pumps does not contaminate the 

chamber. An interlocked ion gauge on the 1 st differential and detector chambers monitors 

the pressure in the low and high vacuum sides, respectively. If either gauge reads an 

abnormally high pressure, the emergency effects described above are enacted for the 

respective vacuum chambers. 

A schematic of the interlock circuit is shown in Figs. 2(a) and (b). The power to 

each pump, valve, and electronic unit is regulated through a relay (#1-11) that is normally 

open (when no power is present). To close the relay, the respective manual switch and 

safety switches must all be closed. Upon equipment failure, one or more of the safety 

switches (e.g. thermocouple, thermal switch, etc.) will open and cut power to the relay, 

which in turn opens and cuts power to its respective unit. In addition, power is also cut to 

relays 12A and 12B that regulate the source and detector electronics, emergency bell, and 

gate valve. If the emergency occurs on the high vacuum side, relay 11 is also opened, 

and power to the turbo pumps, pneumatic foreline valves,and vent valves is cut, which 

vents the high vacuum side of the spectrometer as discussed above. 

The safety switches differ depending on the type of pump they are monitoring. In 

the case of the diffusion pumps, a thermal switch and a thermocouple monitor the pump 

temperature and foreline pressures, respectively. If the pump overheats or the foreline 
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Figure 2a. Interlock box circuit diagram 
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pressure rises above 0.15 Torr, the appropriate switch opens. Each turbo pump has a 

thermocouple switch that monitors the fore1ine pressure and a switch controlled by an 

extra relay (6 & 7) connected to the turbo pump controllers. The turbo relay switch is 

opened when the turbo pump speed becomes low, high temperatures are detected, or 

excess power is being drawn. For pumping down, the controllers are set to close these 

relays for a limited time, although other controller options are available. All of the safety 

switches can be manually overridden, which is often necessary when venting the 

chambers or changing pump oil. The high vacuum side also has a main override that 

allows the foreline valves and vents valves to be controlled irrespective of the turbo pump 

conditions. 

An ion gauge on each side of the vacuum system also acts as a safety switch. For 

the low vacuum side, the safety switch is connected to the I st differential chambers ion 

"'" '. - ..... :~. ~~':t:"~-~te' ;;.t':,r.. ',.," .. ,..", ~. 

gauge and is opened when the pressure reaches above lx1O-3 Torr. The high vacuum 

safety switch is connected to the 2nd differential chamber's ion gauge, and is set to 5x 10-8 

Torr. Each ion gauge can be overridden; the ID ion gauge has a manual override while 

the main override for the high vacuum side serves to override the 2D ion gauge. 

Under normal operating conditions red indicators are lit when current is flowing 

to the respective units. If a circuit breaker or relay is open, the respective light is off. 

Although not shown in Fig. 2, the override switches also have indicator lights attached 

that are lit when closed. Hence, in normal operating conditions, all indicators are lit 

except the override indicators. 

. ... , .... r. 
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3. Fast Pulsing Circuits 

Time-of-flight mass spectroscopy is inherently pulsed, and in our setup requires 

many circuits capable of delivering high voltage electric pulses in short time intervals. 

The fast switching circuits currently in use operate the pulsed valve, acceleration and 

extraction plates, mass gate, and deceleration stack. All the circuits utilize fast switching 

MOSFET transistors (RFP4NlOO) capable of holding 1 kV of potential and delivering 4.3 

A of current in less than 50 ns. By stacking the MOSFETs in series, many kVs of 

potential can be delivered quickly, and a fast leading edge can be produced (Fig. 3). Or, 

by using a push-pull configuration, fast leading and falling edges can be obtained (Fig. 

4). In this section we introduce the common features shared among the fast switching 

circuits, followed by diagrams and explanations of each circuit individually. 

The MOSFET configuration used to create a fast, high voltage, leading edge (such 
• ~,' '10 ...... '" ~ •• 

as is used in the acceleration and extraction circuits) is shown in Fig. 3. It consists of a 

series of MOSFETs; one transistor for e~ch 1 k V of potential the circuit is to deliver. 

Each transistor has three inputs: the drain, source, and gate, and is triggered by the rising 

edge at its gate. When the gate reaches a potential higher than the source, the connection 

between the drain and source is opened. Because "n" type MOSFETs are used here, the 

drain must always be at higher potential than the source ("p" type transistors are also 

available, but cannot hold as much potential). Placed in parallel with each MOSFET is a 

Zener diode (ZNR 20KI02U) to protect against burn out. Several publications also 

suggest placing resistors and capacitors in parallel to control the current flow, 12-16 but 

these recommendations have not been explored in the Neumark group. 
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A TTL based circuit connected to the MOSFETs gate provides the trigger to open 

the transistors. Because several kVs of potential are delivered in -25 ns, a substantial 

amount of ringing occurs at the output. To damp the ringing, a resistor is placed in series 

(labeled RI in Fig. 3) to slow the current flow through the MOSFETs. However, it also 

slows the risetime. In the circuits presented below, RI has been carefully selected to 

minimize the .ringing and risetime. In addition, a resistor is wired in parallel (labeled R3 

in Fig. 3) to return the voltage back to baseline. Its resistance is typically several kQ so 

that minimal current is lost while the MOSFETs are open. 

As mentioned above, the trigger pulse applied to the gate must be at higher 

potential than the source in order to open the transistor, and thus must float on the 

potential V 2. This can be accomplished using either a transformer or an optoisolator. 

Both methods are used in the circuits described below and are briefly compared in 

Section 3.4. 

The MOSFET configuration described above produces a leading edge with a 

risetime of -100 ns and a falltime that is typically many f.ls long. This is suitable for the 

acceleration and extraction plates, as discussed in the following section. However, the 

pulsed valve, mass gate, and decelerator circuits need fast rising and falling edges 

(Section 3.2 and 3.3). In order to create such pulses, two sets of MOSFETs are arranged 

in a push-pull configuration!7 as shown in Fig. 4. In this configuration, one set of 

MOSFETs produces a fast leading edge, while the second set quickly resets the output 

voltage. Delaying the triggers between the sets of MOSFETs controls the duration, and 

either set of stages can be triggered first, allowing the voltage pulse to rise from V I to V 2 

or fall from V2 to VI. Two resistors placed in series with the MOSFETs, RI and R2, 
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damp the ringing associated with the fast edges; Rl damps the ringing created by the 

output voltage rising to VI, and R2 damps the ringing created by voltage falling to V 2. 

Because the MOSFETs tend to bleed current slightly, the resistor R3 is used to maintain 

the baseline during the ms long intervals between laser shots. It should be noted that the 

set of stages associated with V 1 floats on top of V 2. The added capacitance associated 

with these stages tends to slow the V 2 edge. 

3.1 Acceleration and extraction circuit 

The acceleration plate needs to switch from ground to between -700 V and -1500 . 

Vas quickly as possible, while the extraction plate simultaneously switches to 

approximately -400 V beyond the acceleration plate voltage. Because only a single, fast 

leading edge is needed to inject the ions into the TOF mass spectrometer, the circuit 

design follows the example discussed in Fig. 3, and is shown in Fig. 5.1. It is modeled 

after the circuits built by XU,18 Osborn,19 and Cyr,20 and consists of two MOSFET 

stacks, one to switch the acceleration plate and one to switch the extraction plate. Each 

MOSFET is soldered onto a removable circuit board that can be easy replaced in case of 

failure. 19 Currently two MOSFET boards are used in each assembly, allowing voltages 

down to -2 kV, with room for a third. 

Because both plates need to switch simultaneously, a single circuit triggers both 

stacks. It consists of a SN74121 one-shot chip, a SN137 (same as.a 2601) optoisolator, 

and a MOSFET driver (TC4422), all of which are powered by a 5 V commercial power 

supply (International Power). The SN74121 is triggered by the delay generator, and 

outputs a pulse variable up to 10 J..lS. The optoisolator serves as a safety and 
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prevents any possible feedback from reaching the delay generator. Finally, the TC4422 . 

serves to amplify the TTL pulse to + 12 V, which has a higher efficiency for triggering the 

MOSFETs. As mentioned above, the trigger pulse needs to float on top of the applied 

voltage. In this circuit, homemade ferrite coil transformers are used to isolate the trigger 

pulse from the applied voltage.21 

The circuit output is shown in Fig. 5.1, for a typical extraction and acceleration 

voltage drop from 0 to -1500 V. The falltime is 62 ns, with a slight overshoot. The 

overshoot is due to ringing that would normally occur, but a 500 0, 5W resistor damps 

the oscillations. The one-shot chip has been adjusted to give a 15 J.ls pulse, and R3 is a 3 

kO, 10 W resistor that brings the pulse back to baseline in 3.2 J.ls. In addition, a 0.1 J.lF, 

2000 VDC capacitor is placed in parallel with the -V Ace and -VExt power supply. This 

helps to reduce the fall time by providing extra current when the MOSFET is initially 

opened. 

3.2 Pulsed valve circuit 

Unlike the acceleration and extraction plate circuits, the pulsed valve circuit 

delivers a voltage pulse with fast rising and falling edges to open the pulsed valve for a 

discrete and controllable amount of time. It is capable of delivering a 0 to -1 k V pulse, 

variable from 0 to 250 J.lS in duration, and follows the design from Hanna Reisler's group 

at the University of Southern California. The circuit diagram is shown in Figs. 6.1 

through 6.4, and uses a push-pull MOSFET configuration similar in concept to that 

presented in Fig. 4. It consists of two MOSFET stages (Fig. 6.4), one each to provide the 

leading. and falling edges, a trigger circuit (Fig. 6.1), and three homemade power 
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supplies (Fig. 6:3). The trigger circuit is itself triggered from the delay generator that is 

electro~optically isolated with a 2601 chip to prevent feedback (Fig. 6.2). Its power is 

provided by one of the homemade power supplies, consisting of a 10 V AC transformer, a 

bridge rectifier, and a 5 V voltage regulator. Following a number of chips used to 

produce a variable length TTL pulse and its inverse, the trigger pulse is passed to the 

MOSFET stages using 2601 optoisolators. 

Each MOSFET stage uses a number of chips to amplify the TTL pulse to a 12 V 

signal that finally triggers the MOSFET. Because the TTL triggers are inverses of each 

other, and the chips are triggered by the rising edges, one MOSFET will open at the 

beginning of the TTL trigger, while the other will open at the end. This provides the fast 

rising and falling edges. Because all of the chips need to float on top of the input 

voltages, the power for the chips comes from an additional homemade power supply with 

a transform~r that uncouples the voltages from ground. 

Shown in Fig. 5 is the circuit output with and without the piezocrystal attached. 

Without the crystal connected, 1 J..ls rise and fall times are produced. 1 kn, 5 W resistors 

suppress the ringing. The output with the piezocrystal attached resembles an inverted 

shark fin due to the large load of the crystal. Because the response time of the crystal is 

slow, the relatively slow rise and fall times (as compared to the acceleration and 

extraction circuit) are adequate to operate the pulsed valve. And, similar to the 

acceleration and extraction circuit, a 630 VDC capacitor is wired in parallel to the power 

supply to help offset the current requirements upon switching. 
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3.3 Mass gate and decelerator circuits 

As discussed above, the ion velocity degrades the electron kinetic energy 

resolution,4 and therefore the ions are often decelerated prior to detachment by the laser. 

This requires two sets of ion optics: a mass gate and a deceleration stack each controlled 

with a fast pulsing circuit described in this section. The mass gate is typically kept 

several hundred volts lower potential than the extraction voltage, which inhibits the ions 

from entering the detector chamber and the deceleration stack.8 However, by quickly 

pulsing the mass gate to ground potential and back again, the ion packet being studied is 

allowed to pass. Hence, a pulsing circuit that produces a fast rising and falling edge is 

required. Following the mass gate, the selected ions enter the deceleration stack while it 

is at ground potential. After entering, a positive potential of several kV is applied to 

retard the ion velocity. F~t rising and falling edges are required so that the ions are only 

affected while in the deceleration stack itself, and the pulse ranges in duration from 500 

ns to 2-3 Ils. Because both the mass gate and the deceleration circuits pulse up to a more 

positive potential, the two circuits are very similar in design, as described below. 

In principle, the circuits resemble the pulsed valve circuit described in Section 

3.2. However, the timing electronics and method of triggering the MOSFETs are 

significantly different. The circuits described in this section are modeled after the 

designs of Bemius and Chutjian,12,13 and are detailed in Figs. 7.1 through 7.6. The 

timing circuit, driving circuit, power supply, and circuit board template are the same for 

both circuits (Figs. 7.1 to 7.4). The differences in circuit design and output are made 

evident by comparison of Figs. 7.5 and 7.6. 
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Figure 7.3 Mass gate and decelerator homemade power supply 
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Each circuit operates in the push-pull MOSFET configuration described above. 

Thus two trigger pulses are needed, one for each set of MOSFET stages, with a variable 

delay time between them. This is accomplished using three one-shot chips (74121) 

shown in Fig. 7.1. The first 74121 is triggered from the delay generator and produces 

both a variable length pulse and its inverse that are directed to two additional one-shot 

chips. Because TTL chips are triggered from rising edges, one 74121 will trigger off the 

leading edge of the TTL pulse and the other will trigger off the following edge, producing 

two more variable length pulses separated by the length ofthe initial 74121 pulse. The 

outputs from the second and third one-shot chips are sent to a 7437 quad 2-input NAND 

buffer. Normal TTL chips only deliver enough current to drive 10 other TTL chips. 

Buffers drive up to 30 chips. Although only 8 chips are used in the circuit, substantial 

current is still required, and the 7437 has burned out on occasion. Future designs should 

perhaps incorporate a second 7437. 

The negative and positive ouputs of the 7437 are sent to the driving circuits, 

which are housed in a separate box located near the ion optics feed throughs. It is 

important to use shielded cable, because the circuits are sensitive to stray radio frequency 

noise that can falsely trigger the circuits. Each driver consists of two 6N136 

optoisolators, one triggered by the negative input pulse and the other the positive. The 

outputs of these produce a rising RC time constant that is used to trigger a TC4422CP A. 

The TC4422CPA serves the same purpose as the 427 used in the pulsed valve circuit, but 

delivers a faster pulse to drive its respective MOSFET chip. 

The 6N136 are equivalent to the 4502, have a risetime of 250 to 800 ns, and can 

isolate up to 2500 V. There are also faster optoisolators; the HCPL-4661 is 10 times 
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faster, and there is also a new chip that isolates up to 10 kV (manufacturers number not 

known, order from Newark). 

Because the driving circuit chips need 12 V to operate, but still must be isolated in 

order to float at several kV potential, homemade power supplies are used similar to those 

in the pulsed valve circuit (Fig. 6.3). However, 7812CT voltage regulators produce the 

necessary 12 V. Both the driving circuit chips and the homemade power supplies are 

soldered onto a specially designed circuit board (Fig. 7.4). Each of these circuit boards 

triggers one MOSFET, and hence is capable of pulsing up to a 1000 V. -Both the mass 

gate and decelerator circuits must operate up to 2000 V, and hence require four such 

boards apiece: two for the fast rising and two for the fast falling edge, as shown in Figs. 

7.5 and 7.6. 

To create as fast a rise and fall time as possible, each pair of MOSFETs must 
.: ,¥~. "- . ,''''''" -"'. - • 

open at the same time, although each chip in the circuit has a slightly different response 

time. The largest discrepancies arise from differing risetimes of the 6N 136 chips and 

varying trigger voltages of the TC4422CPA chips. To help match the pairs of driving 

circuits, the MOSFET chips are disconnected, and the output of the TC4422CPA drivers 

are monitored while changing the 6N136 and 4422 chips. The final matched set of 

drivers should have rise and fall times within 50 ns of each other. 

Figs. 7.5 and 7.6 show typical outputs for the circuits when a 1000 V potential is 

applied. The rise and fall times for the mass gate are 86 and 47 ns, respectively, and are a 

bit shorter then the decelerator times of 109 and 91 ns. This is probably because the 

MOSFETs and high voltage power supply operate differently at positive and negative 

potentials. 300 ns is the shortest pulse duration possible with these circuits, and is easy to 
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achieve with the decelerator pulsing circuit, because the decelerator stack has a large load 

associated with it that damps out much of the spurious ringing caused by the fast rising 

and falling edges. The mass gate on the other hand has essentially no load, and the radio 

frequency noise sometimes re-triggers the driving circuits. To minimize this, the duration 

of the trigger that controls the falling edge is maximized to leave the MOSFETs open for 

as long as possible, and the trigger from the delay generator is set shorter than the desired 

high voltage pulse. For both circuits, the rising edge trigger must be made as short as 

possible. 

3.4 Comparison of push-pull configurations 

As a final note on push-pull MOSFET configurations, a brief comparison is made 

in this section between circuits using optoisolators and those using ferrite coils, and 
: .. ~~..... ' .. ~ :~, 

between homemade and commercial power supplies. Fig. 8 shows the circuit diagram 

and output for a push-pull configuration using ferrite coils to trigger the MOSFETs (as 

was used in the extraction and acceleration circuit, Sec. 3.1, Fig. 5.1), and is to be 

compared to the decelerator output (Fig. 7.6) that uses optoisolators. Although the ferrite 

coils are simpler to implement than the optoisolators, their output is not sufficient for use 

with either the decelerator or mass gate. The output has much slower risetimes, on the 

order of several microseconds, and significant ringing associated with the falling edge. 

The ringing can be damped out, but is replaced by an 800 ns fall time. 

The power supply that provides the 12 V potential also dramatically effects the 

rise and fall times. Using a commercial power supply (International Power) 
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instead of the homemade power supplies (Fig. 7.3) increases the risetime by a factor of 

three, and the fall time by a factor of two. Because half of the circuit must ride on top of 

the high voltage pulse, an increase in capacitance or inductance could alter the rise and 

fall times, and may account for the differences between the push-pull configuration using 

optoisolators versus ferrite coils, and homemade versus commercial power supplies. 

4. Ion and electron gun deflector circuits 

The final circuits needed to guide the ions are variable voltage supplies that 

control the ion deflectors. The ion deflectors consist of parallel plates separated by about 

1 cm, and are kept at opposite polarity to create an electric field with zero potential at 

their center point. Previous circuits built in the Neumark group have instead held one 

plate at ground and varied the voltage on the other plate,22 but because the ions are 
¥ .', Oi- 'r '~ . +: 

referenced to ground potential, zero potential directly along their flight path is more 

desirable. Previous circuits have also required either double potentiometers or switches 

to change polarities. The deflector circuits outlined in this chapter are designed to allow 

a single potentiometer to swing from negative to positive voltages. Originally this circuit 

design was used for the electron gun deflectors as well. However, it was found that stray 

current from the electron beam made the voltages vary. The circuits were replaced with 

constant current power supplies and are described in Greenblatt's thesis.s 

Two circuit designs are shown in Figs. 9.1 and 9.2. The first produces a variable 

voltage output between 0 and -100 V, but cannot switch polarities. This can be used as 

the first vertical deflector after the extraction and acceleration plates since the ions 

necessarily have downward momentum from the pulsed valve and will only need to be 
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deflected upwards. Each deflector requires a 100 V power supply (International Power), 

and a 100 Kn, 10 turnpotentiometet. A simple voltage divider produces the positive and 

negative voltages, and is monitored with a second voltage divider that leads to a digital 

display. It is important that each set of dividers is uncoupled from the others by choosing 

resistances that differ by an order of magnitude. 

The second deflector design is similar to the first, except that it incorporates an 

additional voltage divider to create a reference potential that the potentiometer divider 

can swing above or below. Because of the additional divider, this circuit operates 

between -50 and +50 Volts. Currently this type of circuit is used for all the ion 

deflectors. 
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Chapter 3. Characterization of the 12- anion ground state using conventional and 
femtosecond photoelectron spectroscopyt 

The X 2 L: state of the h - anion has been fit to a Morse potential using data from 

two techniques: conventional and femtosecond photoelectron spectroscopy (FPES). 

Conventional photoelectron spectroscopy is used to determine the adiabatic electron 

affinity of h as well as the well depth and equilibrium nuclear geometry of Iz -. In the 

FPES experiment, the pump pulse induces coherent nuclear motion on the ground state of 

h- by resonant impulsive stimulated Raman scattering (RISRS), and the vibrational 

frequency of the anion is determined from the resulting oscillatory structure in the time-

dependent photoelectron spectra. We find the electron affinity (EA) of 12 to be 2.524 ± 

0.005 eV, the well depth (De) for 12- to be 1.014 ± 0.005 eV, the equilibrium internuclear 

separation (Re) to be 3.205 ± 0.005 A, and the vibrational frequency to be 110 ± 2 cm- I
. 

These values for the 12- potential parameters differ significantly from previous results. 

L . 

1. Introduction 

In recent years, the role of solute/solvent interactions on chemical dynamics has 

been explored in experiments that probe the photodissociation of anions in liquids and 

size-selected clusters. The h- anion has been a particularly attractive target for this type 

of investigation; its photodissociation dynamics have been studied in size-selected h-

(C02)n1.3 and h-(Ar)n3,4 clusters and in several polar solvents.5.7 The interpretation of 

these experiments relies at least in part on the potential energy curves for the ground and 

t Originally published in 1. Chern: Phys. 107, 7613 (1997). 
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low-lying excited states of h-, but the potential energy curves available in the literature 

are at best approximately correct. In this study we have constructed an improved 

potential for the ground state of 12- using a combination of conventional (-lOme V 

resolution) and femtosecond photoelectron spectroscopy. As part of this study, we have 

demonstrated a new method for determining vibrational frequencies in gas phase negati ve 

ions using femtosecond photoelectron spectroscopy. 

The most widely referenced potential curves for the h- ground and excited states 

. are the Morse potentials constructed by Chen and Wentworth,S of whiCh the ground and 

second excited states are shown in Figure 1. These are based on an assortment of 

experimental data including Raman spectroscopy in matrices, electronic spectroscopy in 

crystals, and gas-phase dissociative attachment experiments. However, there remains a 

large degree of uncertainty in these semi-empirical curves as each is constructed from, at 

most, four experimental parameters. In addition, the parameters taken from matrices and 

crystals are likely to be perturbed from the gas phase values. Recently, Chen and co-

workers9 published new potentials for h - in which the equilibrium internuclear distance 

of the ground state was taken to be the sum of the ionic and covalent radii of r and I, 

respectively. This resulted in a significant increase in the bond length, from 3.23 to 3.385 

A and a decrease in the well depth from 1.10 to 1.055 eV, with even larger changes in the 

excited states. In the most recent paper from this group, \0 the proposed equilibrium bond 

length was further increased by 0.015 A and the well depth was again increased by 0.051 

eV, based on correlations with the Morse parameters for the isoelectronic rare gas 

positive ion, Xe2 +. The parameters for the three potentials are listed in Table I. 
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The Iz- electronic states have also been investigated by ab initio methods, but 

these studies are complicated by the large number of electrons and strong spin-orbit 

coupling. The few calculations performed have been limited to valence bond ~ethods by 

Tasker et al., II self-consistent field (SCF) calculations by Bowmaker et. al.,1.2 and 

relativistic core potential calculations by Shaik and coworkers. 13 Maslen et al., 14 using a 

multireference configuration interaction (MRCn calculation for the ground and excited 

states, have recently incorporated spin-orbit effects for the first time. Compared to the 

three semiempirical potentials proposed by Chen and coworkers, Maslenet a{-predict a 

shallower anion ground state potential, 0.905 eV, and a bond length of 3.33 A that lies 

between the various values proposed by Chen and coworkers.s -Io The considerable 

variation in the potential parameters for Iz -, particularly the bond length, is in stark 

contrast to the precisely known neutral state curves, generated using the RKR inversion 

technique with vibrational energies and rotational constants derived from fluorescence 

data. IS-IS 

Table I 

Re 
De (eV) 
me (cm- I

) 

a Ref. 14 
a Ref. 8 
a Ref. 9 
a Ref. 10 

Spectroscopic constants for the ground state of 12-

Current Ab Initioa Chen & 
Work Wentwortha 

3.205 ± 0.005 3.33 3.23 
1.014 ± 0.005 0.905 1.10 
110 ± 2 99.9 113 

Dojahn et Chen et al.a 
al.a 

3.385 3.40 
1.055 1.106a 

115 116 

a Reported value is Do=1.099 eV. De determined by adding 0.007 eV zero point 
energy. 
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In this paper, we use a combination of conventional and femtosecond 

photoelectron spectroscopy (FPES) techniques to characterize the h - ground state. The 

conventional photoelectron spectrum obtained at 10 me V resolution yields vibrationally 

resolved bands representing transitions from h- to the X IL; , A' 3I1 2u ' and A 3I1 lu 

states of Iz. Because the three h electronic states are well-characterized, our 

photoelectron spectrum yields an accurate adiabatic electron affinity of h. In addition, we 

determine the 12- well depth, equilibrium internuclear separation, and vibrational 

temperature. 

Anion FPES is a relatively new femtosecond pump-probe technique which we 

have used recently to investigate the excited state dynamics of both 12- and 12- Ar n 

clusters.4,19 In this experiment, 12- is excited to the A' 2I11/2 ,g state by a femtosecond 

pump pulse, and the photoelectron spectrum of the evolving system is measured at a 

series of delay times by photodetachment with a second femtosecond probe pulse. Here 

we demonstrate that the pump pulse induces vibrational coherences on the h - ground 

state that can be readily detected as oscillatory structure in the time-dependent 

photoelectron spectra. The process by which the coherences are induced is analogous to 

that seen in condensed phase studies of 13- by Ruhman and co-workers.20 We obtain toe 

gas phase 12- vibrational frequency from the oscillations in our spectra. This frequency 

along with the information obtained from the conventional photoelectron spectrum leads 

to a much-improved potential for the h- ground state. 
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2. Experimental 

The conventional and femtosecond photoelectron spectroscopy experiments are 

carried out on two different time-of-flight photoelectron spectrometers. Each has been 

described previously,19,2l,22 but a brief summary will be given here and the differences 

between the instruments outlined. 

In both experiments, argon carrier gas (15 psig) is passed over crystalline 12 and 

supersonically expanded through a pulsed piezo electric valve.23 Anions are generated by 

a 1 ke V electron beam which crosses the expansion just downstream of the n'ozzle~ and 

are injected into a Wiley-McLaren time-of-flight mass spectrometer24 by applying pulsed 

extraction and acceleration fields perpendicular to the molecular beam axis. An 

additional reflectron stage in the conventional photoelectron spectrometer provides higher 

mass resolution, although this is not needed for the work presented here. After passing 
. .-~,. 

through several differentially pumped regions, the ions enter the detector chamber where 

they interact with one or more laser pulses. An in-line microchannel plate detector is 

used to monitor the ion beam. 

In the conventional spectrometer, the ions are photodetached with a pulsed 

~d:YAG laser operating at a repetition rate of 20 Hz. The photodetachment photon 

energy of 4.141 e V (299 nm) is obtained by Raman-shifting the fourth harmonic (266 

nm) of the Nd:YAG fundamental in high pressure H2. The electron kinetic energies are 

measured by time-of-flight through a 100 cm long field-free region. The instrumental 

resolution is 8-10 me V for an electron kinetic energy (eKE) of 0.65 e V and degrades as 

(eKE)3/2. 
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The femtosecond photoelectron spectrometer has been optimized to be compatible 

with the high laser repetition rate, 500 Hz in these experiments, and the low 

photoelectron signal expected for a two-photon pump-and-probe experiment. The pulsed 

piezoelectric valve operates at the laser repetition rate, and the resulting large gas load is 

handled with two diffusion pumps totaling 8,800 lis of pumping speed on the ion source 

chamber. In addition; a "magnetic bottle" time-of-flight analyzer25 is used to yield a 

considerably higher photoelectron collection efficiency, >50% vs. <0.1 % for the field-free 

design. In the work reported here, the resolution of the femtosecond spectrometer is 

approximately 200 me V for 1 e V electrons. 

The FPES experiment uses a commercial laser system to generate the 

femtosecond pump and probe pulses. A Coherent Innova-90 Ar+ laser pumps a Clark­

MXR NJA-5 Ti:Sapphire oscillator. Selected pulses are amplified using a Clark-MXR 

regenerative amplifier that includes a pulse stretcher, Ti:Sapphire regenerative amplifier 

pumped by aNd: Y AG laser running at a repetition rate of 500 Hz, and a pulse 

compressor. At 780 nm the resulting pulse widths and energies were 75 fs at FWHM 

(sech2) and 1 mJ, respectively. Seventy percent of this beam is split and tripled, resulting 

in a probe pulse at 260 nm, 105 fs wide and with 20 J.11 of energy, characterized by 

difference frequency cross-correlation in a 200 ~m thick KDP crystal. The remaining 

30% of the 780 nm pulse passes through a computer controlled delay line and acts as the 

pump pulse. 
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3. Results 

3.1 Conventional Photoelectron Spectrum 

The photoelectron spectra of 12- at hv=4.141 e V is presented in Figure 2. This 

spectrum was taken with the laser polarized at 54.7° with respect to the direction of 

electron detection (the "magic" angle), and is plotted as a function of electron kinetic 

energy (eKE). The eKE is related to the internal energy of the neutral molecule by the 

expression 

eKE = hv - EA - (To + Ev 0) + Ev- (1) 

where hv is the photon energy and EA is the adiabatic electron affinity corresponding to 

the difference in energy between the lowest vibrational state of the anion to the lowest 

vibrational state of the neutral. Ev 0 and Ev - are the vibrational energies above the zero 

point energy of the anion and neutral, respectively; and To is the term value for the 
- ...... .... 't-. ~: ,.".- , ... ""-

electronic state of the neutral. A simulated spectrum (dashed line) is superimposed on the 

experimental spectrum and discussed in Section 4.2. 

The spectrum shows three bands corresponding to transitions from the anion 

ground state to the lowest three electronic states of 12: the X II.;, .A' 3I1 2u ' and A 3I1 lu 

states. All three bands exhiqit resolved vibrational structure. The band due to the X 

state is quite broad, indicating a large geometry change upon photodetachment. . 

Vibrational structure with atypical peak spacing of 0.021 e V is apparent near the center 

of the band around eKE=0.92 eV, but becomes unresolved at the wings. The A and A' 

bands are considerably narrower. Both bands show resolved vibrational structure with 

characteristic spacing of 0.011 eV. Although this frequency is considerably lower than in 
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Figure 2 Conventional photoelectron spectrum taken at 299 nm. 
Experimental spectrum is shown solid and simulations dashed. 
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shows the anion vibrational population used in the simulation. 

59 

20 

1.20 



the X band, the vibrational structure in the A' and A bands is well-resolved because of 

their low electron kinetic energy. 

The vibrational origin of the A band is clearly at 0.272 e V; the very weak 

transitions at higher electron kinetic energy are from hot band transitions originating from 

vibrationally excited levels of the anion. Since the well depths of all three Iz states are 

. well-known, it is straightforward to assign the somewhat less obvious origin of the A' 

band (see Fig. 2) and to assign the vibrational structure in the center of the X band to 

transitions to highly excited vibrational levels of h The vibrational structure and 

assignments are discussed in more detail in Section 4.2. 

3.2 Femtosecond Photoelectron Spectroscopy 

Figure 3 shows successive femtosecond photoelectron spectra starting at a pump-

probe delay of 500 fs and stepping every 25 fs up to 1500 fs. Note that 12- can be 

detached by the probe pulse; this background signal from the probe pulse alone has been 

subtracted from the' spectra in Figure 3. As shown in our previous work l9 on Iz-, 

dissociation to r + Lis complete by 200 fs, so these spectra at later delay times are 

dominated by two peaks at 0.77 eV and 1.70 eV that correspond to transitions from the r 

photo-product to the 2Pl12 and 2P3/2 states of iodine, respectively. The aaditional feature 

of interest in Figure 3 is the time-varying oscillatory structure superimposed on th~ 

spectrum. This is most noticeable around eKE = 1.45 e V, near 

the base of the 1ep312) f- r transition, but it is apparent over other ranges Of electron 

kinetic energy as well. 
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The oscillations are seen more clearly in Figure 4, which shows cuts through the 

photoelectron spectra at three different electron kinetic energies, 1.45, 1.63 and 1.95 eV. 

The period of the oscillation at 1.45 and 1.95 e V is approximately 300 fs, but there is a 

phase shift of 1800 between the two data sets. The oscillatory structure is largely absent 

at 1.63 e V. Shown in the inset of Figure 5 is the time-slice at 1.45 e V for a much longer 

experiment, consisting of approximately 30 oscillations over 12 ps. The solid line in 

Figure 5 is the Fourier transform of this spectrum; this is dominated by a single frequency 

at 110 ± 2 em-I. 

4 Analysis and Discussion 

4.1 Origin and significance of the coherences 

In the FPES experiment, the pump pulse excites h - to t~e repu)~i~eA' 2 IT g,1/2 

state. The photoelectron spectrum obtained by photodetachment with the probe pulse 

follows the evolution to products on this excited state, but the closed-shell atomic r 

product resulting from dissociation on the A' 2IT g,1/2 state cannot be the origin of the 

oscillations in Figures 3 to 5. However, as mentioned above, the probe pulse does have 

sufficient energy to photodetach h - from its ground electronic state. This suggests that 

the oscillatory structure in the photoelectron spectrum is associated with coherent 

vibrational motion induced by the pump pulse on the ground electronic state of 12-. 

These vibrational coherences are readily understood in the context of previous 

femtosecond experiments. It is well known that laser pulses shorter than molecular 

vibrational periods and resonant with an electronic transition can excite coherences in 
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both the ground and excited electronic states.26.39 If the upper electronic state is bound, 

excited state coherences can arise from excitation of a coherent superposition of 

vibrational levels lying within the laser bandwidth. The concurrent generation of 

coherences in the ground electronic state is a somewhat more subtle effect, bec~use if one 

is starting in the ground vibration-electronic state of a molecule, then the observation of 

ground state oscillations signifies vibrational excitation. This process is due to resonant 

impulsive stimulated Raman scattering (RISRS), in which resonant Raman scattering 

from an ultrafast pump pulse induces vibrational excitation into nearby eigen·states40044• 

The resonance enhancement of this process distinguishes it from the non-resonant 

impulsive SRS process discussed by Nelson and co-workers.45,46 The extent to which 

RISRS occurs and the nature of the resulting wavepacket will depend on the pulse energy 

and bandwidth as well as the shape of the resonant excited state potential. Alternatively, 

the excitation induced by the pump can be described as "dynamical hole-burning" 

resulting from non-uniform excitation of the initial vibrational wavefunction.44.47 

When the RISRS process is active, the probe pulse will typically detect vibrational 

coherences arising from both the ground and excited states. However, when the excited 

state is dissociative,48.49 as was the case in the transient absorption experiments on 13- by 

Ruhman and co-workers,20 the only modulations attributed to 13- arise from a coherent 

superposition of vibrational levels on its ground electronic state. 

Our experiment represents another example of resonant excitation with a 

dissociative upper state. We therefore attribute the oscillations in our spectra to 

coherences on the ground electronic state of h - created by the RISRS process. Figure 6 

illustrates how a non-stationary wavepacket on the ground state results in oscillations in 
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the photoelectron spectrum. As the wavepacket evolves, its Franck-Condon overlap with 

the h vibrational levels changes. Thus, for example, one expects photodetachment to the 

h ground state when the anion wavepacket is at its inner turning point to produce faster 

electrons than at its outer turning point, because the vertical detachment energy is less at 

the inner turning point (compare solid and dotted lines in Figure6). This is the origin of 

the phase shift in the oscillations shown in Figure 4; electron kinetic energies of 1.45 and 

1.95 e V correspond to detachment at internuclear distances larger and smaller than the 

equilibrium bond length, respectively. 

Fourier transforms were taken at 25 me V slices over the entire range of kinetic 

energies. Each slice is analogous to a single transient absorption experiment with a fixed 

probe frequency. In each case, the Fourier transform is dominated at most by a single 

peak, which is most prominent at eKE = 1.45 eV as shown in Figure 5. The frequency of 

this peak, 110 ± 2 cm·l
, is the fundamental vibrational frequency in 12-; this is the first 

accurate gas phase measurement of this value, and it is 5 cm- I lower than the frequency 

obtained using Raman spectroscopy in a matrix. 

As will be shown in the next section, there is some vibrationally excited 12-

produced in our ion beam, although most of the population is in the '\)=0 level. The peak 

in the Fourier transform is therefore primarily a result of a coherent superposition of the 

'\)=0 and 1 levels resulting from vibrational excitation of the '\)=0 level via the RISRS 

process. (The pump laser linewidth, 140 cm- I
, is larger than the 110 cm- I spacing of these 

levels.) Coherences between adjacent levels resulting from RISRS excitation of the 

vibration ally excited levels of the anion are also expected, but the analysis in the next 

section shows that the anharmonicity llJeXe is only 0.370 cm- I
. This means that the '\)0-1 
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most sensitive to the wavepacket intensity at (1) R<Re, (2) R=Re, and (3) 
R>Re. Right: Photoelectron spectra taken at three delay times 
corresponding to the three wavefunctions shown on the anion potential. 
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and '01-2 frequencies differ by less than a wavenumber, and this small splitting is 

apparently not detectable in our experiment. Some of the Fourier transforms at eKE < 

1.45 e V show evidence for a peak at twice the fundamental frequency, as expected for a 

coherence between vibrational levels differing by two quanta. However, this peak is at 

best barely above the noise level, so these coherences are either very weak or non-existent 

in our experiment. 

One final point of interest is that when the wavepacket is only composed of 

~ 

adjacent vibrational levels ('0=0 and 1, '0=1 and 2, etc.), the probability density as a 

function of time is approximately constant at the equilibrium bond length (exactly 

constant for a harmonic oscillator). This is shown explicitly in Figure 6. As a result, 

there should be very little oscillatory structure at eKE values that correspond to vertical 

detachment near the equilibrium bond length. This is the reason for the absence of 
.. " .. : ~ .: .. '" ...... !'.~' ...... ,~'''' ~.~. "'" ., 

oscillations in the energy slice at 1.63 e V in Figure 4. 

4.2 12- ground state potential 

In this section a Morse potential for the ground state of h - is constructed by fitting 

the conventional photoelectron spectrum in Figure 2 with the harmonic vibrational 

frequency, We, constrained to equal the fundamental vibrational frequency '00-1 determined 

in the previous section(see below). Since the Morse potential only has three parameters 

(2) 

where 

f3 = (j) 2" f.1 ( 
2 J1I2 

e De 
(3) 
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and J1 is the reduced mass, the analysis in this section is aimed at determining the well 

depth, De, and equilibrium internuclear separation, Re. This information can be extracted 

from the photoelectron spectrum in Figure 2 because (a) the neutral states of 12 are very 

well characterized from fluorescence measurements,IS-18 and (b) the origin of the band 

corresponding to photodetachment to the A 3nlU state of Iz at eKE( A )=0.272 ± 0.005 

e V can be assigned by inspection. 

The adiabatic electron affinity of Iz is then given by 

(4) 

where Ta(A)=1.345 eV is the electronic term value for the A 3nlu state ofI2.IS This 

yields 2.524 ± 0.005 e V for the electron affinity of lz. in contrast to the previous, 

averaged literature value of 2.55 eV.8 The well depth Do(Iz-) is then determined from 

Using Do (12)=1.542 eV and EA(I)=3.059 eV (Ref. 18 and 50), we find Do (12-)=1.007 eV. 

The well depth, De = 1.014 eV is determined by adding the anion zero point vibrational 

energy (assumed to be 01/2) of 0.007 eV. The anharmonicity lUeXe can then be from 

obtained from 

(6) 

yielding lUexe=0.370 cm-I
. This small value justifies setting We = 1)01. 

With the well depth and vibrational frequency of Iz - determined, Re can be 

obtained through simulations of the conventional photoelectron spectrum within the 

Franck-Condon approximation. The Discrete Variable Representation (DVR) with a 
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Morse oscillator basis set51 was used to calculate anion and neutral vibrational 

wavefunctions and the Franck-Condon factors between the anion and the three neutral 

states. The anion Re and vibrational populations were varied, and the simulation was 

convoluted with an instrument response function to accurately reproduce the neutral state 

vibrational progressions. The final Morse parameters are given in Table I, and the 

simulated spectrum and assumed vibrational distribution for the h - are shown in Figure 2. 

The effects of hot bands on the spectrum are quite pronounced. Peaks solely due 

to hot bands are seen on the high electron kinetic energy side of the origin transitions for 

the it and it' bands. They also add intensity to transitions originating from the I2-(u =0) 

level. The effects of hot bands can also be seen in the X band. Because of the large 

geometry change upon photodetachment to the X state, the spatial extent and nodal 

structure of the anion vibrational wavefunctions are reflected in the intensity profile in the 

photoelectron spectrum. Thus, transitions originating from the h-(u=O) level have an 

approximately Gaussian intensity profile, while those from I2-(u=l) have a bimodal 

intensity profile extending to higher and lower final vibrational levels than the u=O 

transitions, but with relatively little intensity at the center of the u=O profile. The net 

effect is that vibrational structure is resolved in the center of the X band, as these are 

primarily transitions from the anion u=O level, while transitions from multiple anion 

vibrational levels contribute to the wings of the X band, resulting in overlapped 

transitions that cannot be resolved by our spectrometer. Although there is some range in 

the anion population within which the spectrum can be successfully simulated, Re did not 

change by more than 0.005 A over this range. 
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Table 1 compares our Morse parameters with four other potentials proposed for 

the 12- ground state: the empirical potentials of Chen and Wentworth,8 Dojahn et aI., 9 and 

Chen et aI., 10 and the ab initio potential of Maslen et al. 14 The original Chen and 

Wentworth potential is closest to ours, although our potential well is not as deep (1.014 

VS. 1.10 e V), and our value for Re is smaller (3.205 VS. 3.23 A). As an indication of the 

sensitivity of the photoelectron spectrum to the potential parameters, Figure 7 shows 

simulations using the Chen and Wentworth potential (dashed), superimposed on the 

- - . . 
experimental spectrum (solid). The simulated A' and A bands occur at about 0.1 eV 

lower eKE than the experimental bands, indicating that the anion potential well is too 

deep. The even larger shift of 0.2 e V in the center of the simulated X band and the 

differences in the Franck-Condon profiles for all three bands result from the overly large 

bond length in the anion potential. Note that the more recent potentials by Dojahn et al. 

and Chen et al. are progressively moving away from our parameters, implying that the 

assumptions made about the bond length and the correlation between the anions and 

positive ion dimers are not reliable for the case of 12-. 

5. Conclusion 

The ground ~tate of Iz - has been fit to a Morse function. The vibrational 

frequency is obtained from a femtosecond photoelectron spectroscopy experiment, in 

which resonant impulsive stimulated Raman scattering (RISRS) induced by the pump 

pulse leads to oscillatory structure in the time-dependent photoelectron spectra. The well 

depth and equilibrium bond length are derived from a Franck-Condon analysis of the high 

resolution photoelectron spectrum of Iz- which consists of vibrationally resolved 
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transitions to the three lowest electronic states of h Our results yield a shallower well 

depth and a shorter bond length than the previously published semiempirical potentials. 

The results presented here show FPES and conventional photoelectron 

spectroscopy to be a complementary and powerful set of techniques to probe anion 

potential energy features. The demonstration of the RISRS process on gas-phase anions 

and the resulting determination of the Iz - vibrational frequency suggests that the FPES 

experiment will be useful in measuring vibrational frequencies of other molecular and 

cluster anions. 
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Chapter 4. Femtosecond photoelectron spectroscopy of the 12- anion: 

characterization of the A I 2 n g,II2 excited state t 

A potential energy curve for the A' 2I1g ,1I2 state of 12- is constructed based on 

femtosecond photoelectron spectroscopy of the I~ A' 2I1 g,1I2 f- X 2L~ transition at 780 

nm. The experiment is sensitive to the slope of the repulsive potential wall, the well 

depth, equilibrium bond length, and the long-range attractive portion of the upper state 

potential. The A I 2I1 g,1/2 potential is fit to a piecewise potential, which is fl~~ibie in each 

of these regions. Simulations of the spectrum using a previously determined Morse 

potential for the X 2L~ state ofl2- [J. Chern. Phys. 107, 7613 (1997)] yields a well depth 

(De) of 0.017 ± 0.010 eV for the A' 2I1 g ,1I2 state with an equilibrium bond length (Re) of 

6.2 ± 0.6 A. These values differ significantly from previous semi-empirical results. 

1. Introduction 

Photodissociation of iodine in clusters,1,2 liquids,3.lo and matrices ll ,12 has for many 

years been a model system for the study of caging, recombination, and vibrational 

relaxation. In h-, the analogous negative ion system, the effect of much stronger 

solvent/solute interactions on these processes has been explored in size-selected clusters 

vibrational relaxation of h - photofragments created by the photodissociation of 13- has 

also been studied in liquids.22.24 The interpretation and theoretical modeling of all of 

t Originally published in J. Chern. Phys. 110, 3748 (1999). 
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these experiments, however, "relies at least in part on accurate ground and excited state 

potential energy curves for h-. We have recently reported an accurate ground state 

potential for h -,25 but the available empirical excited state potentials are at best 

approximately correct.26-28 In this study, we apply femtosecond photoelectron 

spectroscopy (FPES) to the photodissociation of h-, and simulate our experimental 

results using an improved quantum mechanical simulation method. The experimental 

results are of considerably higher quality than those reported by us previously.29 The new 

results in conjuction with the simulations enables us to generate the first quantitative 

potential for the I;(A' 2n 112) excited state. g, 

The FPES experiment involves photoexcitation of Iz - from its ground X 2L: state 

to the dissociative A' 2ng,1I2 state with a femtosecond pump pulse at 780 nm. The 

photoelectron spectrum of the dissociating molecule is measured at a series of delay 

times by photodetachment with a femtosecond probe pUlse. The variation of the 

photoelectron spectrum with delay time monitors the dissociating anion from the initial 

Franck-Condon region of excitation out to the asymptotic product channel of r + I. 

Hence one can, in principle, probe the excited state potential over the entire reaction 

coordinate. 

The anion and neutral states potentials relevant to our experiment are shown in 

Fig. 1. Most of the neutral h states which correlate to ICZP3/z) + ICZP312) products are well 

characterized,30-36 as is the ground state of the anion,25 leaving the excited anion surface 

the most uncertain. There exist several previously reported empirical andab initio 

potentials for the excited states of h-. Chen and Wentworth have published semi-
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empirical potentials based on a wide range of experimental data including electronic 

spectroscopy in crystals and gas phase dissociative attachment experiments.26 Since their 

original publication in 1985, they have twice updated the potentials for these states using 

more recent experimental data.27.28 The potentials remain largely uncertain, however, 

since they are composed of at most four experimental parameters. 

Several ab initio studies have also been performed on h-. These include valence 

bond methods by Tasker et al.,37 self-consistent field (SCF) calculations by Bowmaker et 

al.,38 and relativistic core potentials by Shaik andco-workers.39 These studies are 

complicated, however, because of the large number of electrons and strong spin-orbit 

coupling in 12-. Spin-orbit effects were explicitly included in a multirerence 

configuration interaction calculation of the h - potentials by Maslen et al. 40 These 

potentials have been recently improved41 ,42 by scaling the ab initio curves to reproduce 

.. 

the experimental equilibrium bond length and well depth for the X 2:L: state,25 while 

maintaining the ab initio energy spacings. The resulting potential for the I;(A' 2n 112) g, 

state has a shallow well at long internuclear distance: De = 19.5 me V and Re = 6.8 A. 

Simulations43 on the scaled potentials yield reasonable agreement with our original FPES 

study of h-,29 particularly at early time delays. 

We have previously reported on the I; A' 2ng,1I2 ~ X 2:L: photodissociation at 

780 nm studied with FPES.29 Since then, the experimental resolution has been improved 

by more than a factor of three. In addition, our ability to simulate the spectra has 

improved significantly for several reasons. First, we now have a more accurate 

potentiaF5 for the ground state of h- than was available at the time of the original study. 

Secondly, the quantum mechanical simulation method originally used was extremely 
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time-consuming, and the simulations performed included photodetachment transitions to 

only three of the 20 neutralh electronic states that correlate to Iep3/z )+ Iep3n) and 

Z *Z -3 -3 -3 I( P312)+I ( Pl/z) products, namely the A' IT2u ' A IT1u ' and B' ITo-u 
states. The 

improved quantum mechanical simulation method described in our accompanying paper44 

is considerably more efficient, and the simulations reported here incorporate 

photodetachment to all 20 relevant states of Iz. Finally, we have developed an empirical 

functional form to reproduce our experimental resolution, and thus more faithfully 

convolute our simulations for comparison with experiment. These improvements in the 

experiment and analysis result in a definitive characterization of the I~ (.4' 2ITg.IIZ ) state. 

2. Experimental 

The FPES experiment consists of two major components: a negative ion 

photoelectron spectrometer and a high repetition rate femtosecond laser. Each has been 

described in detail elsewhere and will be discussed only briefly below. 17.25 

The photoelectron spectrometer has been optimized to be compatible with the 

high laser repetition rate (500 Hz in these experiments) and the low photoelectron signal 

expected for a two-photon pump-and-probe experiment. Argon carrier gas (10 psig) is 

passed over crystalline h and supersonically expanded through a pulsed piezo electric 

valve operating at a repetition rate of 500 Hz.45 Anions are generated by a 1 keVelectron 

beam which crosses the expansion just downstream of the nozzle, and are injected into a 

Wiley-McLaren time-of-flight mass spectrometer4li by applying pulsed extraction and 

acceleration fields perpendicular to the molecular beam axis. After passing through 

several differentially pumped regions, the ions enter the detector chamber where they are 
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dissociated with the pump laser pulse and detached with the probe laser pulse. The ions 

are monitored with a retractable, in-line microchannel plate detector. High electron 

collection efficiency is achieved with a "magnetic bottle" time-of-flight analyzer47 whose 

energy resolution has been optimized using a pulsed decelerator48,49 applied to the ions 

just prior to photodetachment. The instrument resolution is determined by 

photodetachment of r with 390 and 260 nm light. This produces three atomic peaks at 

0.12,0.77, and 1.71 eV whose widths increase with electron kinetic energy. Their widths 

are 20, 50, and 76 meV, respectively. These three peaks are used to convolute the 

simulated FPES spectra as described in Section 4.2. 

The pump and probe laser pulses are obtained from a Clark-MXR regeneratively 

amplified Ti:Sapphire laser system, which generates pulses at 780 nm (1.59 e V) with 1 

mJ energy and 80 fs (sech2) width. About 150 ~ of this is used as the pump pulse. The 

probe pulse is generated by frequency-tripling the remainder of the 780 nm fundamental, 

producing pulses at 260 nm (4.77 eV), with 20 IlJ energy, and 130 fs width (the latter 

measured by difference frequency mixing with the fundamental light). The relative delay 

between the pump and probe pulses is adjusted with a computer controlled translation 

stage, and the beams are collinearly recombined prior to entering the vacuum chamber. 

The probe pulse has enough energy to detach the r products as well as ground state h-, 

which produces a background spectrum. By passing the pump beam through a 250 Hz 

chopper (New Focus, 3501), shot -to-shot subtraction of the background photoelectron 

signal is performed. The background signal is also integrated and used to normalize 

different scans. 
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The vacuum chamber window affects the individual pulse widths and the relative 

delay between the pump and probe pulses. To characterize the pulses and determine the 

zero-of-time inside the chamber, two-color above-threshold detachment of r is used.50 

The probe pulse alone produces a photoelectron spectrum with two peaks at 0.77 and 

1.71 eV. When the pump and probe pulses are temporally overlapped, additional peaks 

are observed that correspond to shifting the r peaks by 1.59 e V towards higher eKE; i.e. 

the photon energy of the pump pulse. From the intensity of this two-color signal as a 

function of pump-probe delay, we determine the zero-delay time and the cross-correlation 

of the pump and probe pulses inside the vacuum chamber. This yields a convoluted 

FWHM of 175 fs. 

3. Results 

Fig. 2 (solid) shows successive femtosecond photoelectron spectra, plotted as a 

function of electron kinetic energy, and taken at increasingly larger pump-probe delay 

times. Also included in Fig. 2 (dotted and dashed) are the simulated spectra, which will 

be discussed in Section 4. At the bottom of the figure, the experimental background 

spectrum arising from detachment of ground state h - by the probe pulse is shown, and the 

peaks labelled A, B, and C in the background spectrum are due to transitions to the 

A 3D IU ' A' 3D2U ' and X 1:L; states of neutrallz, respectively.25 This spectrum has been 

suitably scaled and subtracted from each of the two-photon spectra to remove the effects 

of ground state depletion by the pump pulse. Hence, these spectra reflect only the 

dynamics induced by the pump pulse. 
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The spectra in Fig. 2 are qmi1itatively similar to lower energy resolution spectra reported 

previously. In Fig. 2, one'observes two broad features shifting toward lower energy as 

the delay time increases and evolving by 320 fs into two narrow peaks centered at 0.76 

and 1.70 eV. Previously, the two narrow features were assigned to transitions 

from the r photoproduct to the 2PII2 and 2P3/2 states of iodine, respectively, and the broad 

transients at earlier times were assigned to detachment of the dissociating wavepacket on 

the I~(A' 2rrg,I12) potential energy curve. 

However, while the atomic features reach their maximum heiglitby 320 fs, they 

undergo a 10meV shift to higher kinetic energies over the next 400 fs, which actually 

brings them into better agreement with the atomic transitions for free r (which appear at 

0.77 and 1.71 e V). This shift is shown in Fig. 3, where higher energy atomic features are 

expanded and compared at 320 fs and 720 fs. The energy shift is continuous and smooth 

over this time interval, and was not observed before in our earlier study on h-, most 

likely due to our poorer electron energy resolution. As will be discussed below, the shift 

arises from the excited state wavepacket traversing the long-range attractive portion of 

the 12- potential. 

Since 1.71 e V corresponds to photodetachment of r products, a cut through the 

FPES spectra at this energy provides a measure of r production as a function of time. 

This is shown in Fig. 4 (solid). The half-maximum height is reached by 180 fs, and the 

full height at 320 fs. Repeated measurements of the experiment give a risetime which is 

reproduceable to within ±1O fs, and is considered our experimental error. The half-

. -

maximum height observed here is approximately 50 fs longer than our previously 
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reported results.29 This is again a result of our improved energy resolution which enables 

us to separate better the atomic and transient contributions to the spectra. 

4. Analysis and Discussion 

In this section we develop a I~ (A' 2IT 112) excited state potential that is accurate g, 

to within our experimental error by simulating the FPES spectra above 1.6 eV. To this 

end, we first explain the analytical potential used in the simulations, and our method of 

convoluting the simulated spectra. The simulations are then compared to experiment, 

error bars on the potential are estimated, and a comparison is made to previously reported 

potentials. Finally, the complete FPES spectra are simulated using all 20 neutral 

potentials, and the accuracy of current h ab initio potentials is commented on. 

4.1 Analytical Form of the I~ (.4' 2IT 1/2) state g, 

The FPES spectra are sensitive to three parts of the potential, listed in order of increasing 

internuclear distance: (1) the Fe region, \yhere the potential is repulsive, (2) the region in 

the vicinity of the attractive well, the existence of which is supported by the results in 

Fig. 3, and (3) the long-range attractive region. To effectively simulate the FPES spectra, 

a potential is needed which can be easily modified in these three areas. We have chosen 

Morse potentials to represent the first two regions, while the long-range attractive region 

is represented by a function which includes the charge-induced dipole ({4) and charge-

induced quadrupole and dispersion ({6) terms. Two switching functions are used for 

transitions between regions. The analytical form for the entire potential is given in Eqns. 

1 &2, 
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V (r) = 2D; exp[-pl(r-'-r./)] +D: exp[-2pl(r- r.,1)] == vI(r), 

= sfl (r)vI (r) + [1- sfl (r)]v2 (r), 

O<r~'i 

'i<r~r2 

= 2D;exp[_P2(r_re2)] + D;exp[-2p2(r-r.,2)] == v2(r), 'i <r~r3 (1) 

= sf2(r)v2(r) + [1-sf2(r)]v3(r), r3<r~r4 

where 

1( 1[(r-r) J sfn (r) = - cos n + 1 . 
2 rn+1 -rn 

(2) 

sfir) are the switching functions connecting the three functions vir). D:, ren
, and pn are 

the well depth, equilibrium bond length, and beta parameter for each of the two Morse 

potentials. B4 and B6 are the charge-induced dipole and charge-induced quadrupole and 

dispersion terms, respectively, approximated with the parameterS for Xer;51 The 

parameters rn in the two switching functions are chosen so that viCr), vir), and vir) 

describe the three regions of the potential defined above. 

The FC region is centered around R=3.205 A, i.e. Re for the Iz- X 2I,: state.25 The 

potential in this region, along with the ground state wavefunction and photon energy, 

determines the initial wavefunction created on the excited state potential. To fit the 

potential in the FC region, we have simulated the photodissociation cross-section 

measurement carried out by Papanikolas et aI. 15 on gas phase Iz -. Their results are shown 

by the solid line in Fig. 5. Using a wavepacket propagation code described earlier,52 and 

assuming a temperature of 100 K for the 1z-,25 the cross secti6n was simulated. Only the 

three parameters which determine v d r) were adjusted to reproduce the maximum and 
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width of the cross section, and the results are presented in Fig. 5 (dashed). This produces 

a reliable excited state potential in the FC region. In the simulations presented 

throughout the rest of this report, these three parameters are held fixed and only the 

remaining parameters are varied to fit the FPES spectra. 

4.2 Convolution routine 

Because we have found that the risetime of the Iep312) spectra at 1.71 eV (Fig. 4) 

is very sensitive to the resolution of our spectrometer,29 it is important to perform 

accurate convolutions of the simulated spectrum with the experimental resolution 

function. Previously an analytical form for the convolution function was used which had 

been derived based on the expected energy resolution of the magnetic bottle analyzer and 

the angular distribution of ejected electrons.29 Here an improved procedure is employed, 

in which the simulations are convoluted with an empirical resolution function derived 

from the photoelectron spectrum of r. 

The standard convolution formula is used, 

(2) 

where g(£) is the simulated spectrum and f (E) is the convolution function. In our 

routine, f (E) assumes the experimental r features at their respective electron energies 

of 0.12, 0.77 and 1.71 e V; the first peak is obtained at a detachment wavelength of 390 

nm, and the second two at 260 nm. At other electron energies, the convolution function 

is computed by interpolation (or extrapolation) of the two nearest experimental r 

features. This guarantees that at long times, when the experimental spectrum only 

consists of atomic features, the simulated and experimental spectra will match. It also 
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helps ensure that the risetime of the 1 feature at 1.71 eV is accurately modeled with the 

current experimental resolution. However, the procedure implicitly assumes that at all 

time delays the angular distribution is the same as for 1 photodetachment. The effect of 

the angular distribution on the photoelectron spectra diminishes when the ion beam is 

slowed down, as was the case here,29,47 and plays a much smaller role in this report than in 

our original study. 

4.3 Simulated FPES spectra above 1.7 eV 

With the first three parameters fixed to reproduce the photodestruction cross 

section, the other ten parameters were varied and the FPES spectra simulated. In our 

companion paper,44 we discuss the exact method for simulating the spectra. In this paper, 

we concentrate only on the results of these simulations. In addition, for the purpose of 

determining an accurate I~ (,4 I 2n 112) excited state potential, only the spectrum from 1.6 g, 

e V and above was modeled (Fig. 2, solid). This region of the spectrum corresponds to 

detachment to the neutral potentials which correlate to Iep312) + Iep312) products. These 

potentials are considerably better characterized than the potentials correlating to Iep312) + 

Simulations from the optimized I~ (,4 I 2n 1/2) potential are shown in Fig. 2 g, 

(dashed), superimposed on the experimental spectrum. The potential itself is shown in 

Fig. 6 (dashed), and its parameters are given in Table I. For the purpose of determining 

the I~(A' 2n 112) excited state, the simulations include photodetachment to the lowest 10 
~ . 

states of neutral 12 which correlate to Iep3/2) + Iep3n) products, seven of which have 
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Table I. Spect~oscopic .constants for the I;(A' 2ng,I12) 

potential in Eqs. 1 & 2. 

vJCr) I 
re = 0.01 A sJJCr) 1j = 

0 

3.4 A 
DI = e 6.000 eV r2 = 4.2 A 
pi = 0.787 A-I 

v2(r) r2 = 0.017 A sJir) r3 = 8.4 A e 
D} = 6.20eV r4 = 9.oA 
p2 = 0.663 A-I 

vir) B4 = 28.977 eV A4 (Ref. 51) 
B6 = 365.448 eV A6 (Ref. 51) 

I .' .,,0" .... , 

the a' 31:;(0+) states.30-36 From ab initio work,53,54 the 3 02g and ii 30 lg states are predicted 

to be nearly degenerate, as are the 31:- _ and 3~3 states with the ii' 31:- + state. Hence, 
"(0 )" g(O ) 

. -' .. -" .... 

we approximate these three experimentally undetermined states by their degenerate 

counterparts. 

Several of these neutral states are not accessible by one-electron detachment from 

the I~(A' 20g,1I2) excited state. However, as discussed by Faeder and Parson,43 the large 

spin-orbit coupling of iodine mixes the electronic configurations to such an extent that 

only transitions to the h X 11:; state are predicted to be forbidden. Thus, equal 

weightings are assumed for transitions to all neutral states except the X 11:; state, for 

which the detachment cross section is set to zero. 

Comparison of the simulated and experimental data in Fig. 2 (dashed) shows 

excellent agreement. The high energy features from 1.8 to 2.3 e V match the experiment 

well, and the rise of the r feature at 1.70 eV is followed closely. The intensity at 1.75 eV 

92 



is slightly underrepresented at delay times of 170, 220, and 270 fs. Comparison of the 

simulated risetime to experiment shows that the half-maximum height is reproduced at 

180 fs, although the slope is not as steep (Fig. 4, dashed). This may be due to the 

simulated pulse widths being slightly too long in duration. Finally, a comparison of the 

energy shift observed between 420 to 700 fs is shown in Fig. 3 (dashed). At 420 fs the 

simulated spectra is approximately 2 me V higher in energy than experiment, and 

smoothly shifts to 1.71 eV over the next 300 fs. 

These results represent a significant improvement over our previous study of 12-

photodissociation.29 As has been found by Faeder and Parson,43 inclusion of the 

additional neutral potentials helps improve the fit to the transient intensities. We find that 

this does indeed improve the agreement, especially at energies above 1.8 eV, although 

modification of the I~ (A' 2ng.1I2 ) potential itself was the largest factor in improving the 
, ~ ,~ "::"~. I. ~ ".' 

fits. 

Several assumptions are implicit in our calculations. First, the oscillator strengths 

for transitions from the I~ (A I 2n 112) anion to the neutral states are unknown. From the 
g. 

study of Asmis et al.,55 it was found tnat detachment from the ground i 2L: state of 12- to 

the B,3n _ and B")n states of 12 is only 1/3 as intense as detachment to the k 3n 2 and o u u u 

A3
n)u states. When using their weights for photodetachment from the I~ (A' 2n \/2) g. 

state, however, the transient intensities are not as well represented as when all oscillator 

strengths are assumed to be the same. In fact, for a proper fit of the photoelectron 

spectra, transitions to the a: 3n)g and 3 n2g states must be included, even though these 

states are normally forbidden, lending support to the conclusion of Faeder and Parson55 
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that the one-electron transition rule is relaxed by the strong spin-orbit coupling. We have 

also individually varied the relative weightings of all the states, and found that the 

risetime (Fig. 4) is insensitive to the individual weights. In fact, except for the adL- + 
g(O ) 

state, the individual risetimes of all the neutral states lie within ±10 fs of one another. 

Thus, the risetime is almost solely determined by the anion potential, at least for 

reasonably well characterized neutral states. 

The second important assumption is that the photodetachment transition dipole 

moments are independent of nuclear coordinates. This is certainly not correct, although 

we have no means for calculating these moments. However, this approximation should 

only affect the relative intensity between the transient features above 1.8 eV and the 1 

feature at 1.71 eV; the risetime should again remain unaffected. 

Further insight into the photoelectron spectra can be gained by examining the 

time-dependence of the excited state anion wavefunction, which is also calculated as part 

of the quantum mechanical propagation method.44 Shown in Fig. 7 are the wavefunctions 

at the experimental delay times superimposed on the anion and neutral potential energy 

surfaces. At 20 fs pump-probe delay, the wavepacket mostly resides in the Fe region. 

At this time delay, detachment of the wavepacket produces a broad spectrum because of 

the large spliuings between the neutral potential energy curves. The spectrum is also 

centered at higher electron energies than at longer times because the vertical detachment 

energies are lower, on the average. At 170 fs, the breadth of the spectra is almost entirely 

due to the slope of the anion potential since the neutral potentials have nearly reached 

their asymptotic values. The transient intensity in the simulated spectra does not 

disappear, however, until about 270 fs at which point the wavepacket resides in the 
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region of the shallow anion potential well. At this internuclear distance the neutral 

potentials are all within 4 me Vof their asymptotic energies. The anion potential, 

however, is 17 meV lower than its asymptotic energy. Thus, the shift to higher energies 

over the next 400 femtoseconds is due to the wavepacket moving out of the anion 

potential well. By 700 fs, the expedmental spectrum no longer shifts with time, and the 

effect of attractive interactions on the anion potential has become insignificant. From the 

simulations, this corresponds to an internuclear distance of about 11 A. 

In order to estimate the error in our potential, the FPES spectra were simulated for 

two additional potential surfaces with slightly more repulsive and attractive potentials. 

These potentials are shown in Fig. 6 (dotted), along with the best-fit potential described 

above (dashed). All three potentials are identical in the FC region of the potential (Fig. 6, 

inset). The simulated FPES spectra are not shown, but the risetimes at 1.71 eV are 

compared in Fig. 4 (dotted) to the best-fit (dashed) and experimental risetimes (solid). 

The potential with the steeper slope for R< Re produces a faster risetime because the 

wavepacket reaches the asympotic region more rapidly. Conversely, the potential with 

the shallower slope results in slower dissociation and a slower risetime. Although these 

two potentials do not fit the experimental risetimes as well, they are not necessarily bad 

fits. We believe they represent reasonable error limits in our determination of the 

I; (Ii' zIT 1/2) state, and are used to estimate error bars for the parameters listed in Table g, 

II. 
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4.4 Comparison with previou~ potentials 

Table II compares our well depth and equilibrium bond length to the three semi-

empirical potentials proposed by Chen and Wentworth,26-28 and the ab initio potential by 

Maslen et al. _40 As was the case in our previous determination of the I; (X 2L:) ground 

state potential,25 the original I~(A' 2n
g

,I12) semiempirical potential published26 in 1985 

matches our parameters more closely than the later two potentials,27,28 As is seen in Fig. 6 

(dot-dashed), however, even the original potential lies well outside our limits of error. It 

has a comparable well depth, but the well itself is located at much smaller internuclear 

distances, which produces a repulsive wall that is considerably steeper than predicted by 

our simulations. 

As an indication of the sensitivity of our spectra to the shape of the excited state 

potential, we have simulated the spectra using our I;(X 2r,:) ground state and Chen and 

Wentworth's I~(A' 2ng ,I12) excited state potential from 1985.26 Fig. 8 compares the 

Table II : Comparison of De and Re with previously reported potentials 
Current ab initioa Chen & Dojahn et Chen et al. d 
Work Wentworthb al.c 

Re (A) 6.2 ± 0.6 6.8 4.83 4.626 4.70 
De (eV) 0.017 ± 0.010 
aReferences 40-42. 
bReference 26. 
cReference 27. 
dReference 28. 

0.0195 0.01 0.08 
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simulations (dashed) to experiment (solid). Note that the transient intensity above 1.8 eV 

is almost completely missing, even at 20 fs delay time, and the atomic feature forms 

. much too early. Indeed, the simulated risetime occurs 70 fs faster than the experiment 

(Fig. 4, dot-dashed), and the atomic feature rises directly at 1.71 eV with no energy shift. 

These discrepancies indicate that this potential is too repulsive at short internuclear 

distances and not attractive enough at long internuclear distances, both consequences of 

Re being too small. We have also calculated the photodestruction cross-section using this 

potential and find it to pe much too wide (Fig. 5, dot-dashed), showing that the potential 

is too steep in the FC region. It seems unlikely that l;l single Morse potential for the 

1;(,1' 20g ,1I2) state will suffice to fit all the experimental data now available. 

The well depth and internuclear distance for the ab initio potential40-42 are in 

remarkably good agreement with our results (Fig. 6, double dot-dashed). Its well depth 

De=19.5 meV and equilibrium internuclear distance Re=6.8 A lie within ~ur estimated 

error bars. At smaller internuclear distances, however, the ab initio potential 

diverges from ours, and is -300 meV too high in energy at the FC region (Fig. 6, inset). 

This seems to indicate that the ab initio methods are reliable in predicting long-range 

electrostatic interactions, and may be expected to accurately represent the excited state 

wells of other diatomic anions. 

4.5 Simulation of the entire FPES spectrum 

With the determination of a reliable I; (A' 2n 112) state, the entire FPES spectra 
g, 

can now be simulated by including the remaining 10 neutral states correlating to Iep3/2 ) + 

I*eP1n} products. Very little is known about these states; only the IPno-
u 

has been 
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spectroscopically determined.32 Information on the other states comes from relativistic 

ab initio calculations by Li et ai.,56 Teichteil et ai.,53 and de long et ai. 54 By simulating 

the region of the FPES spectra corresponding to these states (i.e. at electron energies 

below 1.6 e V) and comparing with experiment, the accuracy of the ab initio potentials 

can be evaluated. 

Following the procedure described above, the entire photoelectron spectrum was 

simulated using the potentials calculated by de long et ai. 54 (Fig. 2, dotted) and those 

used above (Fig. 2, dashed). Transitions to all states in the Iep312) + I*ep1/2) manifold 

have been equally weighted, although their integrated intensity has been reduced by a 

factor of -2 to reproduce the intensity of the J(2PI/2) f- J- transition at 0.77 eV. The 

agreement is far from perfect, however, for the formation of the I*ePI12) peak. Except 

for the contribution of the iPn _ state (which extends up to 1.5 e V, but at intensities too 
o u 

low to observe in Fig. 2), the simulations produce transient features from 0.6 to 0.9 eV, 

with no dominant features. The experiment, however, has intensity up to 1.0 eV, which 

indicates that the neutral states are at least 100 meV too high in energy at the FC region. 

In addition, sharp features at 0.85 and 0.95 eV are seen in the experiment at -:-30 fs; 

although similar in appearance to the background peaks labelled A and B in Fig. 2, these 

features are true transients and not artifacts of background subtraction. Each sharp 

feature arises from detachment to one or more neutral states, largely separated from 

adjacent states. The absence of these features in the simulations indicates that the ab 

initio potential energy curves are too evenly spaced in the FC region. Finally, the rise of 

the I*epI/2) feature is much faster than experiment, and the transient intensity is too 

small, both suggesting that the Iz states are "too parallel" to the J;(A' 211 1/2) state. g, 
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5. Conclusion 

The feasibility of using femtosecond photoelectron spectroscopy to determine 

excited anion state potentials is demonstrated. The first quantitative excited state 

potential for the I;(A' 2I1
g
,lI2) excited state ofl2- is reported, which has been fit to a 

piecewise potential by simulation of the spectra. Careful consideration has been given to 

the accuracy of our fit, and reasonable error limits have been assigned. We find the 

". . . . . ~ . 

potential contains a shallow well located at large internuclear distances, in qualitative 

agreement with a recent ab initio calculation but not with previously proposed semi-

empirical potentials. Comparison of the spectra to calculated wavefunctions reveals 

FPES to be sensitive to the repulsive wall, the potential well, and the long-range 

attractive portions of the potential. The accuracy of current ab initio potentials for the 

ICZP312) + I*CZPI/2) manifold is also assessed. The extension of this type of analysis to 

higher dimensional systems, and to systems with a larger excited state wells are being 

investigated. 
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Chapter 5. Femtosecond stimulated emission pumping: characterization 
of the Iz - ground state t 

Femtosecond stimulated emission pumping in combination with femtosecond 

photoelectron spectroscopy is used to characterize the potential energy function of the 

I2TX 21::) ground state up to vibrational energies to within 2% ofthe dissociation limit. 

The frequency and anharmonicity of this state is measured at several vibrational energies 

up to 0.993 eV by coherently populating a superposition of ground state vibrational levels 

using femtosecond stimulated emission pumping, and monitoring the resulting 

wavepacket oscillations with femtosecond photoelectron spectroscopy. The dissociative 

h-(A' 2TI g,1/2) state is used for intermediate population transfer, allowing efficient 

population transfer to all ground state levels. Using the measured frequencies and 

anharmonicities, the X 21:: state has been fit to a modified Morse'potentlalwith the /3-

parameter expanded in a Taylor series, and the bond length, well depth, and u=O-1 

fundamental frequency set equal to our previously determined Morse potential [1. Chern. 

Phys. 107, 7613 (1997)]. At high vibrational energies, the modified potential deviates 

significantly from the previously determined potential. 

1. Introduction 

bulk polar solvents lO- 13 has become a model system for the study of caging, 

recombination, and vibrational relaxation. In these systems, the strong solvent/solute 

t Submitted for publication to J. Chern. Phys. 
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effects inherent to negatively charged species induce rapid energy transfer that depends 

sensitively on the shape of the ground and excited state potentials. 14,15 This is especially 

true for the ground state potential near the dissociation limit where energy transfer is 

much more rapid than at low vibrational quanta. For instance, Barbara and 

coworkers IO,12,13 have shown that within 300 fs of photo dissociation, the h­

chromophore recombines and relaxes to the lower 25% of the ground state potential in 

liquid water and ethanol. The remaining relaxation occurs over -2 ps. Hence, 

interpretation of the data and quantitative theoretical modeling requires accurate excited 

and ground state potentials to account for the dissociation and vibrational relaxation 

processes, respectively. We have previously reported ground and excited state potentials 

based on a series of frequency and time domain negative ion photoelectron spectroscopy 

(PES) experiments. 16-18 However, the ground state potential was only characterized near 

the bottom of the well. In this paper, we use femtosecond photoelectron spectroscopy 

(FPES) in conjunction with stimulated emission pumping (SEP) to characterize the 12-

ground state potential to within 2% of the dissociation limit. 

Our previous report16 on the ground state of 12- relied on conventional, high­

resolution photoelectron spectra to determine the equilibrium bond length (3.205 A) and 

well depth (1.014 eV) of h-. To determine the u=O-1 vibrational frequency, resonance 

impulsive stimulated Raman scattering (RISRS) was used to create ground state motion 

near the bottom of the well. The Fourier transform of the oscillations observed in the 

FPE spectra gave the fundamental frequency with wavenumber accuracy (110 ± 2 cm· I
), 

and from these three parameters, a Morse potential was determined. Our results differed 

substantially from previous semi-empiricaP9-21 and ab initio determinations22-25 of the 
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ground state. The ab initio poteittial by Maslen et al. 14,15 has been brought into closer 

agreement with ours by scaling the potential to reproduce our experimental well depth. 

However, the ground state potential remains experimentally uncharacterized at energies 

much above the minimum. 

In order to characterize the potential at higher energies, we utilize gas phase, 

femtosecond SEP to coherently populate vibrational levels to within 2% of the 

dissociation limit. Our method is an extension of conventional SEp26,27 in which a 

narrow band pump laser populates a single vibrational eigenstate in an excited electronic 

state. A second, dump pulse then transfers population back to the ground state and into 

eigenstates resonant with the dump frequency. Hence, by scanning the dump laser 

wavelength and monitoring, for example, fluorescence depletion, the energies of the 

ground state levels can be measured and an accurate potential determined. In contrast to 

conventional SEP, our implementation of SEP utilizes femtosecond pump and dump 

pulses to coherently populate multiple excited and ground state levels of h-, respectively. 

In this case, the pump pulse creates an excited state wavepacket for which the Franck­

Condon overlap with the ground state vibrational levels constantly evolves with time. 

With proper timing of the dump pulse, population is coherently transferred back to the 

ground state, creating a wavepacket that oscillates with the frequencies determined by the 

populated vibrational levels. By following the wavepacket motion in real time, we 

determine the 12- ground state vibrational frequency and anharmonicity as a function of 

pump and dump wavelengths. 

The technique we use JO monitor the SEP signal is femtosecond photoelectron 

spectroscopy (FPES),17,28 and our approach to create and monitor ground state 
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vibrational motion is illustrated in Fig. 1. In these experiments, a femtosecond pump 

pulse, centered at -795 nm, excites 12- from its ground X 2L~ state to the dissociative 

A' 2ng,l!2 potential. After a delay time of 50 to 150 fs, a second, femtosecond dump 

pulse transfers a fraction of the evolving excited state wavefunction back to the ground 

state, resulting in a coherent superposition of vibrational levels centered at the difference 

between the pump and dump laser pulse energies (hereafter referred to as the excitation 

energy). The vibrationally excited ground state wavepacket then oscillates with 

frequencies characteristic of the energy level spacings that comprise this vibrational 

distribution. The ensuing dynamics of the depleted u=O ground state, excited state 

dynamics, and dump induced ground state motion are all monitored by photodetachment 

with a femtosecond probe pulse at a series of delay times resulting in time-dependent 

photoelectron spectra. The dynamics of the depleted u=O ground state and evolving 

excited state wavefunctions have been reported previously. 16,17 In this article we focus 

on the dynamics induced by the dump pulse (dashed wavepackets). 

Our technique is similar in some respects to femtosecond four wave mixing 

(FWM) techniques29-31 including femtosecond coherent anti-Raman scattering 

(CARS)32,33 and two dimensional time delayed femtosecond CARS.34 In these 

experiments two resonant laser pulses, similar to the pump and dump pulses used in our 

experiment, create a population grating in the ground electronic state. Instead of 

monitoring the ground state motion by photodetachment, a third pulse is resonantly 

scattered from the oscillating polarization. Such methods are suitable for studying 

species that can be created with high number densities. The method described here is far 
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more sensitive, and can be used to study size-selected molecular anions, as we 

demonstrate in this report: 

In this paper, we coherently populate vibrational states up to 0.993 eV on the 

h-(X 2L:) ground state (De= 1.014 eV) and use FPES to monitor the resulting oscillatory 

motion. In this manner, we determine the potential frequency and anharmonicity as a 

function of vibrational energy, and by modeling our results at successively higher 

vibrational energies, we have developed a quantitative ground state potential. We also 

demonstrate that the use of the dissociative h-(A' 2ng,I/2) electronic'st~te for-intermediate 

population transfer allows for efficient pumping to all ground state levels. 

2. Experimental 

The FPES negative ion photoelectron spectrometer and high-repetition rate 
. ~,"\ . "-..... ~ La . ..... ' 

femtosecond laser have been described in detail elsewhere. 17.35 A brief summary 

follows, highlighting the modifications made to incorporate an addition dump pulse. 

The photoelectron spectrometer consists of an ion source region, time-of-flight 

(TOF) mass spectrometer, and a high collection efficiency TOF photoelectron 

spectrometer. h - is produced when argon carrier gas (10 psig) is passed over crystalline 

iodine, supersonically expanded into the source chamber through a pulsed nozzle 

operating at 500 Hz, and crossed with a 1 ke V electron beam. The h - is isolated from the 

other anions and clusters formed in the expansion by injection into a Wiley-McLaren 

TOF mass spectrometer36 using pulsed extraction and acceleration fields perpendicular to 

the molecular beam axis. After passing through several differentially pumped chambers, 

the ions enter the photoelectron spectrometer and interact with the pump, dump, and 
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probe laser pulses. The detached electrons are collected with high efficiency using a 

magneticbottle,37 and the 500Hz repetition rate allows for rapid data collection. 

Although we often decelerate the ions prior to detachment to improve the photoelectron 

energy resolution,17,38,39 in these experiments this is not necessary, and we have a 

resolution of approximately 300 meV at 1.7 eV electron kinetic energy (eKE) that 

degrades approximately as (eKE/I2. 

The pump, dump, and probe pulses are obtained from the fundamental of a Clark-

MXR regeneratively amplified Ti:sapphire laser system that generates pulses at-795 nm 

(1.56 e V) with 1 m] of energy and 80 fs (sech2) width. About 40 !Jl of this is used as the 

pump pulse and 500 !Jl is used to pump a Light Conversion optical parametric amplifier 

(OPA) that generates infrared dump pulses from 950 to 2150 nm with an average of 40 

!Jl energy and 80 fs width. The remaining fundamental is frequency tripled to make 265 

nm (4.68 eV), 20 !Jl, and 130 fs probe pulses. In or~er to determine the exact excitation 

energy, the bandwidths of the pump and dump pulses are measured with a 

monochromator prior to each experiment. The relative timing between the three pulses is 

controlled by two translation stages, and the beams are collinearly recombined prior to 

entering the vacuum chamber. Because the entrance window affects the timing between 

the three pulses; above threshold detachment of r is used to determine the absolute zero-

of-time inside the spectrometer; when any two pulses are temporally overlapped in the 

chamber, additional peaks are observed in the photoelectron spectrum for which the time-

dependent intensity gives the cross-correlation of the respective pulses.28 ,40 

Two procedures were used to normalize the spectra of differ~nt pump~dump-

probe delay times. When the SEP signal is large, a phase-locked chopper is used to 
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perform shot~to-shot background subtraction by alternately colle,cting signal with and 

without the dump pulse to'create a difference spectrum. The total background signal is 

also recorded (pump-probe only), which is constant after 300 fs since the excited state 

dynamics are complete, and thus can be used to normalize the difference spectra. When 

the signal is low, as it is for dump frequencies near 1067 nm due to low OPA conversion 

efficiency, shot-to-shot background is inefficient because the data collection rate is 

effectively halved. In this case, all spectra are collected with the dump pulse active, and 

the spectra are normalized by their integrated intensities at each delay time. This is a 

reliable normalization method because the SEP signal is less than 10% of the total 

. intensity. Although shot-to-shot background subtraction is preferable, the pump-probe 

background spectra can be subtracted at a later time. 

. .. ~ .~. ,~ .. :: ' 

3. Results 

Fig. 2a presents femtosecond photoelectron spectra of 12- taken with the probe 

only (solid), pump and probe (dashed), and pump, dump, and probe pulses' active 

(dotted). The dump wavelength in this figure is 1450 nm (0.86 eV), resulting in an 

excitation energy of hv pu - hv pr = 0.70 e V, the pump-dump delay time, M J, is 150 fs, and 

the pump-probe delay time, /).t2, is 2200 fs. These spectra have not been background 

subtracted. In the probe-only spectra, peaks are observed at 0.3,0.9 and 1.45 eV (labeled 

B, A, and X), primarily due to detachment to the B 3ilo+ u ' A 3il lu & A' 3il 2U ' and X II.; 

states of lz, respectively.16,41 With inclusion of the pump pulse, a portion of the 12- u=O 

ground state population is transferred to the A' 2ng•1f2 excited state (see Fig. 1), resulting 

in a bleach of the probe-only spectra that is typically 40%. Additional peaks at 0.70 and 
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1.75 e V also appear due to detachment of the r products to the I*CZPI/2) and ICZP3/2) spin­

orbit states, respectively. Dissociation of Iz- on the A' 2n
g

•l12 takes on the order of 250 

fs,17,28 and in the spectra of Fig. 2a this process is already complete. With the addition of 

the dump pulse (dotted), the atomic r features decrease about 10% in intensity due to the 

transfer of population back to the ground state before dissociation occurs. However, the 

probe-only features do not increase in intensity. Rather, intensity appears between the r 

features at 1.,1 e V as well as at high eKE up to - 3.1 e V. These features are due to 

photodetachment from high vibrational levels of Iz -.6,8 As the excitation energy IS 

increased, the high eKE region of the spectra extend even further. 

The pump and dump efficiencies can be determined by comparison of the ground 

and excited state bleach, respectively, to give an overall efficiency for population transfer 

to high vibrational levels of the ground state. From the bleach of the probe-only spectra, 

42% of the ground state population is transferred to the excited state. With addition of 

the dump pulse, 10% of the excited state wavepacket is transferred back to the ground 

state, as determined from the bleach of the r product. Hence, we achieve 4 to 5% SEP 

efficiency. This is typical for all dump wavelengths used in this report. 

The dump pulse induced features are more readily apparent in the shot-to-shot 

background subtracted mode (Section 2). In this mode, only features resulting from the 

interaction with the dump pulse are recorded. Fig. 2b show three spectra taken in this 

mode at different pump-probe delay times. Depletion of the r features now shows up as 

negative peaks, and the intensity due to detachment of the vibration ally excited levels is 

easily observable. At most eKEs, the photoelectron spectrum is rather complex; between 

0.8 and 1.4 e V the photoelectron spectra (Fig. 2b) arises from detachment at both the 
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outer and inner turning points of the 12- ground state potential, and includes detachment 

to at least 10 energetically accessible h potentials. 17,42 However, the signal extending to 

high eKE (>2.0 eV) is only due to detachment to the h X 11:; state at the inner turning 

point of theh - vibrational distribution (Fig. 1).42 This region of the photoelectron 

spectrum has previously been used to determine the vibrational distribution of h-

products in photodissociation and cluster recombination experiments.6,8 

The features associated with the dump pulse exhibit oscillatory time-dependent 

dynamics. For example, above 2.0 eV and at 1.1 eV the signal clearly increases between 

1600 and 1800 fs, while a corresponding decrease in intensity is observed at 1.4 e V eKE 

(Fig. 2b). As established above, the signal above 2.0 e V monitors the ground state 

population near the inner turning point. Hence, the time-evolution of the spectra in Fig. 

2b indicate that the ground state wavepacket is moving towards the inner turning point 

during this 300 fs time interval. Since the oscillations at 1.1 and 2.0 e V have similar 

phases, the inner turning point is also monitored at 1.1 e V, albeit by detachment to 12 

states other than the ground state. On the other hand, the oscillations at 1.4 e V must 

reflect wavepacket motion at the outer turning point, since they are 1800 out-of-phase 

with those at 2.0 eV. In principle the wavepacket can be monitored at all internuclear 

distances. However, the large number of neutral states that contribute to the signal below 

2.0 e V make quantitative analysis of the spectra difficult. Hence, in this report, we focus 

on the portion of the signal above 2.0 e V eKE that solely monitors wavepacket motion 

near the inner turning point. 

Fig. 3 shows slices through the intensity above eKE = 2.0 e V as a function of 

delay time for three different excitation energies: 0.262, 0.705, and 0.965 eV. The 
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oscillatory behavior of the signal in this eKE range is apparent. The oscillations have 

frequencies of -350,650, and 1500fs, respectively, showing a clear decrease in 

frequency with increasing excitation energy, and all disappear by roughly 8 ps. However, 

the oscillations reappear for approximately twice the duration between 40 and 70 ps, 

depending on the excitation energy; the recurrence time is 45 ps at or below 0.676 eV, 

and becomes increasingly longer for higher excitation energies. This is illustrated in Fig. 

4. For the highest excitation energy used in our experiments (0.993 eV), the oscillations 

re-appear near 67 ps and have a period of -2500 fs. 

The time delay, M}, between pump and dump pulses also affects the SEP 

efficiency. To maximize this, the SEP signal above 2.0 eV was monitored while 

scanning M} in 25 fs steps; the optimal delay times are plotted in Fig. 5 (circles) as a 

function of excitation energy. The general trend is to longer pump-dump delay times 
• I • _ _< ._\, ,.i. ~ .... -".;. ,;.- "-

with increasing excitation energy. In fact, for excitation energies above 0.6 eV, 

/).t} must be at least 100 fs to observe SEP signal. 

4. Analysis and Discussion 

In this section we develop an hTX 2L :) potential that is accurate to within our 

experimental error. To this end, we first determine the frequency and anharmonicity of 

the potential at a series of excitation energies. We then discuss the analytical potential 

and the procedure for fitting the measured frequencies and anharmonicities. The fit 

potential is then compared to previous ground state potentials. Finally, full quantum 

mechanical simulations of the SEP signal and photoelectron spectniare performed to 
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better understand the SEP-induced dynamics and demonstrate the effectiveness of our 

fitting procedure. 

4.1. Determination of frequencies andanharmonicities 

The first step in determining an accurate potential is to extract the frequencies and 

anharmonicities from the experimental results for each excitation energy. For excitation 

energies ~0.823 e V, Fourier transforms of the oscillations, shown in Fig. 6, are sufficient 

to determine the frequencies. 16 However, the transforms are obtained from the 

recurrences rather than the initial oscillations, because these provide more intense and 

well-defined transforms. This is demonstrated in Fig. 6 for 0.823 e V of excitation· 

energy, where the Fourier transforms of the initial oscillations (dashed) and recurrences 

(solid) are compared. Both are centered at the same frequency, but the transform of the 

recurrences is much more prominent, because the time-envelope in which the recurrences 

rephase and dephase is twice as long as the envelope that only includes the initial 

dephasing. Thus, the frequencies used in this report are the Fourier transforms in Fig. 6, 

which are listed in Table I with the error bars estimated as the FWHM of the transforms. 

For excitation energies ~0.965 eV, the Fourier transforms become less reliable for 

two reasons. First, even though the SEP efficiency is similar for all excitation energies, 

the signal to noise ratio decreases with excitation energy, because the photoelectron 

spectra are spread out over an increasingly larger range of eKEs (Section 3). Second, the 

wavepacket frequencies begin to merge with low frequency noise present in our 

experiments below 20 cm- I
, primarily caused by long-term drift in our laser beams. At 

0.965 eV, the wavepacket frequency can still be extracted from the transform by 

comparison with transforms lacking the ground state oscillations, but above 0.965 eV this 
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is no longer the case. Instead, the predominant frequency was obtained from the spectra 

in Fig. 4 using a least-squares fitting routine in which three sine waves of adjustable 

frequencies and intensities were fit to each of the rephased oscillations. The average of 

the three frequencies is listed in Table I. The accuracy of this method was tested for 

excitation energies of 0.823 and 0.965 e V and found to agree reasonably wen with the 

Fourier transforms. In Table 1, somewhat larger error bars are assigned to the 

frequencies for excitation energies ~0.965 e V to account for their less accurate 

determination. 

• + . ~ '.~ ~. 

Table I. Experimental and fit frequencies and anharmonicities. 

EX2erimentai Data Fit Potential 
Excitation Freq / cm-1 Anhar / cm-1 Freq / cm-1 Anhar / cm-1 

Energy / eV 
0.014a 1l0±2 109.9 
0.262 94± 1 93.3 
0.400 83.5 ± 1 83.6 
0.537 72 ± 1.5 72.7 
0.676 58 ± 1 59.1 
0.823 41 ± 2.5 0.354 ± 0.016 42.7 0.345 
0.965 22±4 0.296 ± 0.015 19.0 0.292 
0.977 17 ±4 0.278 ± 0.014 15.6 0.277 
0.993 13 ±4 0.249 ± 0.011 10.8 0.249 
a Taken from Ref. 16 
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Even though the frequency of the oscillations becomes harder to determine with 

excitation energy, the anharmonicity can still be accurately established, because it is 

directly proportion to the rephasing time. The rephasing time, 't, is determined by the 

change in frequency between any three adjacent vibrational levels, i.e. 't = ~co = COu+1 -

cou . 43 For a Morse potential, ~co = 2coeXe for any three adjacent vibrational levels. In this 

case, rephasing will occur at the same time for all excitation energies. For the previously 

determined h-(X 21::) Morse potential, the anharmonicity is 0.37 cm· l, which gives a 

rephasing time of't = 2coeXe = 0.740 cm· l = 45 ps.16,43 In our experi~e~t, th~ rephasing 

times ~0.823 eV become longer with excitation energy (Fig. 4). Hence, the 

anharmonicity decreases with excitation energy, indicating a deviation from a Morse 

potential. For these excitation energies, the four highest i'n Table·l, the anharmonicity is 

determined from the center of the rephasing time and error bars assigned that encompass 

the approximate FWHM of the recurrences. 

4.2. Iz - ground state potential 

In the previous section we determined the vibrational frequencies and 

anharmonicities for excitation energies up to 0.993 eV. In this section, an h- ground state 

is constructed by an iterative fit to the data points (Table I). This is done using a Morse 

potential with the .a-parameter expanded in a Taylor series, and with the bond length held 

constant:44 

VCr) = D
e
[1-e-P(r-r,)]2 

fl= flo + fll(r-re )+ fl2(r-re )2+ ... 
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where De and re are the previously determined well depth (1.014 eV) and equilibrium 

internuclear distance (3.205 A), respectively. 16 Equations 2 and 3 all.ow sufficient 

flexibility to adequately fit the data, but only require the equilibrium internuclear 

distance. Up to an 8th order expansion of the jJ-parameter was used (Eq. 3), although it 

was found that inclusion of orders above the 4th did not significantly improve the fit. 

Our procedure for determining the potential is as follows. First, a reasonable 

potential is generated with an appropriate choice of jJ-parameters using Eqs. 2 & 3. The 

vibrational eigenstates are then calculated using a discrete variable representation (DVR) 

code with a Morse oscillator basis set,45 and the frequency and anharmonicity are 

determined for each excitation energy. A statistical analysis is performed with the 

calculated values and experimental data (Table I), and X2 is determined. The method is 

then repeated with different jJ-parameters. The entire procedure is automated using a 
. [~ .,," ....•. - ~-. . 

downhill simplex method to iteratively improve the jJ-parameters and minimize X2.46 

The parameters of the fit potential are listed in Table II, and the fit frequencies and 

anharmonicities are compared to experiment in Table I and in Figs. 7 and 8. The 

agreement is remarkably good; all the calculated frequencies and anharmonicities fall 

within the experimental error bars. The potential itself is shown in Fig. 9. 

Table II. p-parameters for the fit potential 

Po = 1.188497 A-I 
Ih = 1.305919x 1 0-2 A-3 

/34 = 1.941355xlO-4 A-5 

/31 = -6.810537x 10-2 A-2 
/33=-2.957611xlO-3 A-4 
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It should be noted that rotational dynamics have not been included in the above 

calculations and discussion,even though Gruebele et a1.47 ,48 have shown that modeling 

I 
the time-dependent rotational and vibrational wavepacket dynamics is equivalent to 

determining the potential using an RKR inversion technique with frequency resolved 

eigenstates. The angular distribution of the detached electrons does rotate with the 

molecular frame, but we are insensitive to this variation because we collect nearly all the 

photoelectrons in our apparatus. Also, in contrast to absorption experiments, the 

photodetachment probability is independent of molecular orientation.49 Hence, we 

cannot monitor rotational dynamics, which limits our choices for analytical potentials to 

forms that have energy independent bond lengths. 

4.3. Comparison with other potentials 
, ~ , 

In this section we compare our potential to the previous Morse16 and scaled ab 

initio potentials. 14,15 For the Morse potential, the vibrational frequency and 

anharmonicities of the potential at the measured excitation energies were determined 

using the DVR code described above, and the results are compared to the values from 

experiment and our fit potential in Figs. 7 and 8. The potentials are shown in Fig. 9. The 

Morse potential correctly predicts the frequencies near the bottom of the well and again at 

the highest excitation energies, but the values lie outside the experimental bars for 

intermediate energies 0.400 - 0.823 e V (Fig. 7). Even though the frequencies are 

correctly predicted for the three highest excitation energies, the anharmonicities become 

exceedingly worse (Fig. 8), and indicates that the slope of the Morse poteritial in this 

energy range is too steep. Hence, we conclude that the Morse potential is a good 
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approximation below -0.3 eV. Interestingly, Morse potentials are overly attractive at 

large internuclear distances for neutral molecules,50 but in this case the Morse potential is 

not sufficiently attractive when compared to our potential. This is likely to be the effect 

of th~ l/r4 charge-induced dipole potential inherent to negative ion systems (vs. 1Ir6 for 

neutrals). 

( 

Comparison with the scaled ab initio potentials show the opposite trend. In Fig. 

9, the ab initio potential agrees well with.ours for energies above 0.7 eV and internuclear 

distances greater than 4.5 A. At smaller radii the potential deviates from ours, primarily 

because the calculated equilibrium nuclear distance is too large. The agreement between 

our empirical and the scaled ab initio potential for radii above 4 A is consistent with our 

work on the 12-(.1' 2TI
g

,1/2) excited state surface where similar agreement at large 

internuclear distances was found. 17 This seems to indicate that the ab initio methods are 

exceedingly reliable at calculating potentials for large radii. It also strengthens the 

conclusions drawn from theoretical calculations studying the recombination and 

vibrational relaxation rates of photo dissociated 12-(Ar)n and 12-(C02)n clusters,I4,15,51-53 

since the ab initio potentials are very accurate at large internuclear distances where these 

processes are exceedingly sensitive to the potential surfaces. 

4.4. Quantum mechanical simulations of the SEP process and FPE spectra 

In the above sections, it was implicitly assumed that conservation of energy 

determines the mean of the vibrational distribution. Franck-Condon factors also affect 

-, ..'~.' 

the distribution, because the large bandwidths of the pump and dump lasers populate 

multiple vibrational states, which are not equally weighted. For example, at long delay 
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times the excited state wavepacket will not have overlap with low vibrational quanta, and 

hence skew the distribution in favor of higher vibrational levels. In order to understand 

better how the excitation energy and pump-dump delay time determines the ground state 

vibrational distribution, full quantum mechanical simulations of the SEP process are 

presented in this section. We also present simulations of the photoelectron spectra 

themselves for direct comparison with experiment. 

Except for the additional of the dump pulse, the algorithm used in this section has 

been reported previously)8,28 Our method is based on a wavepacket propagation scheme 

that numerically integrates the time-dependent Schrodinger equation: 

(1) 

Here H1 and H2 are the nuclear Hamiltonians for the hTX 2L :) and h-(A' 2I1 g•I12 ) states, 

respectively; f.1 is the transition dipole moment between the ground and excited states, 

assumed to be constant for all internuclear distances; and Elt) and Elt) are the time-

dependent pump and dump laser pulses, respectively. The photoelectron spectrum can 

then be calculated from either anion surface using 1 SI order perturbation theory. 

To begin the simulations, pulse widths, dipole moments, and potentials are 

needed. The pump and dump pulse widths have been set to 70 fs fwhm (sech2). The 

transition dipole moment between the ground and excited states of h- is not known. To 

account for this, we have scaled the pump pulse f.1·Elt) to deplete 42% ofthe ground u=O 

eigenstate in accordance with the experimental bleach of the probe-only features (Secti~n 
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3, Fig. 2a). Since the pump and dump laser intensities are approximately equal, the dump 

pulse Ii·Elf) was seUo the same value, although it is likely that Ii depends on 

internuclear distance, and, hence, vibrational level. Calculation of Hn requires potential 

energy surfaces; for the excited state we used an empirical potential that we have 

previously developed,!7 and for the ground state, we use the potential obtained in Section 

4.2. 

With these parameters in place, the SEP signal was calculated for the 

experimental excitation energies from 0.262 to 0.993 eV. It was found that at all 

excitation energies population transfer is equally efficient, and that each excitation energy 

has an 80 fs FWHM range of pump-dump delays that gives good population transfer, 

albeit at increasingly longer delay times. Fig. 5 (dashed) plots the optimal delay time at 

each excitation energy with appropriate error bars. The optimal times fall within the 

experimental error bars, and for the most part linearly depend, on the excitation energy. 

This is to be expected qualitatively; the optimal transfer point is at the internuclear 

distance where the dump pulse is in resonance with the energy difference between the 

ground and excited state potentials.54 For increasingly higher vibrational excitation, 

longer wavelength dump pulses are needed, and hence, the resonance condition moves to 

larger internuclear distance. It should be noted that when a dissociative state is used for 

intermediate population transfer, the dump-transition always occurs before the turning 

point of the ground state potential, because the momentum built up on the excited state 

surface must be conserved upon transition to the ground state (Fig. 1). Moreover, it is the 

choice of a dissociative upper state that allows for efficient population transfer to all 
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vibrational levels, which is not the case for a bound upper potential. This is a particularly 

important advantage when a large range of excitation energies needs to be accessed. 

Vibrational distributions for each excitation energy were also calculated by 

decomposing the ground state wavepackets into their vibrational eigenstates using the 

DVR code.45 The results for an excitation energy of 0.965 eV at pump-dump delay times 

(!itl ) of 37, 125, and 225 are show in Fig. 10. The optimal population transfer occurs at 

!itl =125 fs, and here the vibrational distribution is centered at the excitation energy. 

Many vibrational states are populated, and the distribution has a FWHM equal to the 

convolution of the pump and dump pulse widths, which are 0.019 e V FWHM. However, 

the mean energy of the vibrational distribution depends on the pump-dump delay time, 

/)h Delay times earlier than the optimal time have similar distributions, albeit lower 

intensities, while larger than optimal delay times produce vibrational distributions shifted 
-.-~ >: ;,~ ..• '.~ 

to higher energies. This is due to the evolving excited state wavepacket, for which the 

Franck-Condon overlap with low ground vibrational states diminishes with time. 

However, markedly long delay times away from optimum are needed to dramatically 

alter the vibrational distribution, so that under the conditions that our data were obtained, 

the assumption that the vibrational distribution is centered at the excitation energy is 

valid. 

In the remainder of this section, we simulate the photoelectron spectrum using the 

potential obtained in Section 4.2 for direct comparison to experiment. This allows us to 

consider how the electron energy resolution, the temporal pulse widths, and the finite 

measurement time affect the spectra and Fourier transforms. To this end, we have 

calculated the photoelectron -spectra at 0.823 e V excitation energy from 0 to 60 ps, and 
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Figure 10. Simulated vibrational distribution for an excitation energy of 
0.965 eV at 37 fs (circles), 125 fs (squares), and 225 fs (triangles). 
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convoluted the results with an empirically determined resolution function. 17 The time-

dependent oscillations above 2.0 eV (dashed) are compared to experiment (solid) in Fig. 

11, with their respective Fourier transforms in the insets. 

Overall the agreement between the simulation and experiment is as predicted by I 
the DVR analysis; the simulated frequency is shifted -2 cm· l to the blue.(Fig. 11, inset), 

and the rephasing occurs at slightly longer times. On closer inspection, the first peak at 

M 2=800 fs agrees well with experiment, although subsequent peaks are not fit as well I 
because of the slight frequency mismatch. This frequency mismatch is also apparent in 

the rephased oscillations around 45 ps. Evidently the error bars estimated from the 

FWHM of the Fourier transforms are generous, and the fit could be improved by 

reducing them in the X2 fitting routine. On the other hand, the calculated anharmonicity 

is rather accurate since the simulated spectra rephase within 1 ps of the experimental 
.: '" " • .• ...." , " .1 ~ '. 

measurement. This indicates that the calculated anharmonicity at this excitation energy is 

correct to within -1/47 of the proper value. The largest discrepancy is that the 

oscillations are better defined in the simulations than experiment, which is presumably 

due to the ideal conditions in the simulations, e.g. no pulse chirping (from group velocity 

dispersion) and no noise. But even with this difference, the simulations confirm that our 

method of determining and fitting the frequencies and anharmonicities is a good 

procedure for obtaining the ground state potential. 
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5. Conclusion 

In this report we have applied femtosecond stimulated emission pumping to 

anions for the first time. By monitoring the resulting ground state wavepacket with 

FPES, we have demonstrated its utility in accessing a wide range of vibrational levels to 

allow the determination of an accurate ground state potential. Specifically, we measured 

the frequency and anharmonicity the of 12- ground state to within 2% of the dissociation 

limit and fit the results to a Morse potential with a fJ-parameter expanded in a Taylor 

series. Our results yield a potential that is significantly more attractive than the previously 

determined Morse potential at high vibrationa.l energies. It was also shown that the use of 

a dissociative state for intermediate population transfer allows a wide range of ground 

state vibrational energies to be accessed with equal efficiency. Quantum mechanical 

simulations of the SEP technique provided insight into the effect of pump-probe delay 

.~.- , .~. ' .. ~ .Ik. ,,~ 

time on the ground state vibrational distribution, and illustrated the accuracy of the fit 

potential. The results presented here suggest that the SEP-FPES technique will be useful 

in measuring the energy dependence of vibrational relaxation rates in cluster anions. 

Experiments in this direction are presently underway. 
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Chapter 6. Solvent effects on the vibrational frequency of h - in size-selected 
Iz-(Ar)n and Iz-(COz)n clusterst 

The vibrational frequency of the 12- chromophore in size selected Iz-(Ar)n and 

12-(C02)n clusters has been measured to wavenumber accuracy. The frequencies are 

determined by creating a coherent superposition of vibrational levels with a femtosecond 

laser pulse via a resonance impulsive stimulated Raman scattering process. The resulting 

wavepacket oscillations are detected with femtosecond photoelectron spectroscopy. Blue 

shifting of the frequency occurs upon solvation, with larger shifts observed for solvation 

with CO2. The nature of the shifting is discussed and related to specific cluster 

geometries. 

1. Introduction 

Solvation plays a dramatic role in chemical physics, and its effect on the. 

photodissociation dynamics, branching ratios, and product energy distributions has been 

explored in experiments with chromophores solvated in liquids,I-5 solids,6-1O and size-

selected clusters. 11 -14 Solvation not only has the ability to remove energy and redirect 

motion on potential surfaces, but can also modify the potentials themselves. One way to 

quantify this effect is to monitor the frequency shift of a chromophore as a function of 

cluster size, as has been done in high resolution studies of ArnHF.15.18 Presumably, when 

enough solvent species are attached, the frequency will match that of the chromophore in 

a condensed phase environment.19,2o However, in neutral species, it is difficult to 

determine unambiguously the number of solvent atoms for larger clusters. In studies of 

t Originally published in J. Chern. Phys. 109,9648 (1998). 
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ion clusters, on the other hand, there is no ambiguity concerning the size of the clusters 

since they are readily mass~selected. In addition, the solvent-solute interactions are 

considerably stronger than in van der Waals clusters. In this paper we probe the effects 

of solvation on the ground electronic state of a diatomic anion by measuring the 

vibrational frequency of Iz- in size-selected h-CAr)n=6.12.18 and Iz-CC02)n=4.9 clusters. 

This work represents a extension of earlier experiments in which the vibrational 

frequency of bare Iz - was determined using resonance impulsive stimulated Raman 

scattering (RISRS) with femtosecond lasers.21 We showed that by inducing coherent 

motion on the ground state of Iz- with a femtosecond pump pulse and measuring the 

resulting oscillatory motion with femtosecond photoelectron spectroscopy (FPES), the 

ground state vibrational frequency can be obtained. This information was combined with 

results from conventional photoelectron spectroscopy to construct an accurate Morse 

potential for the ground state of 12-. In this report, we use this method to investigate 12-

embedded in Ar and CO2 clusters, and monitor the shift of vibrational frequency with 

wavenumber accuracy. Our results show that solvation generally results in a blue-

shifting of the 12- vibrational frequency; the blue-shift increases with both the number of 

solvent species and the strength of the chromophore-solvent interaction. Comparison of 

the experimental shifts with calculated structures for these clusters suggests that the size 

of the shift is sensitive not only to the number of solvent species but also their 

configuration with respect to the 12- chromophore. 
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2. Experimental 

The femtosecond photoelectron spectrometer has been described previously, and 

only a brief summary will be given here.21 ,22 Argon carrier gas (seeded with 1.5% CO2 

when producing I2-(C02)n clusters) is passed over crystalline Iz and supersonically 

expanded through a pulsed piezo electric valve operating at a repetition rate of 500 Hz. 

Anions are generated by crossing the expansion with a 1 ke V electron beam and are 

mass-selected using a Wiley-McLaren time-of-flight mass spectrometer. After passing 

through several differentially pumped regions, the ions enter the detector chamber and 

are intercepted by the femtosecond pump and probe laser pulses at the focus of a 

"magnetic bottle" time-of-flight photoelectron spectrometer. Both laser pulses are 

generated using a commercial Ti:sapphire oscillator-regenerative amplifier laser system 

(CLARK-MXR). The pump pulse is centered at 780 nm with a fwhm duration of 75 fs 

(sech\ A portion of the pump pulse is split off and frequency-triple~l't~'gi~~-"~ probe 

pulse at 260 nm with a fwhm of 105 fs. 

3. Results and Discussion 

As has been described earlier,21 the pump pulse is in resonance with the 

12 (I\' 20 g,1!2)f-- [2 ex 2t:) transition. This transfers population from the X state to 

the A' excited electronic state. However, the pump pulse also creates a coherent 

superposition of vibrational states on the ground electronic state via a second order 

Raman process,23-27 resulting in oscillatory wavepacket motion that is apparent in the 

time-resolved photoelectron spectra. Fig. 1 shows these oscillations for bare Iz- and 
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Figure 1. Photoelectron spectra as function of time for bare h - (upper) and 12-

(C02)9 (lower). The spectra are shown at electron kinetic energies of 1.45 and 0.95 
eV, respectively. The oscillations are caused by coherent wavepacket motion on 
the electronic ground state induced by the femtosecond pump pulse. 
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12-(C02)9 (upper and lower spectra, respectively) taken in 80 fs steps, at electron 

kinetic energies of-1.45 eV and 0.95 eV, respectively. In bare 12- the oscillations are 

clearly apparent with a period of approximately 300 fs. For 12-(C02h, the 

oscillations are less pronounced but still apparent, with a similar period, of 

approximately 300 fs. 

Vibrational frequencies are obtained by taking the Fourier transform of the 

photoelectron data at the electron energy where the oscillations are most evident. For all 

the clusters, spectra were taken at 80 fs steps out to time delays ranging from 11-17 ps. 

Shown in Fig. 2 is the Fourier transform from our previously reported experiment on bare 

h-, yielding a frequency of 11O.0±2.0 cm-! (solid).21 Also shown in Fig. 2 are the Fourier 

transforms obtained from 12 -(Ar)6, 12 -(Ar)12, and 12-(Ar)!8 clusters, indicating frequencies 

of 109.7±2.0, 111.4±1.7, and 112.7±1.5 cm-!, respectively. Within our resolution, the 

h-(Ar)6 frequency is~ndistinguishable from that of bare h-, while the h-(Ar)!2 and 

12-(Ar)!8 frequencies are progressively shifted to higher values. The Fourier transform of 

bare h- is again shown in Fig. 3, along with the Fourier transforms obtained from 

h-(C02)4 and h-(C02)9. The two clusters show frequencies of 111.7±1.5 and 114.5±1.1 

cm-!, respectively. Both are blue-shifted with respect to bare h-, and the degree of 

, shifting is more pronounced than for the argon clusters, i.e. four CO2 molecules produces 

the same blue shift as 12 Ar atoms. The larger effect of CO2 is not surprising, given the 

considerably stronger binding energy of h- to CO2 vs. Ar; the dissociation energy of 

h -Ar is 53 me V, whereas the average binding energy per CO2 is 240 me V for 
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Figure 2. Fourier transforms of oscillatory photoelectron data yielding vibrational 
frequencies for lz-(Ar)n: n=6 (dot), n=12 (dashed), and n=18 (dot-dashed), determined 
at electron kinetic energies of 1.38, 1.30, and 1.25 eV, respectively. The previously 
reported result for bare lz- is also shown (solid) for comparison. 
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Figure 3. Fourier transforms of oscillatory photoelectron data yielding 
vibrational frequencies for 1z-(C02)n: n=4 (dot) and n=9 (dashed), determined at 
electron kinetic energies of 1.08 and 0.95 eV, respectively. The previously 
reported result for bare Iz- is also shown (solid) for comparison. 
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The sign of the shift and its dependence on the number of solvent species is more 

intriguing. Blue-shifting of the 12-: vibrational frequency can arise from electrostatic 

chromophore-solvent interactions, which can be visualized more easily by considering 

the calculated minimum energy structures29-32 forthe clusters shown in Fig. 4. In 1z-(Ar)6, 

the Ar atoms form a ring about the Iz- bond.31 .32 1z-(Ar)12 is a "half-solvated" species in 

which one I atom is surrounded by Ar atoms, while in 1z-(Ar)18 the solvent atoms form a 

nearly complete shell around the 12- (shell closure33 is expected for n=20). As the Iz­

bond stretches during the course of a vibration, I atoms will collide with Ar atoms lying 

along or near the 12- internuclear axis; the 12- outer turning point is approximately 0.07 A 

longer in the 1)=1 level compared to the ground state. One might therefore expect this 

repulsive interaction to effectively steepen the potential at the outer turning point of the 

Iz- vibration, resulting in bond compression and a higher vibrational frequency. 

This picture is consistent with the trends in vibrational frequency. In Iz -(Ar)6, 

there are no Ar atoms along the internuclear axis, and no blue shift is observed. The 

structures in Fig. 4 show that the I atoms are progressively more confined along the 

internuclear axis for the n=12 and n=18 clusters, while the blue shifts are 1.4 and 2.7 

cm-1
, respectively. Note that the blue shift in 12 -(Ar)18 is less than the -5 cm- 1 shift seen 

in an Ar matrix,34 suggesting that the vibrational frequency in the clusters will continue to 

increase as a second solvent shell is added. 

We therefore attribute the trends in vibrational frequency for Iz-(Ar)n clusters to 

repulsive interactions between the chromophore and solvent. Although attractive anion­

solvent interactions could also playa role, it is difficult to understand the absence of a 

blue-shift in 12-(Ar)6 in terms of attractive forces alone. Moreover,,in the larger clusters 
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Figure 4. Minimum energy structures for h-(Ar)n and h-(C02)n clusters 
(Ref. 29-32). For n=4, the ring and asymmetrical structures are both shown 
(d and e, respectively). The CO2 molecules are reduced in size for clarity. 
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studied here, one might expect attractive anion-solvent forces to soften the h- potential 

for R>Re, resulting in a red-shifted vibrational frequency.l1· 18 . 

The situation for 12 -(C02)n clusters is more complex. Two calculated minimum 

energy structures for 12-(C02)4 along with that for 1z-(C02)9 are shown in Fig. 4.29.30.35 

While the ring structure in Fig. 4d was originally calculated to be the ground state for 

12-(C02)4,29 Parson and co-workers35 find the asymmetric structure in Fig. 4e to be more 

stable by 30 meV. In 1z-(C02)9, one of the I atoms is completely solvated, as in the 

12-(Ar)12 structure, and one can explain the blue shift in terms of repulsive anion-solvent 

interactions as described above. It is more difficult to do this for either 1z-(C02)4 

structure, particularly the ring. On the other hand, attractive interactions with the 

equatorial C02 molecules could be sufficiently strong to compress the Iz bond, leading to 

a picture in which the blue shifts are due to a combination of attractive interactions with 

the equatorial CO2 molecules and repulsive interactions with the axial CO2 molecules. 

Another possible origin for the blue shift is electron delocalization into the solvent 

species. The highest occupied molecular orbital in 12- is an anti-bonding O"u* orbital. 

Any electron delocalization would reduce the electron density in this orbital, thereby 

reducing the bond length and increasing the vibrational frequency. Electron 

delocalization in Iz -(Ar)n clusters seems unlikely, but it is more difficult to rule out in the 

12-(C02)n clusters, where the anion-neutral binding is stronger. Our previous study of the 

photoelectron spectra of ["(C02)n showed that the anion-neutral interaction was strong 

enough to bend the C02 molecule by several degrees. 36 This could be explained solely by 

interaction of the r negative charge with the CO2 quadrupole moment, without including 

any electron transfer. Since the 12-·C02 binding energy is lower than that of rco2,36.37 

we expect minimal charge delocalization in 12-(C02)n clusters as well. Nonetheless, even 
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a small amount of delocalization could result in blue-shifts on the order of those seen 

here. 

4. Conclusion 

To summarize, we have demonstrated that our RISRSIFPES experiment yields 

relatively high resolution vibrational spectra on large, size-selected ion clusters. 

Specifically, we find that clustering of h- with Ar and C02 results in a blue shift of the h­

frequency. The frequency shifts in 12-(Ar)n clusters are attributed to repulsive anion­

solvent interactions with axial or near-axial Ar atoms. These interactions most likely 

playa role in 12 -(C02)n clusters, but may be complemented by attractive interactions with 

equatorial solvent molecules and electron delocalization effects. These qualitative ideas 

can be explored more thoroughly with the aid of molecular dynamics simulations, and we 

hope the results presented here will stimulate such investigatio~s.~ w~~pi~~'to perform 

these experiments over a wider range of cluster sizes, and will vary both the anion and 

solvent species in order to gain a more complete picture of the trends in vibrational 

frequency with solvation. 
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Chapter 7. Time-resolved photodissociation dynamics of Iz-(Ar)n clusters 
using anion femtosecond photoelectron spectroscopy t 

Anion femtosecond photoelectron spectroscopy (FPES) is used to follow the 

dynamics of the h -(Ar)6 and h -(Arho clusters subsequent to photodissociation of the h­

chromophore. The experiments show that photodissociation of the 12- moiety in 12-(Ar)6 

is complete by -200 femtoseconds(fs), just as in bare 12-, but also that attractive 

interactions between the departing anion fragment and the solvent atoms persist for 1200 

femtoseconds. Photodissociation of 12-(Ar)zo results in caging of the 12- followed by 

recombination and vibrational relaxation on the excited A 2pg,312 stat~ a~d th~ ground 

x 2I.: states; these processes are complete in 35 picoseconds(ps) and 200 picoseconds, 

respecti vel y. 

1. Introduction 

Our understanding of the potential energy surfaces governing the .dynamics of 

elementary chemical reactions in the gas phase has grown significantly during the past 10 

years, largely because of the development of new frequency and time-resolved 

experimental techniques( 1, 2) combined with theoretical advances in quantum 

chemistry(3) and reaction dynamics(4). A very appealing new direction in this field is to 

investigate, in a systematic way, the effects of solvation on reaction dynamics. Studies 

of chemical reactions 'occurring within size-selected clusters provides an elegant means of 

achieving this goal, because one can monitor qualitative changes that occur as a function 

of cluster size and ultimately learn how the dynamics of an elementary unimolecular or 

bimolecular reaction evolve as one approaches a condensed phase environment.(5) It is 

particularly useful to perform such experiments on ionic clusters, for which size-selection 

is straightforward. We recently performed a time-resolved study of the photodissociation 

dynamics of the 12- anion using a new technique, anion femtosecond photoelectron 

t Originally published in Science 276, 1675 (1997). 
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spectroscopy (FPES)(6). We now apply this method to fo1l0w the dynamics that result 

from photodissociati.Qn of the I2~ ~hromophore in the clusters h -(Ar)6 and h -(Arho. 

These experiments yield time-resolved measurements of the anion-solvent interactions 

subsequent to photodissociation and, in the case of h-(Arho, provide new insight into the 

caging and recombination dynamics of the h - moiety. 

Anion FPES is a pump-probe experiment that uses two femtosecond pulses, a 

pump pulse that photodissociates an anion (or anion chromophore in a cluster) and a 

probe pulse that ejects an electron from the dissociating species. By measuring the 

resulting PE spectrum at various delay times, the experiment yields "snapshots" of the 

dissociation dynamics, and in particular probes how the local environment of the excess 

electron evolves with time. This highly multiplexed experiment yields information on the 

entire photoexcited wavepacket at each delay time, in contrast to most pump-and-probe 

experiments in which signal is observed only if there is an absorption at the frequency of 

the probe pulse. Although FPES has also been applied to neutrals(7, 8, 9), the anion 

experiment is inherently mass-selective, making it especially useful in studies of size­

selected clusters. 

The present work builds on the experiments of Lineberger and co-workers (10, 11, 

12), who performed one-photon photodissociation and time-resolved pump-and-probe 

experiments on size-selected h-(C02)n and h-(Ar)n cluster anions, and on the time­

resolved studies of neutral I2(Ar)n clusters by Zewail and co-workers (13). The one­

photon cluster anion experiments yield the asymptotic daughter ion distributions as a 

function of initial cluster size, in particular the relative amounts of "caged" I2-(Ar)ml<n 

products, in which the I and r photo fragments are trapped by the solvent atoms and 

eventually recombine, versus "uncaged" r(Ar)m2<n products in which trapping does not 

occur. Only uncaged products are observed from the photodissociation of h -(Ar)6, with 

Arr as the dominant product, indicating that there are not enough solvent atoms to trap 

the recoiling photofragments. In contrast, the solvent shell is approximately complete for 

I2-(Arho so that only caged products are seen. Moreover, photodissociation of h-(Arho 

results in two distinct recombination channels formed with approximately equal yield: 

barelz- and I2-(Ar)n with <n>=11. The time-resolved experiments on h-(Arho yield a 
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time constant of 127 ps for recovery of the 12- absorption(12); this represents the overall 

time scale for recombination and relaxation of the h - product. Our experiment provides a 

more complete picture of the dynamics following excitation of 12-(Ar)6 and 12-(Arho, and 

in particular clarifies the origin of the two product channels seen for h-(Arho. 

2. Experimental 

The FPES experiment is described in detail elsewhere(6). Briefly, a pulsed, mass-

. selected beam of cold cluster anions is intercepted by the pump and probe pulses at the 

focus of a "magnetic bottle" time-of-flight PE spectrometer. The two laser pulses are 

generated by a Ti:sapphire oscillator/regenerative amplifier system (Clark MXR) 

operating at a repetition rate of 500 Hz. The pump pulse at 780 nm and the probe pulse at 

260 nm are 80 and 100 fs long, respectively. The high laser repetition rate combined with 

the high (>50%) collection efficiency of the magnetic bottle analyzer results in rapid data 

acquisition; each spectrum is typically obtained in 40 to 80 s for h- and h-(Ar)6, and 10 

to 15 minutes for 12-(Arho. At the ion beam energy used in this work (1750 eV), the 

electron energy resolution of the spectrometer at 1 eV electron kinetic energy (eKE) is 

0.25 eV for h-, 0.18 eVJor 12-(Ar)6, and 0.12 eV for h-(Arho. 

The relevant potential energy curves for h- and h are shown in Fig. 1(14, 15, 16). 

The pump pulse excites the A' 2I1 g•112 f- i 2L: transition in h-, creating a localized 

wavepacket on the repulsive excited state. The probe pulse detaches the dissociating ion 

to the various low-lying states ofI2 shown in Pig.!. In the bare ion, rapid and direct 

dissociation to r + iep312) occurs. However, when the same h - transition is excited in an 

h-(Ar)n cluster, the recoiling fragments interact with the Ar atoms, and the FPES 

experiment provides a sensitive probe of these interactions. 

3. Results 

Fig. 2 shows selected PE spectra at various pump-probe delay times 't for h-, 

h -(Ar)6 and 12-( Ar ho. The spectra of 12- in Fig. 2a have been discussed in detail 

previously(6). Two peaks centered at eKE = 1.70 eV and 0.75 eV rise monotonically 
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with increasing delay; these correspond to photodetachment of the r photodissociation 

product to the ICZP3n) and I*CZJ>1J2) atomic states, respectively. In addition, there is a 

transient signal peaking at 't=50-1 00 fs on the hig~ electron energy side of each product 

peak attributed to the dissociating ions. The product peaks dominate the spectra by 200 

fs, and no further changes are observed at later times, indicating dissociation is complete. 

The h -(Ar)6 spectra in Fig. 2b resemble the h - spectra at first glance, particularly 

for 't<240 fs. By 't=240 fs, the spectra for h -(Ar)6 consist of two peaks clearly analogous 

to the atomic If-r transitions in the h- spectra. However, these two 'T" peaks occur at 

0.12 lower eKE than for bare r. In addition, they gradually shift toward 0.10 e V higher 

eKE as 't increases from 240 to 1200 fs. The spectra do not change after 't=1200 fs. 

The spectra for 12 -(Arho in Fig. 2c show the same general trends up to 't= 1 ps. 

Two new trends are seen at later times, however. First, as 't increases from 1 to 35 ps, the 

two 'T" peaks apparently reverse direction and shift toward lower eKE by about 0.14 eV. 

Second, a new, broad feature at high electron energy (eKE>1.6 eV) appears at 't>4 ps. 

This feature shifts toward lower eKE until 't=200 ps, after which no further significant 

evolution occurs. Two small peaks between the two 'T" peaks also grow in on this time 

scale. 

4. Discussion 

The h-(Ar)6 spectra indicate that the dynamics subsequent to photoexcitation can 

be divided into two time regimes. At early times ('t~ 240 fs), the h- chromophore 

dissociates to r + I. The similarity between these spectra and those for 12- indicates that 

the primary bond-breaking dynamics are not affected by clustering, and that this process 

is complete by 240 fs. The interpretation of the spectra in the second time regime, from 

240 to 1200 fs, is aided by our previous measurements of the electron affinities of I(Ar)n 

clusters, which show that each Ar atom increases the electron affinity by - 25 me V (17). 

The 0.12 e V energy offset in the 'T" peaks at 240 fs relative to bare r is what would be 

expected for an r ion bound to 5 Ar atoms. As 't increases, the shifts of these peaks 

toward higher eKE indicate that the r is interacting with progressively fewer Ar atoms. 
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The spectrum at 1200 fs is that expected for Arr; this is consistent with the mass­

resolved experiments(11) that show Arr to be the dominant product from h-(Ar)6 

photodissociation. Thus, the evolution of the spectra from 240 to 1200 fs reflects the 

progressively weaker interactions between the solvent atoms and the r fragment, with 

formation of the asymptotic Arr product complete by 1200 fs. 

One picture of the dynamics during the second time regime consistent with the 

spectra is that once the h - chromophore is dissociated, the neutral I atom is ejected, 

leaving behind a vibrationally hot r(Ar)n cluster from which Ar atoms evaporate until the 

available energy is dissipated, with Arr as the stable product. This picture is suggested 

by molecular dynamics simulations carried out by Amar(18) on Br2-(C02)n clusters. 

However, recent molecular dynamics simulations by Faeder et al.(19, 20) suggest a 

somewhat different mechanism. Their calculations predict that the equilibrium geometry 

of h-(Ar)6 is an open, highly symmetric structure consisting of a ring of Ar atoms lying in 

the plane that bisects the h - bond. When the I2 - is dissociated, the I and r fragments 

separate sufficiently rapidly so that the Ar atoms do not cluster around the r fragment. 

Instead, the departing r fragment abstracts one of the solvent atoms, on average, as the 

cluster breaks up. The shifts in the PE spectrum during the second time regime are 

qualitatively consistent with this picture, in that as the r fragment leaves the cluster, its 

attractive interactions with the solvent atoms decrease and the electron affinity drops. 

We next consider the h-(Arho clusters, for which caging is complete(11). The 

overall appearance and evolution of these spectra from 300 fs to 1 ps is similar to that 

seen for h -(Ar)6, in that there are two 'T" peaks that shift towards higher electron energy 

as '[ increases. Thus, up to '[=1 ps, the cluster contains I and r fragments that are 

essentially independent of one another. The shifting of the peaks towards higher eKE can 

again be explained as a progressive weakening of the interactions between the r fragment 

and the solvent atoms. This is probably due to a combination of evaporation of solvent 

atoms induced by the recoil energy of the I and r fragments (- 0.6 e V), and the rather 

large excursions that the r fragment makes within the cluster as the I and r 

photoproducts separate on the repulsive . .1' 2 n g,1I2 state. Molecular dynamics 
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simulations by Batista and Coker(21) predict the inter-iodine separation increases to 8-10 

A after 1 ps has elapsed, a distance comparable to the original size of the cluster, and it is 

likely that the strength of the solvent interactions with the rdecreases while this occurs. 

The evolution of the 12 -(Arho spectra at later times can be explained as a result of 

recombination of the 1 and r on the two lowest potential energy curves in Fig. 1. The 

shifting of the two 'T" peaks towards lower energy from 't= 1 to 35 ps is consistent with 

recombination and vibrational relaxation on the A 2I1g,312 curve. Recent ab initio 

calculations predict that Re = 4.18 A and De=O.ll e V for this state(22). Fig. 1 shows that 

at such a large internuclear distance, photodetachment will access the neutral potential 
., . - ~.~ .. 

energy curves near their asymptotic energies. This will yield two peaks approximately 

separated by the 1 atom spin-orbit splitting, but shifted toward lower electron energy 

compared to bare r by the well depth (De) of the A 2I1g,312 state and the sum of the 

attractive interactions with the remaining Ar atoms. If we use an approximate binding 

energy of 73 me V / Ar (11), the total energy released by the recoiling photofragments and 

by vibrational relaxation of the h - to the v=O level of the ab initio. A 2ryg,312 state i~ 

sufficient to evaporate 9 Ar atoms, so this excited state recombination mechanism is the 

likely origin of the h-(Ar)<n>=l1 product seen by Lineberger and co-workers. From these 

considerations, it is reasonable to attribute the signal at eKE> 1.6 e V to recombination on 

the X 2L: state followed by vibrational relaxation. This can release enough energy to 

evaporate all of the Ar atoms, leaving h-(v=8) in the limit of zero photofragment KE. 

In orqer to test these assignments, the spectrum at 200 ps was simulated assuming 

photodetachment to occur from 12 -(Arh 1 with the h - chromophore in the v=O level of the 

A 2I1g,312 state, and from 12-( X 2L:) in a mixture of vibrational levels. The simulations 

involve calculating the Franck-Condon factors between the anion and neutral vibrational 

wave functions and scaling the results for different electronic transitions to best match the 

experimental intensities. For the A 2I1g.312 state, Re and De were taken to be 4.5 A and 

0.16 eV, respectively, with both values differing somewhat from the ab initio values; 

these differences may reflect in part the influence of the remaining Ar atoms in the 
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cluster. Best results for the X 2L: state were obtained using a vibrational distribution 

with <v>=5. The results; shown in Fig. 2c, reproduce the experimental spectrum quite 

well. The h-(A 2I1 g,312 ,v=O) and h-(X 2L:, v=5) vibration~l wave functions are 

superimposed on the appropriate potential energy curves in Fig. 1. Note that 

photodetachment from the inner turning point of the h -( X 2L:, v=5) wave function is 

responsible for the signal at eKE > 1.6 eV; the outer turning point contributes to the ''1'' 

peak at 1.35 eV along with photodetachment from the h-(A 2I1g,312) state. 

The shifting of the signal at eKE > 1.6 e V toward lower energy from 10-200 ps is 

attributed to vibrational relaxation of the ground state I2- accompanied by evaporative 

cooling of the Ar atoms, that is a series of reactions of the type I2-(v")Arn~ 

h-(v'<v")Arn_l+Ar. As the I2- vibrational quantum number decreases, the contribution to 

the PE spectrum from the inner turning point of the vibrational wavefunction shifts 

towards lower eKE. Although this is partially compensated by the lowering of the 

electron affinity as Ar atoms evaporate, our simulations of the PE spectra show a net shift 

of the signal in this region towards lower eKE as the cluster cools .. By comparing these 

simulations with the experimental spectra, and starting with the h - vibrational 

distribution at 200 ps, one can estimate the average number of Ar atoms <n> and I2-

vibrational quantum number <v> for 't<200 ps. We find that <n>=2, <v>= 17 at 't=35 ps, 

and <n>=4.5, <v>=32 at 't= 10 ps. It therefore appears that 15 or 16 of the original 20 

solvent atoms evaporate in the first 10 ps, and that the evaporation rate slows down 

markedly at later times. 

5. Conclusions 

Our spectra yield the following picture of the dynamics resulting from 

photoexcitation of h-(Arho. As with h- and h-(Ar)6, dissociation of the I2- chromophore 

is complete by 300 fs. Between 300 fs and 1 ps, the interaction between the I and r 
atoms within the cluster is very weak. After 1 ps, the I and r atoms recombine on either 

of the two lower-lying attractive potential energy surfaces. Recombination on the 
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Ii 2ITg•312 state leads to 12-(Ar)<n>=11 product in which the h- is vibrationally cold, 

whereas recombination aon the X 2l:: state results in bare h- with <v>=5. The first 

process is complete by 35 ps, whereas the second, involving considerably more energy 

flow between the Iz - and the solvent atoms, is over after 200 ps. Although recombination 

~ 2 
on the A ITg.312 state was proposed as a possible mechanism in Lineberger's earlier 

study(11), our experiments provide conclusive spectroscopic evidence that this occurs. 
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Chapter 8. Photodissociation of gas phase 13- using femtosecond 
photoelectron spectroscopy t 

The photodissociation dynamics of gas phase h - following 390 nm excitation are 

studied using femtosecond photoelectron spectroscopy. Both rand Iz- photofragments 

are observed; the Iz - exhibits coherent oscillations with a period of 550 fs corresponding 

to -0.70 eV of vibrational excitation. The oscillations dephase by 4 ps and rephase at 45 

and 90.5 ps on the anharmonic Iz- potential. The gas phase frequency of ground state 13-

is determined from oscillations in the photoelectron spectrum induced by resonance 

impulsive stimulated Raman scattering, The dynamics of this reaction are modeled using 

one- and two-dimensional wavepacket simulations from which we attribute the formation 

of r to three body dissociation along the symmetric stretching coordinate of the excited 

anion potential. The photodissociation dynamics of gas phase 13- differ considerably from 

those observed previously in solution both in terms of the Iz - vibrational distribution and 

the production of r. 

1. Introduction 

Chemical reactions in the gas phase can now be probed by an impressive arsenal 

of frequency and time-resolved methods, leading to a detailed characterization of 

asymptotic product distributions and short-time transition state dynamics. It is of 

considerable interest to understand how the dynamics of even the simplest of chemical 

t Originally published in Laser Techniquesfor State-Selected and State-to-State 
Chemisry IV, Proc. SPIE 3271, 196 (1998) and J. Chern. Phys. 111,2991 (1999). 
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reactions is altered when the reaction is initiated in a liquid. The reaction coordinate near 

the transition state can be modified significantly for reactions in liquids,! and solvent 

friction near the transition state can also play an important role.2 The rapid relaxation 

processes that occur in liquids have hindered the comparison of gas and liquid phase 

reaction dynamics. However, the development of ultrafast pump-probe laser techniques 

now enables one to initiate reactions and probe the products on a sub-l 00 fs time scale, 

thereby in principle yielding nearly nascent product distributions that can be compared to 

gas phase results. 

Thus far, only one comparison of this type has been made for a reaction yielding 

molecular products, namely the photodissociation reaction HgI2~HgI + I, which was 

studied in the gas phase and in ethanol by ZewaiP-6 and Hochstrasser,7-IO respectively. 

During the last few years, a series of femtosecond time-resolved experiments on the 

photodissociation of 13- in ethanol solution have been performed in the laboratories of 

Ruhman ll -16 and, more recently, Vohringer,17-19 that have yielded the vibrational 

distribution of the 12- photoproduct within a few hundred fs of the photodissociation pulse 

through the observation of vibrational coherences. However, until very recently,20,21 no 

gas phase data were available for this reaction. In this paper, we report a gas phase 

photodissociation study of the 13- anion using femtosecond photoelectron spectroscopy 

(FPES) which allows a direct comparison with the liquid phase results. 

The spectroscopy and dynamics of 13- have been studied extensively in solution. 

Its absorption spectrum consists of two broad bands centered at 360 and 290 nm.22-28 

The spectral assignment of these bands has been somewhat controversial,23-25 although 

the solution phase work has shown that excitation into either band results in dissociation 
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to ground state 12- anions. 12, 17 The resonance Raman spectrum of 13- reveals a long 

progression of the symmetric stretch,26,27,29 indicating that at least the initial motion on 

the excited state is along this coordinate. However, some intensity in the anti symmetric 

stretch was also seen; this has been attributed to symmetry breaking of the linear 

triatomic by the solvent.29,30 

In the work most relevant to that presented here, Banin et aZ. 12,13 performed 

femtosecond transient absorption spectroscopy measurements on 13- in ethanol, in which 

the anion was excited at 308 nm and the resulting time-dependent absorptioi1' was 

monitored at a series of wavelengths. They observed coherently vibrating Iz- anions in 

their X 21:: state as early as 500 fs after the initial excitation. At this time the Iz­

products are in an average vibrational state of <'U>= 12, and the coherent motion is 

irreversibly lost within 4 ps due to interactions with the solvent molecules. Coherences 

due to ground state 13- were also observed with a frequency of 111 cm-1 and attributed to 

excitation via resonance impulsive stimulated Raman scattering (RISRS). No evidence 

for r production was seen, even though dissociation to r + 12 is energetically favored 

with respect to Iz- + I by -0.6 eV. More recently, Kuhne and Vohringer have performed 

similar experiments involving excitation of the lower band at 400 nm 17,18 and the blue 

edge of the upper band at 266 nm. 19 They also observed coherences due to vibrationally 

excited Iz- products «'U>= 12) and oscillating 13- parent molecules. In addition, their 

work at 266 nm showed indirect evidence for r photoproducts with a 20% yield. 

Only a few studies of gas phase h- have been performed. Do et aZ. 20 have 

measured the bond strength of ground state 13- through collision-induced dissociation in a 

tandem mass spectrometer, obtaining a value of 1.31±O.06 e V for dissociation to Iz + r 
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products. This is 300 meV largerthan previously reported) 1 Our group has reported a 

preliminary investigation of 13- photodissociation using FPES.21 In addition, we have 

measured a high resolution (8-10 me V) photoelectron spectrum of 13-,32 as well as the 

photofragment kinetic energy release from 13- photodissociation at a series of 

wavelengths. 33 

In this study, FPES was used to study the photodissociation dynamics of gas 

phase 13- following excitation of the lower absorption band at 390 nm, allowing a detailed 

comparison between the gas and condensed phase dynamics. In the -FPES experiment, 13-

is electronically excited with a femtosecond pump pulse. The resulting nonstationary 

state is photodetached by a femtosecond probe pulse and the photoelectron spectrum is 

measured. By performing this experiment at a series of pump-probe delay times one 

obtains a progression of snapshots detailing the dynamics induced by the pump pulse. As 

in the solution phase experiments, we observe coherently vibrating 13- anions caused by a 

RISRS process as well as coherent, vibrationally excited 12- photoproducts. The 12-

vibrational distribution, however, is centered at significantly higher vibrational levels 

than in solution and exhibits rephasing dynamics. We also observe the formation of r 

product, which was not seen in the condensed phase studies at 308 and 400 nm. 

2. Experimental 

The FPES experiment consists of two major components: a negative ion 

photoelectron spectrometer with high collection efficiency and a high repetition rate 

femtosecond laser. Each has been described in detail elsewhere34,35 and will only be 

briefly described below. 
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Figure 1. Schematic of apparatus showing ion source region, time-of-flight mass 
spectrometer, photofragment reflection assembly, and "magnetic bottle" 
photoelectron time-of-flight spectrometer. 
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The photoelectron spectrometer, Fig. 1, is designed to be compatible with the high 

laser repetition rate and the low photoelectron signal expected for a two-photon pump-

probe experiment. Argon carrier gas (10 psig) is passed over crystalline 12 and 

supersonically expanded through a pulsed piezo electric valve operating at a 500 Hz 

repetition rate. Anions are generated by a 1 ke V electron beam which crosses the 

expansion just downstream of the nozzle, and are injected into a Wiley-McLaren time-of-

flight mass spectrometer by applying pulsed extraction and acceleration fields 

perpendicular to the molecular beam axis. After passing through several differentially 

pumped regions, the ions enter the detector chamber and interact with the pump and 

probe pulses. The ions can either be monitored with a retractable, in-line microchannel 

plate detector or with a second, off-axis reflectronlmicrochannel plate assembly to record 

the photofragment mass spectrum. High electron collection efficiency is achieved with a 

"magnetic bottle" time-of-flight analyzer36 whose energy resolution has been optimized 

using a pulsed decelerator37,38 applied to the ions just prior to photodetachment. The 

instrument resolution is approximately 30 me V for an electron kinetic energy (eKE) of 

0.8 eV and degrades as approximately (eKE)1I2. 

The magnetic bottle time-of-flight analyzer is calibrated by a quadratic fit to three 

peaks: two at 1.76 and 0.77 eV generated by photodetachment of r by 260 nm light 

(corresponding to the lep312) and l*epII2) states, respectively), and an additional peak at 

0.12 eV from photodetachment ofr to the rep312) state by 390 nm light. The calibration 

is more accurate for electron energies below 0.5 eV than in our previous report using a 

two-point linear fit. 21 
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The pump and probe pulses are generated by respectively doubling and tripling 

the 780 nm output of a Clark-MXR regeneratively amplified Ti:Sapphire laser system. 

The energy of the resulting 260 nm (4.77 eV) probe pulse is 20 III and its duration is 130 

fs FWHM (sech2), the latter measured by difference frequency mixing with the 

fundamental light at 780 nm. The pulse energy of the pump pulse at 390 nm (3.18 e V) is 

typically 90 Ill; this pulse is characterized by difference frequency cross correlation with 

the previously determined probe pulse and has a FWHM of 100 fs. The relative delay 

between the pump and probe pulses is adjusted with a computer controlled translation 

stage, and the beams are collinearly recombined and gently focused prior to entering the 

vacuum chamber. The probe pulse alone has sufficient energy to detach 13-, producing a 

background signal observed in the experiment. By passing the pump beam through a 250 

Hz chopper (New Focus, 3501), shot-to-shot background subtraction can be performed, 

"" .'''!' 

and the electron signal during this time is integrated and used to normalize different 

scans. 

The vacuum chamber window affects the individual pulse widths and the relative 

delay between the pump and probe pulses. Two-color above-threshold-detachment 

(A TD) 39 of r is used to characterize the pulses and determine the zero-of-time inside the 

chamber. The probe pulse alone produces a photoelectron spectrum with two peaks at 

0.77 and 1.71 e V. When the pump and probe pulses are temporally overlapped, 

additional peaks are observed that correspond to shifting the r peaks by 3.18 eV toward 

higher eKE, i.e. the photon energy of the pump pulse. From the intensity of this two-

color signal as a function of pump-probe delay, we determine the zero-delay time and the 
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cross-correlation of the pump and probe pulses inside the vacuum chamber. This yields a 

convoluted FWHM of 175 fs. 

3. Results 

In this section we present one-color photoelectron spectra of h- taken separately 

with 390 and 260 nm light. We then present measurements of the photofragment yield 

upon dissociation with the 390 nm pump pulse, and the time-resolved FPES spectra taken 

with the combined pump and probe pulses. 

3.1 One-color photoelectron spectra 

Before considering the two-photon FPES spectra, the effect of the individual 

pump and probe pulses on the h - anion needs to be determined. Shown in Fig. 2 (solid) 

is the one-color photoelectron spectrum of 13- taken at the probe wavelength, 260 nm 

(4.77 eV), and plotted as a function of electron kinetic energy (eKE). Two broad, 

featureless transitions are seen, centered at 0.52 and 0.25 eV. These peaks are assigned 

to transitions to the ground and first excited electronic states, respectively, of neutral 13. 

From the peak centers one obtains the vertical detachment energy (VDE) from 

VDE=hv-eKE (1) 

This yields VDE's of 4.25 and 4.52 eV, for the small and large peaks, corresponding to 

the vertical transition energies from the anion to the two neutral electronic states. As 

discussed elsewhere, the peak at 0.52 e V exhibits vibrational structure at higher 

resolution and corresponds to a bound state of 1).32 
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Figure 2. One-colofphotoelectron spectra of 13-. Results from detachment at 
260 nm probe (4.77 e V, solid) and 390 nm (3.18 e V, dashed) photon energy are 
shown. 
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Also shown in Fig. 2 (dashed) is the photoelectron spectrum measured at the pump 

wavelength, 390 nm. This spectrum exhibits intensity up to eKE=2.3 e V with peaks 

centered at 0.12, 0.65, 1.45, 1.85, and 2.09 e V labeled A through E. The presence of 

features at higher eKE than in the 260 nm spectrum indicates that multi photon processes 

are contributing to the 390 nm spectrum. Indeed, when hv in Eq. (1) is taken as 6.36 eV 

(two 390 nm photons), the VDE's of peaks D and E match the VDE's of the two 260 nm 

bands. Peak A, the most prominent peak in the 390 nm spectrum, is due to 

photodetachment of r to the lep3n) state by one photon of 390 nm light. This peak must 

also arise from a two-photon process in which one photon dissociates the 13- and the 

second photon detaches the r photofragment. Peaks Band C at 0.65 and 1.45 e V 

presumably arise from two-photon photodetachment to higher lying states of neutral h. 

3.2 Photofragment Mass Spectroscopy 

The photoelectron spectrum at 390 nm indicates that r is a photoproduct. To 

confirm this, the photofragment mass distribution resulting from excitation of 13- at 390 

nm was determined using the reflectron assembly in our instrument (see Fig. 1). Equal 

yields of rand 12- were observed for pump powers ranging over an order of magnitude. 

Although the pump photon also detaches r products, as discussed in the preceding 

section, the relative yield between rand Iz - does not seem to be affected. A more 

detailed power study was presented in our earlier report.21 
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Figure 3. Experimental FPES spectra of 13- from -150 to 975 fs in 75 fs steps. 
Scaling factors for high and low energy ranges are shown, and a baseline for each 
delay time is marked with a dashed line. The approximate center of the broad 
feature between 0.8 and 1.6 eV is marked with a dot to show its time evolution. 
An expanded view of the high energy signal at -5 ps is displayed in the inset. 
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3.3 Femtosecond Photoelectron Spectroscopy of 13- photodissociation 

Fig. 3 shows successive time-resolved, two-photon photoelectron spectra for 

pump-probe delays of -150 to 975 fs in 75 fs increments. As discussed in Section 2, the 

background from the probe pulse (260 nm, Fig. 2) has been subtracted through the course 

of the experiment. Thus, at positive delay times, the background features from the probe 

pulse would normally be less than zero due to bleaching of the ground state. In Fig. 3, 

however, a constant fraction of background signal has been added back in to make the 

spectra positive at all delay times. Likewise, the signal arising from two-photon 

detachment by the pump pulse alone (390 nm, Fig. 2) has been subtracted to enhance the 

two-color features. 

The spectra follow the same general trends we have observed before on other 

systems.40,41 At -150 fs, when the probe pulse comes before the pump pulse, signal due 

to detachment of the 13- by the probe pulse is seen (260 nm, Fig. 2). As the delay time is 

increased, the pump and probe pulses begin to overlap, and the two 13- features decrease 

in intensity. This is accompanied by the appearance of electron signal at higher eKE, out 

to -3.8 eV. Starting at 75 fs, this higher energy signal begins coalescing into two 

features that eventually become two tall, narrow peaks at 0.77 and 1.71 eV. The 

intensities of these peaks increase steadily up to about 600 fs, and are split by the spin-

orbit splitting of atomic iodine. These features are due to the atomic lep312)~r and 

l*eplI2)~r transitions, respectively, arising from detachment of r photoproduct. 

Additionally, first apparent at 150 fs, there is signal between 0.9 and 1.6 eV, and low 

intensity signal out to 3.2 eV; these features are present at the longest delay times probed 

in our experiments. The low intensity signal from 1.8 to 3.2 e V is displayed in the inset 
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of Fig. 3, taken at a delay time of -5 ps. As discussed below, these features result from 

I2 - photoproduct. 

Overall, Fig. 3 demonstrates how FPES can provide a complete picture of a 

reaction occurring in real-time. By performing a single measurement (i.e. photoelectron 

spectroscopy) at each delay time, we observe depletion of I3 - reactant and the 

accompanying evolution of the rand I2- products. We now consider these three aspects 

of the spectra in more detail. 

3.3.1 13- features 

In addition to a steady drop in intensity of the two I3 - features from -150 to 225 

fs, close examination of the two bands at 0.25 and 0.52 e V reveals time-dependent 

oscillations. Figure 4 shows an enlarged view of the lower energy peak, the maximum of 

which oscillates bet~een 0.24 and 0.25 e V with a 300 fs period. The total intensity of 

this band also depends on the position of the peak. The intensity is smaller when the 

peak is centered at low eKE and larger at high eKE; two examples are displayed in the 

inset of Fig. 4. The periodic nature of the oscillatory motion is seen more clearly in Fig. 

5, which shows a cut through the photoelectron spectrum at 0.28 eV from 5 to 30 ps with 

a step size of 90 fs. This energy exhibits the largest oscillatory amplitude. The inset of 

Fig. 5 displays the Fourier transform of the time spectrum at 0.28 e V which is dominated 

by a single frequency at 112±1 cm- I
. No higher harmonics are observed. 
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Figure 6. Expanded view of the atomic Iep312)f--r feature at 1.7 eV. Arrows 
indicate small features that persist for early time delays. Note the dramatic 
decrease in width beginning at 300 fs. In the inset, the time-dependence of the 
signal at 1.70 eV is shown (solid). It reaches its half-maximum height by 350 fs. 
A similar cut for the 390 nm excitation of h -[I; eL;) f-- I; (X 2L:; v = 0)] is 

shown dot-dashed (see Section 4.2). The convoluted pump-probe width is also 
shown (dashed), as measured using above threshold detachment on r. 
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3.3.2 Atomic iodine features 

Fig. 6 shows an exp'ahded view of the atomic Iep312)f-r feature, which evolves 

in two distinct steps. From 150-300 fs, a broad band is observed with downward sloping 

intensity from 1.55 to 1.8 eV that exhibits small features at 1.61, 1.67, and 1.76 eV, 

marked with arrows. Starting at 300 fs, the entire feature becomes progressively 

narrower. The shou,lder at 1.61 e V drops in intensity and the distribution becomes 

peaked at 1.71 e V. This transformation continues until approximately 600 fs after which 

no additional changes are observed. 

In the inset of Fig. 6 a cut through the photoelectron spectrum at 1.70 e V (solid) is 

displayed which provides a measure of r production as a function of time. The intensity 

reaches half of its maximum by 350 fs, although its full height is not reached until 600 fs. 

Hence, no more r is formed after 600 fs. Since the FWHM of the convoluted pump and 

probe pulses is 175 fs, the formation of r occurs long after interaction with the pump 

pulse has ceased. Similar behavior is seen for the I*ep lf2)f-r transition. 

3.3.3 Intermediate Energies 

The electron signal between 0.9 and 1.6 e V also exhibits oscillatory motion. 

Discernible beginning at 150 fs with a maximum near 1.4 eV, the intensity shifts to lower 

eKE and back again, completing a full oscillation by approximately 825 fs. In Fig. 3, a 

small dot marks the approximate center of intensity at each time delay to emphasize this 

behavior. The oscillatory motion is shown more clearly in Fig. 7 (solid) where slices at 

1.29, 1.41, and 1.54 e V are observed with a period of approximately 550 fs (simulations 

are shown dashed and will be discussed in Section 4.4). The phase of the oscillations 
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illustrating the h - product coherences (solid) with -550 fs period. Simulations 
(Section IV. D) are also displayed (dashed). 
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shifts with increasing energy until a 1800 phase shift is observed between 1.29 and 1.54 

e V. The amplitude of the oscillations also varies with energy and is largest at 1.41 e V. 

Note that at 1.41 e V, the amplitude of the second oscillation is larger than the first. Also 

shown in Fig. 7 is a slice at 3.00 eV that also exhibits oscillatory motion with the same 

frequency. These oscillations are of lower intensity and approximately 1800 phase 

shifted from the oscillations appearing around 1.41 eV. At all electron energies the 

oscillations decay by 4 ps. 

Oscillatory structure with the same period reappears at 45 and 90.5 ps. Figure 8 

shows slices at 1.21, 1.37,2.86, and 2.91 eV near 45 ps. At 1.21 and 1.37 eV, the 

oscillations are approximately 1800 out-of-phase, and, likewise, the oscillations at 2.86 

and 2.91 eV appear 1800 out-of-phase, although they are centered at approximately 42 ps. 

At 90.5 ps, large oscillations are again observed (not shown). 

4. Analysis and Discussion 

In a similar fashion to Section 3, the analysis and discussion proceeds along three 

lines: analysis of the h- bands at0.31 and 0.55 eV, the origin of the atomic r features at 

1.71 and 0.77 eV, and discussion of the nature of the oscillatory structure from 0.9 to 1.6 

eV. 

4.1 13- coherences 

In the FPES experiment, the pump pulse promotes 13- to the first excited state on 

which the reaction takes place. However, as was shown for h-,42 the pump pulse also 

creates a coherent superposition of vibrational levels on the ground state potential energy 
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surface of the anion that can be detected in the time-resolved photoelectron spectra. The 

process by which this occurs, resonance impulsive stimulated Raman scattering (RISRS), 

has been well documented in previous femtosecond absorption experiments, 43-47 

including the studies of 13- in solution. 12,17,19 

In our FPES experiment, RISRS induced by the pump pulse results in modulation 

of the photoelectron spectrum of the 13- ground state. Thus, the oscillations 

superimposed on the peaks at 0.31 and 0.55 eV can be unambiguously assigned to 

coherent 13- vibrational motion induced by the pump pulse. This point is worth 

emphasizing; while the frequency associated with these oscillations: 112±1 cm- I
, is close 

to the 12- fundamental at 110 cm- I
, the photoelectron spectrum of 12- occurs at very 

different eKE values. 

The 112 cm- I frequency is assigned to the 13- symmetric stretch. This value lies 

only 1 cm- I to the blue of the solution phase resonance Raman value. 27 ,48 However, in 

solution the RISRS oscillations associated with 13- decay in approximately 3 ps due to 

interactions with the solvent molecules. Such interactions are obviously absent in the gas 

phase and the oscillations are seen to persist indefinitely. 

4.2 r Photofragments 

Our finding of a 50% yield for 1 products based on reflectron measurements is of 

interest since the formation of atomic 1 was not observed in the solution phase work at 

400 and 308 nm. 12,17 However, direct observation of1 in solution is difficult, as it is a 

closed-shell species with no low-lying electronic states. In the solution phase studies by 

Vohringer19 and Ruhman,12 the amount of 1 production was indirectly determined at 
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delay times longer than 10 ps. These studies indicate that at 400 and 308 nm, 100% of 

the dissociated 13- has produced 12- products. At 266 nm, however, 12- is only produced 

in an 80% yield. The above studies are in stark contrast to the gas phase work. 

It is possible that a multiphoton rather than a single photon process creates r. 

Specifically, vibration ally cold Iz- in its electronic ground state has a large dissociative 

cross-section at 390 nm,49,50 allowing for the possibility of a two-photon excitation to 

produce r: 

(2) 

To determine the possible contribution of this process, we performed a power 

study varying the pump pulse intensity and monitoring the products with the 260 nm 
. ~". -" .-'. ~ :. 

probe pulse set at long delay times. Shown in Fig. 9is the amount of r produced over 

nearly two orders of magnitude in pump power (circles). The highest power corresponds 

to the conditions used in the experiment and the lowest power produces signal barely 

above the noise. The observed trend is linear (solid line) over the entire range of 

intensities, implying that single photon excitation of the 13- yields r products. It should 

also be noted that the pump pulse creates ,and then detaches a small amount of r. as was 

discussed in Section 3.1, in a second order process. This would have the effect of adding 

quadratic behavior to the power study, effectively decreasing the r intensity with 

increasing pump powers. No noticeable effect is seen, however. 

To further preclude the possibility of a multiphoton process,'.i.ri- experiment 

probing the dynamics associated with the formation of r from 390 nm excitation of h-
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was also performed. Shown in Fig. 6 (inset, dot-dashed) is the r intensity monitored at 

1.7 eV from the I;CL;) f-/
2
-(X 2L>v = 0) excitation' ofl2-. It reaches its maximum by 400 

fs, in contrast to 600 fs for r from 13- dissociation (Fig. 6 inset, solid), and displays a 

much sharper slope than for 13-. Although not shown, transient intensities for 

I; CL;) f- I; (X 2L:) never pass below 1.7 eV, whereas in the 390 nm excitation of 13-, 

electron intensity moves to as low as 1.5 eV before peaking at 1.7 eV. 

The dissimilarity between the formation of r from h- versus 13-, as well as the 

linear trend in the power study makes the multiphoton production of r an unlikely 

process. The most likely reasons that Eq. 2 does not contribute significantly to r 

formation are because the majority of 12- products form after the FWHM of the pump 

pulse and the 12- is also highly vibrationally excited, reducing its absorption cross section 

at 390 nm (see below). 

Production of r can occur by either a two- or three-body mechanism: 

r; hv) r + 12 

r; hv) r + I + I 

(3) 

(4) 

The latter channel can be produced by a concerted three-body dissociation along the 

symmetric stretch of the potential, or, if the 13- first excited state correlates to a 

dissociative h - potential (all of the excited states of h- are dissociative or very weakly 

bound41 ,51), a sequential mechanism is also possible: 

I:; hv d+l;eTI g •1I2 )--)/+r+1 
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Distinguishing among these possible routes of r formation is not straightforward. 

However, the qualitative features of the time-evolution of the 1CZp312)f-r transition 

suggest a mechanism following Eq. 4. This will be addressed after a discussion of the 

oscillatory features at intermediate energies. 

4.3 Vibrationally excited, coherent 12-

The photofragment mass spectra show that photolysis of 13- at 390 nm produces 

h- in addition to r. The only features so far not accounted for in the photoelectron 

spectrum are the broad features between 0.9 and 1.6 eV and the low intensity signal up to 

3.2 eV. Neither feature appears in the photoelectron spectrum of vibrationally cold 12-,42 

in which photodetachment to the 12 ground state yields a single feature centered at 1.6 e V 

and no intensity above 1.9 eV as shown in Fig. 10. However, photoelectron signal from 

highly vibrationally excited h- comes primarily from the inner and outer turning points of 

the anion wavefunction. Fig. 10 shows the 12-(u=11O) wavefunction and the simulated 

photoelectron spectrum from this level. The spectrum consists of two well-separated 

features that straddle the h-(u=O) photoelectron spectrum; detachment from the inner 

turning point of the u=110 wavefunction produces electrons up to 3.2 eV, while 

detachment from the outer turning point yields a more intense feature between 1.2 and 

1.8 e V. Note that the most intense peak around 1.6 e V is from the outermost part of the 

anion wavefunction. At slightly smaller internuclear distances, the vertical detachment 

energy increases slightly due to the greater curvature of the anion potential. Hence, 
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photodetachment from the corresponding section of the anion wavefunction results in 

slower electrons. 

We therefore attribute the remaining features in the experimental spectra to 

vibrationally excited Iz-. The oscillations in these features shown in Figs. 7 and 8 must 

then be due to coherent vibrational motion of the 12- photoproduct. Both the maximum 

observed eKE and the frequency of the vibrational coherences can be used to characterize 

the h - vibrational distribution. 

The maximum vibrational energy of the 12- can be directly obtained from the 

maximum eKE based on the following considerations. The u=O wavefunction of 12 has 

amplitude from 2.62 to 2.72 A.52 If the inner turning point of the h- vibrational 

wavefunction lies in this range, it will detach directly to u=O of the h ground state 

potential. Since the energy difference between u=O of hand u=O of h- is well known 
" __ '!'.' _1; 

(EA = 2.52 eV),42 the vibrational energy can be determined. Thus, for 3.2±0.1 eV 

electrons (Fig. 3, inset), the energy difference between the inner turning point of the 12-

wavefunction and u=O of the neutral state potential is 1.57±0.1 e V, using Eq. 1. This 

gives 0.95±0.1 eV for the maximum vibrational energy. For the h- Morse potential in 

Fig. 10, 42 photodetachment from all vibrational energy levels above 0.55 e V access the 

h(u=O) state, so our result should be valid. We point out that this analysis directly yields 

the h- vibrational·energy; for the Morse potential in Fig. 10, the corresponding quantum 

number is 110, but the true quantum number is likely to differ because the Morse 

function is not very accurate so close to the dissociation limit. 

The oscillatory 12- features also in Figs. 7 and 8 provide further information on the 

h - vibrational distribution. Because the h - dissociation is initiated with a laser pulse 
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shorter than a single period of produ'ct vibrational motion, the h- photoproduct can be 

formed ina coherent superposition of vibrational levels spanning the nascent vibrational 

distribution. In the best case scenario, all of the frequencies associated with the product 

vibrational distribution will be in phase at short times and lead to large amplitude 

wavepacket oscillations which are detected in the FPES experiment. As time progresses 

the frequencies will dephase from one another due to the anharmonicity of the potential. 

However, because of the collisionless nature of the gas phase environment, pure 

dephasing will not playa role and the h - products should rephase at a much later time. 

Using the h- ground state frequency and anharmonicity (lUe=110 cm-1 and lUexe=0.37 

cm-1),42 the average vibrational state of the products can be determined along with the 

time at which rephasing might occur. 

The 550 fs oscillations seen in the experiment correspond to an approximately 60 

cm-1 energy difference which indicates a vibrational quantum number of '\)=67, or 0.70 

eV of vibrational energy. From the anharmonicity,a predicted rephasing time of't=45 ps 

is calculated, in close agreement with experiment(Fig. 8). The number of states 
, 

coherently populated, however, determines the dephasing time. If only three vibrational 

levels were populated, one would expect a dephasing time of'tl2, which is much longer 

than the experimental dephasing time of -4 ps. This indicates that a wide distribution of 

12- states is populated. It is also consistent with a vibrational distribution having a 

maximum energy of 0.95 eV, as determined from the maximum eKE, and an average 

energy of 0.70 eV, as determined from the coherence frequency. 

The accuracy of the average energy as determined from the coherence frequency 

is limited by the Morse potential. A better method of determining the vibrational energy 

191 



distribution is to measure the photofragment kinetic energy release from 13-

photodissociation.33 However, the coherences in this report can be directly compared to 

the solution experiments. In solution, h- vibrational coherences were observed from 

photodissociated 13-,12,17,19 with a period substantially shorter (350 fs) and the inferred 

average vibrational state «u>= 12) much lower than our results. This indicates that the 

"nascent" product distribution is quite different in solution than in the gas phase, a point 

discussed in Section 5. 

Although the traces in Fig. 7 show intensity beginning at 0 fs, it is im'clear at what 

point this signal should be attributed to h - product. If we use as the criterion the start of 

the periodic oscillations, then the first maxima associated with h - product are at 400 fs 

(1.29 eV), 550 fs (1.41 eV), 700 fs (1.54 eV), and 850 fs (3.00 eV). At 1.41 eV, there is 

an earlier, smaller maximum at 100 fs. Since product coherence is generally expected to 

decay with time, the lower intensity of the earlier maximum suggests it is due to transient 

13 - signal during the early stages of bond cleavage rather than h -. It also seems unlikely 

that 12- products would appear within 100 fs, while r is not fully formed until 600 fs. 

Transient 13- signal is probably the origin of the shoulder at 200 fs in the 3.00 eV slice as 

well. 

4.4 2-dimensional wavepacket simulations ' 

4.4.1 Potential energy surfaces and wavepacket dynamics 

In this section we characterize the 13- excited state potential energy surface on 

. . 
which dissociation occurs and investigate the mechanism responsible for the formation of 

atomic r products. In our previous report, I-d wavepacket simulations using a Gaussian 
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distribution of h - vibrational states were carried out to ascertain the distribution of 

excited vibrationallevels,21 a procedure that is approximate at best. To model the 

photodissociation process more realistically and determine the nature of the product 

coherences, we have performed 2-dimensional wavepacket simulations on a series of 

collinear London-Eyring-Polanyi-Sato (LEPS)53 potential energy surfaces, and present 

the potential that best reproduces our h - vibrational distribution. Although we do not 

model the full 2-d photoelectron spectrum, we can simulate the spectrum once h - is 

formed by projecting the 2-d wavefunction onto the I-d wavefunction for h- vibration. 

This LEPS potential also predicts that a substantial amount of three-body dissociation 

will occur via. Eq. 4, which we are also able to simulate in I-d and compare to the 

formation of the r feature at 1.7 eV. 

This work was stimulated in part by the previous quantum simulations done by 

Banin et al.13 in which a simple LEPS potential was used to model the excited potential 

energy surface. As in their work, our simulation was carried out using a method based on 

the wave packet propagation techniques of Kosloff and Kosloff. 54-56 It treats the 

dynamics along the two stretching coordinates exactly, and assumes that all nuclear 

motion takes place on a collinear potential energy surface. 

Following Banin et at.,!3 we assume the ground state potential to be harmonic 

(Table I), the excited state potential to be a LEPS surface that correlates to ground state 

12- products and an atomic iodine atom, and the pump pulse as being weak, coherent, and 

infinitely short. The iodine atomic product in their work, however, is assumed to be in its 

excited 2pI/2 state since a pump frequency of 308 nmcorresponds to·~xc·itatlo~ to the blue 

band in the 13- absorption spectrum. In our experiment, excitation at 390 nm corresponds 
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Table I. Parameters for the I-d and 2-d potentials. 

Ground state potential surface for I3-

Vg (Q"Q3) =t,ulo~(QI -Qeq )2 +t,u2m;Q/ 
QI = rab + rbe Q3 = rab - rbe 
m/=112 cm-1 m}=145 cm- 1 Qeq=5.358 A 111=63.5 amu 113=21.2 amu 

Excited state potential surface for h-
Ve (rab ' rbe ,raJ = Mo + Qab + Qbe + Qea - (J! + Jtc + J;a - JabJbe - JbJca - Jca Jab )1I2 

_ [(1 + Sap)IE(rap) + (1- Sap)3E(rap )] 

Qap - 2(1 + SaP) 

J - [(1 + Sap)IE(rap) - (1- Sap)3E(rap)] 

ap - 2(1 + Sap ) 

ra~q = rb:
q 

=3.205 A Dab = Dbc =1.014 eV f3ab = f3be ==1.181 A-I 
eq _ 0 f3 0 I 

rca -2.983 A Dca=1.0IOeV ca=1.000A 
M o=2.890 eV 

I-dimensional potentials for the symmetric stretch of neutral I3 

Vn(r) = Mo+2D;exp[-p'(r-ren
)] + D;exp[-2p'(r-r.n )] == vl(r), 

= sfl (r)vl (r) + [1- sf! (r)]v2 (r), 

= Mo +2De exp[-p (r-r.)] + De exp[-2p (r-re )] == v2(r), 

1 ( Jl(r-r) J sfn (r) = - cos n + 1 
2 rn+1 -rn 

re = 5.66 A De = 1.47 eV p = 0.53 A-I Mo = 5.95 eV 
V;: r}= 5.10 A D> 1.70 eV pl= 0.38 A-I 
V2 : r}= 5.66 A D;= 1.47 eV p2= 0.45 A-I 
V3: r}= 6.10 A D;= 1.27 eV p3= 0.52 A-I 

aSymmetric stretch frequency taken from this report, Section 4.1. 
b Antisymmetric stretch reported in Ref. 29. 
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to excitation into the lower 13- absorption band, which predominantly results in lep3n) 

products.33 This also means the energy available for bond dissociation differs between 

the two experiments. Banin et al. determined the available energy to be -0.4 e V above 

the three-body dissociation limit of r + lep312) + l*ePII2),13 based on an approximate 

value of 1.0 e V for the bond strength of 13-.31 Since publication of their work a gas phase 

bond strength of 1.31 ± 0.06 e V has been reported,20 showing the amount of available 

energy is actually much smaller. Using similar energetic arguments, the new 13- bond 

strength, and the more recent bond strength for h -,42 -0.3 e V of energy is" estimated to be 

available for product dissociation at 390 nm to r + lep3/2) + lep312). With this in mind, 

the ground state geometry is adjusted so that a vertical transition to the excited state lies 

0.3 e V above the three-body asymptote. 

In an effort to understand the features required to produce vibrationally excited 12-

products, we first ran simulations, using the methods described below, on the original 

Banin et ai. excited state potential with the 13- ground state geometry adjusted so that the 

vertical transition energy was at 0.3 eV above the three-body asymptote. We found that 

this surface yielded considerably less 12- vibrational excitation than was observed 

experimentally, and no r was produced. We then adjusted the Sato parameters on the 

excited state surface to achieve better agreement with experiment. The original potential 

had a barrier of -300 meV along the minimum energy path for the symmetric exchange 

reaction I + 12- ~ Iz- + I. Lowering the barrier resulted in more Iz- vibrational excitation, 

but not until the barrier was eliminated in favor of a shallow well did the h - vibrational 

distribution peak at vibrational energies comparable to our experiment. This 

modification also produced more r via three-body dissociation, as shown below. 
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Figure 11. Snapshots of the evolving wavepacket on the 2-d LEPS 
potential for the excited state of 13- from Table I. The potential is shown 
in mass-weighted coordinates for the linear IA-IB-Ie molecule. RC,AB is the 
distance between Ie and the center-of-mass of the lz- fragment (lA-IB), and 
RA,B is the lz - bond length. Contours for the potential are in -200 me V 
steps and contours for the wavepacket represent a 10% change in 1 '111

2
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500 fs, significant intensity remains along the symmetric stretching 
coordinate. 
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The final potential is shown in Fig>ll, along with snapshots of the wavepacket evolving 

in 100 fS intervals, starting from its initial placement vertically above the ground state 

minimum. The potential is presented in mass weighted coordinates for the linear IA-IB-Ie 

molecule with the x-axis representing the distance from Ie to the center-of-mass of 

the departing 12- (lA-IB) product. The y-axis corresponds to the 12- bond length RA,B' The 

parameters for the potentials are listed in Table I. 

The initial motion is primarily along the symmetric stretch coordinate of the 

potential, consistent with the resonance Raman work,29,30 Once the wavepacket passes 

through the potential well (-100 fs) it begins spreading along the anti symmetric 

stretching coordinate. This broadening continues until the wavepacket boundaries reach 

the repulsive walls in the 12- product valleys at around 400 fs., By this time, the 

wavepacket spans the entire potential but still has significant intensity along the 

symmetric stretching coordinate, in contrast to the surface of Banin et al. 13 By 500 fs the 

wavepacket is entirely out of the transition state region, and continues to expand as the 

products move apart. The simulations in Fig. 11 show similar features'to those by Banin 

et al., but the wavepacket progresses further along the symmetric stretch coordinate 

before spreading on our surface, a direct consequence of the shallow well in the transition 

state region which accelerates the wavepacket along the symmetric stretch coordinate. 

By 500 fs, the portion ofthe wavepacket residing in the upper and lower Iz-

valleys will form 1+ 12- and Iz- + I products, respectively, while the remaining portion of 

the wavepacket will form r + I + I via. Eq. 4. Assuming that there is equal probability 

for dissociating to I + Iz - or Iz - + I products, and that the dividing line between lower 

valley products and three-body dissociation products occurs at RA B=5.5 A, integration , 

197 



of the lower valley gives a 27% probability for three-body dissociation at 500 fs. To 

insure that further motion did not significantly decrease the three-body yield, the 

wavepacket was allowed to evolve for an additional 150 fs, and the three-body 

dissociation probability was again determined to be 27%. 

4.4.2 12- vibrational distribution and dynamics 

At times ~500 fs, the wavepacket has essentially reached the asymptotic region of 

the potential energy surface, so that slices through the upper and lower valleys 

perpendicular to the minimum energy path yield the Morse function for the h - ground 

state. In the lower valley, the wavepacket can therefore be decomposed into vibrational 

and translational eigenstates according to Eq. 6: 

\{J(X,y) = LCn,i¢n(X)Xi(Y) (6) 
n,i 

where Z;Cy) are the Morse oscillator wavefunctions for the h- ground state, and ¢In (x) 

are I-d free particle waves.57 In this basis x and yare perpendicular and parallel, 

respectively, to the minimum energy path. Only intensity at internuclear distances 

smaller than RA B=5.5 A is decomposed in this manner since the basis only applies to , 

those products correlating to 12- + I. Using the determined coefficients, the vibrational 

energy distribution is determined by first squaring and then summing (over n) the 

coefficients along the translational coordinate, and the results are plotted in Fig. 12. The 

maximum occurs at \)=65 with a FWHM of 50 vibrational states. It is also asymmetric, 
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with a tail that reaches to at least u=120, in agreement with our analysis in the previous 

section. 

At early delay times, 2-d calculations are required to simulate the photoelectron 

spectrum arising from detachment of dissociating 13-. However, at delay times longer 

than 500 fs, the portion of the photoelectron spectra due to detachment of Iz - in the lower 

valley only depends on the y-axis motion of the wavepacket. This allows the spectra to 

be simulated using our previously developed 1-d simulation code.58 Using the above 

coefficients, a time-dependent 1-d wavefunction was generated using the·wavefunction at 

500 fs as a starting point. Photoelectron spectra were then calculated from 500 to 4000 fs 

for detachment to the X IL;, A.' 3rr 2u ' and A3rr
1u 

states of neutral h,52,59,60 The results 

were convoluted to match our energy resolution and energy slices were taken for 

comparison with experiment (Fig. 7, dashed). 

In agreement with experiment, the simulations produce 550 fs oscillations that 

rapidly dephase by 4 ps and reflect the same energy dependent phase shift. The first 

maximum is due to reflection at the inner turning point and occurs at 650 fs at eKE = 

3.00 eV. Reflection from the outer turning point is observed 275 fs later in the slice at 

1.54 eV. Results at 1.29 and 1.41 eV reflect wavepacket motion in between these two 

limits (see Fig. 10 and Section 3.3) 

However, the maxima in the simulated energy slices fall directly between the 

maxima in the experimental slices. For example, at 1.29 eV, the first two experimental 

maxima occur at 400 and 1000 fs, while the first simulated maximum is at 700 fs. As 

mentioned above, this simulated maximum is associated with wavepacket amplitude near 

the outer turning point of the Iz - potential. In a 2-d simulation of the photoelectron 
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spectrum, we would expect an earlier maximum at 1.29 e V around 200-300 fs associated 

with wavepacket bifurcation into the product valleys, because the wavepacket motion 

along the symmetric stretch coordinate slows down significantly in the region where 

bifurcation begins (see Fig. 11). It is therefore reasonable to assign the first two 

experimental maxima at 400 fs and 1000 fs to wavepacket bifurcation and the first bond 

compression of the newly formed h -. Hence, although there is significant agreement 

between the experimental and simulated energy slices, it appears that the maxima in the 

simulated energy slices occur too early. - ... ~ ...• ~. ...", .. .. .. 

4.4.3 r channel 

We can also explore production of r on this surface. If r production occurs via 

concerted three-body dissociation, detachment of the wavepacket along the symmetric 

stretching coordinate of 13- should give rise to the atomic r features in Figs. 3 & 6. It 

should therefore be possible to reproduce the main trends in the r features by performing 

I-d simulations of wavepacket motion along the symmetric stretch coordinate of the 

potential in Fig. 11. 

Shown in Fig. 13 are cuts along the symmetric stretching coordinate of the ground 

and excited state 13- potentials. Potentials for 13 are also needed. These are represented by 

Morse-Morse-switching-function potentials (Table I) with vertical electron affinities of 

4.25,4.52, and 3.32 eV that match those measured for the ground and first two excited 

states of neutral 13 (Section 3.1). Using the same initial wavefunction in the I-d 

simulation as was used along the symmetric stretch coordinate of the 2-d simulations, the 

wavepacket is coupled to the excited anion state by a pump pulse where it is propagated, 
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the time-dependent photoelectron spectrum is calculated using a technique described 

previously,58 and the results are convoluted with an instrument response function. To 

more realistically model the spectra the pump pulse was given a FWHM of 90 fs. Fig. 14 

shows the calculated photoelectron spectra at delay times of 75, 125, 175,225, and 275 

fs, and the wavepackets that correspond to these delay times are shown in Fig. 13. 

In the simulated spectra, formation of the r feature at 1.7 eV occurs in two steps, 

in agreement with experiment (Figs. 3 & 6). At 75 and 125 fs a broad distribution of 

energies is formed ranging from 1.55 to 1.80 eV with three features at 1.61, 1.67, and 

1.76 eV. At these times the wavepacket resides primarily at internuclear distances near 

the potential minimum along the symmetric stretch coordinate (see Fig. 13), and the three 

small features arise from detachment to the three neutral states. At 175 fs the simulated 

spectrum has leveled and begun to narrow, at which time the wavepacket is 

approximately half-way out of the potential minimum. At this internuclear distance (-8.5 . 

A), the anion and neutral potentials are nearly parallel. By 275 fs the wavepacket has 

largely left the potential minimum and the photoelectron spectrum is dominated by a 

single atomic peak at 1.7 eV. Thus, the two-step trend in the photoelectron spectrum 

corresponds to the wavepacket traversing the potential minimum along the symmetric 

stretching coordinate of the 2-d potential energy surface, and the narrowing of the 

lep3n)~r feature is the consequence of the wavepacket climbing out of the potential 

well and leaving the transition state region, by which point the three 13 surfaces have 

almost converged. Therefore, in the simulations, bond cleavage to r + I + I occurs 

between 175 and 275 fs when the lep3/2)~r feature narrows in width. 
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The qualitative agreement between the simulation and experiment leads us to believe that 

r is being formed by three-body dissociation via Eq. 4. However, the narrowing of the 

Iep3/2)~-r feature at 1.7 eV experimentally occurs at 300 fs, not at 175 fs as in the 

simulation, and suggests that the simulated wavepacket leaves the transition state region 

too quickly. This is consistent with our conclusions modeling the h- coherences; the 

simulated rand h - products form too quickly with this LEPS potential. A surface with a 

potential well that extends to larger internuclear distances may decrease the discrepancy 

in both cases, or the slope of the excited state potential in the Franck-Condon region may 

be too steep, imparting too much momentum to the wavepacket. We also must consider 

the limitations inherent in explaining the dynamics with a collinear rather than 3-

dimensional potential energy surface. In any case, comparison of the simulations to 

experiment indicates that the bond cleavage to r + I + I occurs between 300 and 600 fs. 

5. Discussion and comparison of gas and solution phase dynamics 

There are significant differences between the gas phase and solution 

photodissociation dynamics of 13-. In the 13 -lEtOH experiments involving excitation to 

the lower electronic state, oscillations from 12- products are first resolved at 

approximately 500 fs with a frequency of 103 cm- l
. 17 This corresponds to <u>= 12 (0.13 

eV),42 a considerably colder population than seen in the gas phase. In addition, no r 

product was seen in the solution experiments at 400 nm, in contrast to the significant 

amount of r seen in the gas phase. Based on the simulations in the previous section, we 

understand what type of early time «500 fs) dynamics lead to the observed gas phase 

results. We now consider how these dynamics are modified in solution. 
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Four effects unique to the experiments in solution are (1) symmetry breaking of 

the 13- due to its interaction with the polar solvent, (2) solvent friction effects on the 

dissociation dynamics in the transition state region, (3) vibrational relaxation of the h-

products, and (4) sol vent induced dephasing. It is useful to distinguish these effects by 

the time interval over which they are important. Symmetry-breaking, in which the Dooh 

symmetry of the anion is lowered to Coov, represents an initial-state effect whereby the 

anion is distorted before any laser fields are applied. Solvent friction in the transition 

state region is relevant to the time interval just after excitation, when the dissociating 

wavepacket is in transit between the Franck-Condon region and the 12- product valleys.· 

Finally, solvent induced dephasing occurs throughout the reaction while vibrational 

relaxation is relevant once the h - products are formed. 

The observation by Myers and co-workers29,30 of anti-symmetric stretch 

excitation in the resonance Raman spectrum of I3-lEtOH provides strong evidence for 

symmetry-breaking. In addition, Geshgoren et al. 15 performed femtosecond dissociation 

experiments on 13- in CH3CN, a less polar solvent than ethanol, and found that the h-

product coherences were less pronounced. This was attributed to a more rapid and 

coherent entry into the h - product valley induced by broken symmetry of the 13- anion in 

the more polar solvent. This interpretation is consistent with the wavepacket simulations 

in Fig. 11; if the initial wavepacket did not lie along the symmetric stretch coordinate, 

one would expect less motion along the symmetric stretch coordinate and earlier 

localization in one of the product valleys. As a result, the 12- vibrational population 
. '. -

would be colder and less r would be produced, consistent with the differences between 

the gas phase and solution experiments. Symmetry breaking of 13- has also been modeled 
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theoretically63,64 and similar effects on the h- vibrational distribution are expected in the 

photodissociation of 13- With antisyIhmetric stretch excitation.57 

Solvent friction effects can also playa role consistent with the differences in the 

gas phase and solution experiments. Suppose that in solution the initial wavepacket in 

Fig. 11 does lie along the symmetric stretch coordinate. One would then expect 

interactions with the solvent to impede the motion of the wavepacket along this 

coordinate, leading to a bifurcation of the wavepacket at smaller internuclear distances 

than in the absence of solvent. This, like symmetry breaking, would result in a colder 12-

distribution and reduced r formation. 

Vibrational relaxation of the 12- products may account for some of the discrepancy 

between the gas phase and solution experiments. The relaxation rate of h - is known to be 

strongly vibrational state dependent. In the 13 -fEtOR experiments, an estimated 0.17 e V 

of vibrational energy is lost within 7 ps although 0.13 e V of this energy is dissipated 

during the first 1.5 ps.17 In experiments monitoring the recombination of 

photodissociated h-in ethanol, -0.75 eV of vibrational energy is dissipated in the first 0.3 

ps while the remaining 0.25 e V of vibrational energy takes -lOps to dissipate.61 .62 

Renee, extremely fast relaxation rates for vibrational levels above \)=30 are expected,62 

and relaxation of these highly excited levels may have already occurred by 500 fs, the 

earliest time at which clear h- coherences are seen in solution. Solvent induced 

dephasing accounts for a portion of the coherence loss of 13- in solution although this 

does not affect the vibrational distribution. B , 17 

It is likely that symmetry breaking as well as solvent friction and vibrational 

relaxation effects contribute to the differences between the h- experiments. We note that 
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similar but smaller differences are seen in Hglz photodissociation in the gas phase and in 

solution. The gas phase reaction produces coherent Hg1 in approximately <'\»=29 (0.31 

eV of vibrational energy).4 In EtOH solution, one finds <'\»=15 for Hg1 at 500 fs, 

corresponding to 0.21 eV of vibrational energy.? Symmetry-breaking is unlikely to occur 

in Hg12 because of its weaker interaction with the solvent molecules, so in this case 

solvent friction and vibrational relaxation are the likely causes of the lower vibrational 

energy at the earliest observation times. 

A possible means of gaining further insight into differences between the 13-

experiments is to perform experiments on clustered 13-. For example, in the binary 

cluster 13 -(EtOH), the interaction between the 13- and EtOH could easily be strong enough 

to induce distortion in the 13-, but the presence of only a single "solvent" molecule is 

unlikely to perturb the outgoing 12- photoproduct significantly. Hence, a significantly 

colder lz - vibrational distribution in this case would point to symmetry-breaking as the 

primary culprit. Experiments of this type will be carried out in the near future in our 

laboratory. 

Regardless of the origin of the differences between the gas phase and solution 

experiments, the results presented here emphasize the importance of studying reactions in 

both environments. The scope and significance of the solvent effects in 13-

photodissociation cannot be appreciated without comparison to the gas phase results. By 

the time lz- photoproducts can be unambiguously identified in solution, they are already 

significantly colder than the gas phase photoproducts. The potential energy surface 

constructed in this work, although approximate, provides a foundation for a better 

understanding of the reaction dynamics in solution. 
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6. Conclusions 

We report the first study on the gas phase photodissociation dynamics of I3 -. The 

experimental method, femtosecond photoelectron spectroscopy, allows us to 

simultaneousl y observe depletion of the I3 - reactant and formation of the ionic 

photoproducts h- and r. We find that rand I2- are produced in approximately equal 

yield, in contrast to photodissociation experiments at a similar wavelength in solution 

where only 12- was observed. 

The femtosecond photoelectron spectra reveal vibrational coherences in the 13-

reactant induced by resonant impulsive stimulated Raman scattering (RISRS), from 

which we obtain a symmetric stretch frequency of 112 cm') for the I3- ground state. 

Starting around 400 fs, coherent nuclear motion of the I2 - products is also observed which 

exhibits rapid dephasing due to the anharmonicity of the potential followed by rephasing 

at much longer times. The oscillation period of these coherences yield an average 

<v>=67, a much higher result than obtained in ethanol solution «v>= 12). 

Two-dimensional wavepacket simulations on a collinear I3 - excited state surface 

yielded further insight into the dissociation dynamics. A surface was constructed that 

yielded the appropriate h - vibrational distribution and also resulted in significant r 

production. Comparison of simlliations with the time-dependence of the r photoelectron 

signal indicates the r is produced by concerted three-body dissociation. The excited state 

surface is clearly approximate as both channels are produced too quickly in the 

simulations, but should serve a useful starting point for future analysis of this system. 

Comparison of the gas phase and solution dynamics indicates 'that'the differences 

are most likely to arise from symmetry breaking effects of the solvent on the I3-
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chromophore and to solvent effects in the first several hundred femtoseconds after 

photodissociation. In comparison with the Hgh system, 13- photodissociation provides a 

more extreme example of the solvent's ability to alter chemical dynamics. Future work 

will focus on experiments monitoring the product yield and degree of coherence on the 

stepwise solvation of 13- in size-selected clusters. This should yield information on the 

solvent role in symmetry breaking and energy partitioning. 
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Chapter 9. Electron Solvation in Finite Systems: Femtosecond Dynamics of 

Iodide·(Water}nAnion Clusterst 

Electron solvation dynamics in photoexcited anion clusters r·(D20)n=4-6 and 

r(H20}4-6 were probed by using femtosecond photoelectron spectroscopy (FPES). An 

ultrafast pump pulse excites the anion to the cluster analog of the charge-transfer-to-

solvent state seen for r in aqueous solution. Evolution of this state is monitored by time-

resolved photoelectron spectroscopy using an ultrafast probe pulse. The excited n=4 

clusters showed simple population decay, but in the n=5 and 6 clusters the solvent 

molecules rearranged to stabilize and localize the excess electron, showing characteristics 

associated with electron solvation dynamics in bulk water. Comparison of the FPES of 

r(D20)n with r(H20)n indicates more rapid solvation in the H20 clusters. , 

1. Introduction 

A free. electron can be trapped by solvent reorientation in polar solvents such as 

ammonia(1} or water.(2} These "solvated" electrons play an important role in condensed 

phase chemistry, including radiation chemistry, electron transfer, and charge-induced 

reactivity. A microscopic understanding of the electron-solvent and solvent-solvent 

interactions that govern electron solvation is a therefore a fundamental and challenging 

problem. These considerations have motivated femtosecond time-resolved studies that 

t Originally published in Science, 284, 635 (1999), and Ultrafast Phenomena XI, edited 

by T. Elsaesser et aI., Springer Series Chern. Phys. 63,474 (1999). 
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have demonstrated rich and complex dynamics after electronic excitation of electrons in 

water.(3,4) 

To gain a complementary perspective on this problem, we have studied solvated 

electron dynamics in finite clusters and compared these results with our understanding of 

bulk solvation phenomena. We used two-photon anion femtosecond (10. 15 s) 

photoelectron spectroscopy(5,6) (FPES) to study electron solvation dynamics in mass­

selected anion clusters r(D20)n and r(H20)n in order to address the following questions: 

1) What is a minimum solvent cluster size needed to "solvate" an electron? 

2) What is a typical time scale for solvent reorientation in a cluster? 

3) What type of solvent motion is involved in electron solvation dynamics? 

Aqueous solutions of r exhibit broad electronic bands in the ultraviolet (UV) 

corresponding to electron ejection from the r into the solvent,(7) known as "charge­

transfer-to-solvent" (CTTS) states. Excitation of these states represents an elegant means 

of generating solvated electrons, as was first demonstrated by Jortner.(8) The dynamics 

of these states have been investigated by Eisenthal,(9) Gaudeul,(lO) and Bradforth,(ll) 

and their co-workers, all of whom excited the CTTS states to inject an electron into the 

water and then followed the subsequent electron solvation dynamics by femtosecond 

absorption spectroscopy. These experimental studies along with simulations by Sheu and 

Rossky(l2) and Staib and Borgis(l3) show that excitation of the lowest energy CTTS 

band results in the generation of fully solvated electrons on a 200 fs time scale.(l1) Once 
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generated, these electrons thermalize with the solvent molecules, and some are then lost 

through geminate recombination with the neutral halogen atom over a time scale of tens 

of picoseconds. 

The issue of how the CTTS bands manifest themselves in finite clusters was first 

addressed in experiments by Johnson and co-workers(J4) in which a diffuse absorption 

band was seen just above the detachment threshold for r(H20)n clusters (n= 1-4). As the 

number of water molecules increases, this band shifts to the blue, and appears to 

converge toward the lower energy CTTS band in aqueous solution. These cluster analogs 

to the CTTS band most likely correspond to excitation of the electron from an orbital 

localized on the r into a more delocalized state supported by the network of water 

molecules in the cluster. 

The work reported here builds on these spectroscopic measurements in that we 

use FPES to perform time-resolved measurements of the microscopic electron solvation 

dynamics subsequent to excitation of the CTTS cluster analog bands. In these 

experiments, mass-selected clusters r(H20)n are electronically excited with an ultraviolet 

(UV) pump laser pulse (263 nm, 4.71 eV) of -100 fs duration. The upper state evolves 

for a fixed time interval and is then photodetached by a probe laser pulse (790 nm, 1.57 

e V) of similar duration. The resulting photoelectron (PE) spectrum provides a "snapshot" 

of the upper state. Measurement of the photoelectron spectrum at a series of pump-probe 

delay times thus provides a detailed probe of the electron and solvent dynamics in the 

electronically excited state. The overall experiment is described in detail 

elsewhere.(5,15,16) 
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Figure 1. Femtosecond photoelectron spectra of (A to C) r·(D20)n n=4 to 6 

and (D) r·(H20)s plotted as two-dimensional contour plots of electron KE 

versus pump-probe delay time. 
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2. Results 

Results are presented for nD20)n and r(H20)n. (n=4-6). Our results suggest that 

for all the clusters, the electron is photoexcited into a dipole-bound state supported by the 

network of water molecules. In the n=4 cluster, this state decays rapidly by vibrational 

autodetachment. However, the n=5 and 6 clusters undergo solvent rearrangement that 

stabilizes the excess electron. These systems are therefore the smallest in which the 

cluster analog of electron solvation occurs. 

, . 

FPE spectra for r(D20)4-6 are shown in Fig. lA to Ie; those for nH20)s are 

shown in Fig. ID. Each plot shows a two-dimensional contour plot of photoelectron 

intensity versus electron kinetic energy (eKE) and pump-probe delay. Fig. 2 shows the 

average eKE as a function of time for these clusters as well as nH20)4 and r(H20k 

In the FPES of r·(D20)4 (Fig. lA), the intensity rises to a maximum during the 

first 200 fs, and during this time the average eKE decreases by about 0.07 eV. By 200 fs, 

the spectrum is centered at 1.38 e V with a full-width at half maximum (FWHM) of 0.28 

eV. At longer times, the spectrum shifts slightly toward lower eKE (0.04 eV by 1 ps), but 

the major time-dependent effect observed is decay of the integrated intensity, dropping by 

about 20% over 2.3 ps. 

The FPE spectra of the larger clusters are more complex. The eKE's stay constant 

for several hundred femtoseconds and then undergo significant shifts to lower eKE. In 

addition the intensity of the electron signal varies non-monotonically with time. For 

r·(D20)s (Fig. 2B), starting from 200 fs, the average eKE decreases from 1.38 to 1.17 eV 

with a time constant of 390 fs. The contour plot shows the maximum electron intensity 
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remaining constant until -400 fs, after which it increases, reaching an absolute maximum 

by 2300 fs. (At much longer pump-probe delays, the signal then decays again with a time 

constant of about 37±1 ps.) The shift in eKE is accompanied by an increase in the overall 

width of the spectrum, from 0.27 e V at 180 fs to 0.345 e V at 800 fs. Similar trends are 

seen for r(D20)6. The main differences are that the shift toward lower eKE (from 1.33 to 

1.05 e V) is slower, with a time constant of 560 fs. The contour plot in Fig. 1 shows a 

slight dip in maximum intensity around 500 fs before rising at longer times. The signal 

ultimately decays with a time constant of 96±3 ps. 

Comparison of r(D20)n and r(H20)n results in Figs. 1 and 2 reveals the effects of 

isotopic substitution. The r(H20)n clusters are all shifted by 20 me V toward higher eKE, 

a shift attributed due to zero point energy effects. We find virtually no difference in the 

time-evolution of the n=4 clusters. For n=5 and n=6, the shift toward l.o~er electron 

energy begins about 100 fs earlier in the H20 clusters. The time constant for this shift is 

the same for the n=5 clusters, but is about 17% lower for r(H20)6 (470 fs) than for 

r(D20)6. 

3. Discussion 

The most significant feature of these results is the marked change in the time­

evolution of the spectra in going from the n=4 to n=5 clusters. The results suggest that 

simple population decay of an excited state occurs for n=4, whereas for n~4 a severe 

reorganization within the cluster must take place. The initial excitation and subsequent 

dynamics responsible for these effects are considered below. 
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Ground state structures for X-(H20)n~4 clusters have been calculated by Jortner 

and co-workers, (17) Perera and Berkowitz,(I8) and Xantheas.(19) These structures all 

show the halide bound to a water cluster, with the water molecules oriented so as to 

maximize their interaction with each other and the halide anion. For example, in the 

solvent network for r(H20)4, each water molecule donates one hydrogen to form a 

hydrogen bond with another water molecule, and simultaneously offers the other dangling 

hydrogen to the anion, to form a "ring" of water molecules each with an H atom pointing 

toward the halide. As more waters are added, the r is predicted to remain on the 

"surface" of the water cluster, although this point is somewhat controversial based on 

comparison with PE spectra of r(H20)n clusters obtained by Cheshnovsky and co­

workers.(17,20) 

Johnson and co-workers have pointed out that the orientation of t~e water 

molecules induced by the halide results in a high dipole moment, estimated at f..l=4.4 D 

for the water network in r(H20)4, for example.(14) The significance of this is that 

neutral molecules with a dipole moment larger than ",,2 D can bind an electron in a 

"dipole-bound" state,(21) the negative ion analog of a Rydberg state in which the orbital 

for the excess electron is exceptionally diffuse. It is therefore reasonable to assign the 

upper state initially generated by the pump pulse to a short-lived state of the form 

Iep3!2HH20)n-, in which the electron is transferred from the halide to a dipole-bound 

state of the solvent network. 

The FPE spectra for r(D20)4 and r(H20)4 indicate that the initially excited 

electronic state undergoes population decay with no other dynamics occurring. The pump 
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photon energy, 4.71 eV, lies well above the adiabatic detachment energy of l(D20)4, 4.36 

e V,(22) so decay of the excited state by electron emission is certainly energetically 

accessible. Moreover, the PE spectrum is centered at 1.38 eV, whereas the probe photon 

energy is 1.57 eV, so the,vertical detachment energy forthe excited state is 0.19 eV. 

Excitation at the pump wavelength thus results in an excited electronic state with -0.45 

e V of vibrational energy. We attribute the decay of this state to vibrational 

auto detachment to form ICZP312HD20)4 + e-. 

The time-evolution of the FPES spectra for n=5 and 6 clusters shows that complex 

dynamics occur after initial photoexcitation into the dipole-bound state. The lowering of 

the mean electron energy by -0.3 e V during the first picosecond implies that the excess 

electron is stabilized by solvent motion on this time scale. Moreover, the non-monotonic 

variation of integrated electron intensity suggests that the nature of the orbital in which 

the excess electron resides changes significantly over the time scale of this intensity 

variation. Overall, we attribute these trends to solvent isomerization from the initial, 

dipole-bound state to a second, more stable conformer with the character of a "partially 

solvated electron." 

Figure 3 presents a qualitative potential energy surface diagram consistent with 

our results for the n=5 and 6 clusters. The dipole-bound state discussed above is 

resonantly excited by the pump pulse at 263 nm (violet arrow) and subsequent dynamics 

are probed by photo detachment with the time-delayed probe pulse at 790 nm (red arrow). 

As shown by Bowen and co-workers,(23) photodetachment of a dipole-bound state 
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Figure 3. EXcitation scheme of resonant UV-lR two-photon photodetachment 

via dipole bound states. Front plane: anion states. Rear gray plane: neutral states. 

(A) Pump-probe excitation via dipole bound states (B) lsomerization to a lower 

energetic confonner. The electronic energy converted into vibration is no longer 

fully aVailable for the photodetachment resulting in a red shift of photoelectron energy. 
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results in minimal Franck-Condon activity, consistent with the narrow width of the PE 

spectrum at short delay times. If isomerization (blue arrow) into a lower energy cluster 

conformer then occurs, electronic energy is converted into vibrational energy. For a 

cluster of this size, this vibrational energy should be dispersed over many vibrational 

modes. The relatively small broadening accompanying the electron energy shift indicates 

only slightly more Franck-Condon activity in the partially solvated state than in the 

initially excited state. Thus, the excess vibrational energy of this state largely remains as 

vibrational energy upon photodetachment, so the 0.3 eV shift of the eKE is -approximately 

equal to the difference in the vertical detachment energies of the conformers. 

The time-dependent intensities for the n=5 and 6 Clusters (Fig. 1) cannot be 

attributed to the population of excited state anions, as this must decline monotonically 

once the pump pulse terminates. Instead, it appears that the dynamics associated with 

stabilization of the excess electron also result in an increased photodetachment cross 

section. This result is consistent with isomerization from a dipole-bound state, in which 

the electron cloud is exceedingly diffuse, to a co~former in which the excess electron is 

more solvated and hence more localized. Two isomers are known to exist for (H20)6-, 

and the photo detachment cross section for the more weakly bound isomer (with respect to 

electron detachment) is considerably less than for the more strongly bound isomer.(24) 

Note that the vertical detachment energies for these isomers (0.2 and 0.5 eV) are quite 

close to those for the two excited r(H20)6 species in our experiment. 

We next consider isotopic effects. The earlier onset (by 100 fs) of the shift in 

electron energy for r(H20)s and r(H20)6 compared to the analogous D20 clusters 
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indicates that isomerization begins earlier in the H20 clusters, and suggests that 

librational-rotational motion of the solvent molecules plays an important role in 

stabilizing the excess electron. A large isotope effect attributed to librational solvent 

motion has also been seen at very early times (30 to 80 fs) in bulk hydrated electron 

studies.( 4) 

Fig. 4 presents a qualitative picture of the isomerization and electronic 

localization dynamics consistent with our experimental results. At short delay times the 

geometry of the initially excited state (4B), should resemble that of the ground "state (Fig. 

4A), (J 7) and the excess electron in Fig. 4B is bound by the dipole moment of the solvent 

network. However, Kim and co-workers(25) calculate that the lowest energy structure for 

(H20)6- is quite different from the solvent network in Fig. 4B; they find instead a "half-

cage" structure in which the excess electron is considerably more localized. Their 
" -.-,,~ ... ~..: '. .. i::t"-..,...·.;·~.· ~- >: 

calculation is the basis for the structure in Fig. 4C, which has a different hydrogen 

bonding network than that in Fig. 4C. 

One must realize the approximate nature of Fig. 4. First, because of the finite 

(and unknown) cluster temperature, it is possible that fluctional as well as rigid structures 

playa role in the dynamics. For example, recent infrared spectroscopy experiments on 

nH20h suggest that the inter-water hydrogen bond is disrupted at finite 

temperatures.(26) In addition, many low-lying isomers are expected for (H20)6-,(25) 

including a linear structure that appears to be consistent with its infrared spectrum.(27) 

Finally, perturbations and dynamics associated with the neutral I atom have not been 

considered. 
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Figure 4. Candidate structures for (A) ground state, (B) dipole-bound excited 

state, and (C) partially-solvated state of r(H20k A and B are based on the 

anion ground state calculated in (17), and C is based on the lowest energy 

calculated structure for H206- (25). 
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4. Conclusion 

We close by comparing our results to Bradforth's experiments(ll) on CTTS 

excitation of r in liquid water, since these are the liquid-phase experiments most 

analogous to ours. In his experiments, transient absorption at 800 nm was monitored 

after excitation at 255 nm. Bradforth observes a short-lived (-50 fs) transient assigned to 

the initially excited CTTS state, followed by an increasing absorption with a rise time of 

200 fs associated with formation of the solvated electron; this then decays 

biexponentially with time constants of 9 and 60 ps. This interpretation suggests several 

parallels with the n=5 and 6 FPES results presented here, namely that the CTTS state in 

the bulk is analogous to the short-lived dipole-bound state seen in our experiments, and 

that the bulk solvation on a 200 fs time scale corresponds to the isomerization and 

solvation dynamics seen in our experiments. There are, however, important differences. 
'- ,. 

Simulations of CTTS excitation shows that solvation is accompanied by the electron 

moving away from the halogen species,(l2,13) a reasonable result for an infinite number 

of water molecules but one which may not occur in a small cluster. Also, in liquid water, 

the longer time decay of the solvated electron signal occurs by recombination with neutral 

I atoms. While this may be responsible for the long-time decay in the clusters, a likelier 

mechanism is thermionic emission, a process which generally does not occur in liquids. 
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Chapter 10. Dynamics of the charge-transfer-to-solvent states in r(Xe)n clusters 

We have used femtosecond photoelectron spectroscopy to monitor the dynamics 

associated with the charge-transfer-to-solvent (CTTS) states in r(Xe)n clusters. We find 

that the lifetime for the 2pl/2 CTTS state increases ~pproximately linearly with cluster 

size, e.g. 550±50, 700±50, and 1550±200 fs for clusters n=ll, 20, and 38, respectively. 

These states are determined to decay by spin-orbit autodetachment. In contrast, the 2P312 

CTTS state has a lifetime greater than 225 ps for even the smallest cluster studied, n=6. 

No evidence for solvent reorganization is observed in the photoelectron spectra .. 

1. Introduction 

Anions solvated in polar solutions generally exhibit di-stinct bands in the 

ultraviolet known as charge-transfer-to-solvent bands (CTTS).i,2 These states involve 

electron detachment from the solute anion to nearby solvent molecules and serve as 

precursor states to fully solvated electrons. In recent years there has been considerable 

experimental and theoretical interest in the complex dynamics associated with CTTS 

excitation, particularly for halide ions in methanol and H20.3-8 In order to gain a 

complementary perspective on this problem, and as part of a broader effort to understand 

how effects associated with electron solvation are manifested in systems of finite size, the 

spectroscopy and solvation dynamics associated with the CTTS bands have been 

investigated in finite clusters. For example, Johnson has located the cluster analog of the 

lower 2P312 CTTS band in r(H20)n clusters,9 and we have used anion femtosecond 

photoelectron spectroscopy (FPES)lO to probe the dynamics associated with this band in 
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r(H20)n clusters. 11,12 The FPE spectra showed clear evidence for nuclear rearrangement 

and electron solvation within the cluster for n~5. One might expect dramatic differences 

in the nature of the excited state if a nonpolar solvent such as Xe is used instead of H20. 

Efforts in this direction have been initiated in experiments by Cheshnovsky and 

coworkers,13,14 who located CTTS bands in r(Xe)n. In this pap~r, anion FPE spectra of 

r(Xe)n clusters are reported that indeed exhibit significantly different dynamics than the 

spectra of r(H20)n clusters. 

As shown by Cheshnovsky and coworkers, 13,14 the excitation spectra of size-

selected r(Xe)n (n=I-54) clusters exhibit two CTTS bands beginning with n=4. These 

bands are associated with the creation of a neutral I atom core in its 2P3/2 ground or 2Plf2 

spin-orbit excited states, and a weakly bound electron that is stabilized by the cluster 

polarizability, e.g. [IePI12)Xenr. The bands become more prominent with increasing n, 
- . ~'.-', " .... 

and are found to be quite narrow, e.g. 0.04 and 0.02 eV FWHM for the 2P3f2 and 2Plf2 

CTTS states of n=12. The 2P3f2 CTTS band is broader than the 2pl/2 because its 

degeneracy is broken by the anisotropic interaction of the Iep3f2) core with the 

surrounding solvent atoms. 15,16 A comparison of Cheshnovsky's results with the 

threshold photodetachment studies of Lenzer et al.,15,16 in which the electron affinities of 

r(Xe)n clusters (n= 1-14) were measured, indicates that the two CTTS bands lie just 

below the detachment thresholds for IeP3f2)Xen and IeP1/2)Xen. 

The stability of the CTTS states is intimately related to electron solvation in bulk 

and clustered xenon; bulk xenon stabilizes electrons by 0.58 eV, even though a single 

xenon atom does not bind an electron. 17 Experimental work on Xen - clusters has shown 

that the minimum cluster size needed to bind an electron is n=6,18,19 while diffusion 
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Monte Carlo simulations show that electron binding in Xen - clusters arises from 

attractive, narrow electron!'channels" that exist between the Xe atoms and a broad 

stabilizing potential around the cluster itself.20,21 Although calculations have not been 

performed on the CTTS states in nXe)n clusters, qualitative comparisons can still be 

drawn between these states and Xen - clusters, as will be discussed below. 

The FPES experimentlO,22 involves exciting the r(Xe)n cluster with a 

femtosecond pump pulse at the resonant wavelength measured by Cheshnovsky and 

coworkers. 14 The photoelectron spectrum of the excess electron is then measured at a 

series of delay times by photo detachment with a femtosecond probe pulse. At each delay 

time, the photoelectron spectrum represents a complete "snapshot" of the evolving state. 

The time-evolution of the intensity and shape of the photoelectron spectrum probe the 

population change of the excited state and any solvent rearrangement within this state, 

.••.. ·f'·, -, 

thereby proViding a detailed picture of the excited state dynamics. 

2. Experimental 

In our experiments, r(Xe)n clusters are formed in a pulsed, supersonic expansion 

of about 5% CH3I and 10% Xe in Ar carrier gas (2 bar total pressure) that is crossed with 

a I keY electron beam and size-selected by injection into a Wiley-McLaren time-of-flight 

mass spectrometer. After passing through several differentially pumped chambers, the 

anions are intercepted by the pump and probe pulses at the focus of a magnetic bottle 

photoelectron spectrometer. In these experiments the electron energy resolution is 150 

meVat 1.5 eV electron kin~tic energy (eKE) for r(Xe)6, and scales as n-1/2
• The pump 

and probe pulses are generated with a Clark-MXR regeneratively amplified Ti:Sapphire 
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Figure 1. Contour plot of FPE spectra for the 2p\12 state of rcXe) \ \ excited at 
272 nm. The spectra are presented as a contour plot of the photoelectron 
intensity versus eKE, electron binding energy (eBE), and pump-probe delay. 
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laser system that generates pulses near 800 nm (1.56 eV), 1 mJ, and 80 fs (sech2) FWHM. 

About 200 ~J of this is used as the probe pulse, while the rest generates a tunable UV 

pump pulse by one of two methods. In the experiments pumping the 2Pl/2 CTTS state, 

the fundamental light is tuned between 825 and 790 nm, depending on the cluster size, 

and frequency tripled to produce 12 ~ ofUV in the range 275 to 263 nm (4.51 to 4.71 

e V) with a FWHM of 110 fs. For the experiments on the 2P3/2 CTTS state, the 

fundamental pumps a Light Conversion optical parametric amplifier (TOPAS) whose 

output is quadrupled, resulting in 4 ~J of UV in the range 369 to 344 nm (3.36 to 3.60 

eV) with a FWHM of 110 fs. For each of the clusters studied, the pump pulse is set to 

within 20 meV of the vertical detachment energy measured by Cheshnovsky and 

coworkers. 14 

3. Results 

FPE spectra are shown in Fig. 1 for excitation of the 2Pl /2 state of l(Xe) I I excited 

at 272 nm. The spectra are presented as a contour plot of the photoelectron intensity 

versus eKE, electron binding energy (eBE=hvprobe-eKE), and pump-probe delay. The 

FPE spectra of r(Xe)ll in Fig. 1 are typical for all clusters measured; the intensity rises to 

a maximum during the first 200 fs and then decays to the baseline by -2 ps with no shift 

in electron kinetic energy. The vertical detachment energy (VDE), which we determine 

by finding the average electron binding energy at a particular delay time, is 0.007±0.08 

e V for this cluster and shows no time dependence. 

Experiments on the 2Pl/2 CTTS states of larger clusters yield similar FPE spectra 

with no time-dependence in the VDE. However, the VDE does increase with cluster size 
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and is found to be 0.048±O.07 and 0.096±O.07 eV for n = 20 and 38, respectively. These 

spectra were taken with at pump wavelengths of 269 and 265 nm. In addition, the 

lifetime of the CTTS state increases. Fig. 2 shows integrated intensities of the FPE 

spectra vs. time for the n=ll, 20, and 38 clusters. These decay with time constants of 

550±50, 700±50, and 1550±200 fs, respectively, as determined from a single exponential 

fit to the data, convoluted with an instrument response function. Fig. 3 plots the lifetimes 

of the 2Pl12 CTTS states for all the clusters measured, and an approximately linear 

dependence on the cluster size is found. Markedly different dynamics are found for the 

2P3/2 CTTS states, which show no decay for even the smallest cluster studied (n=6) up to 

the longest times myasured (>225 ps), as illustrated in Fig. 4. 
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Figure 4. Integrated intensity of the 2P312 CTTS state 
FPE spectra for r(Xe)6. 
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4. Discussion 

The difference in lifetimes for the 2Pl12 and 2P3/2 CTTS states implies that the 

higher energy state decays by spin-orbit induced autodetachment, i.e. 

(1) 

No such decay pathway exists for the 2P3/2 CTTS state, consistent with its long lifetime. 

In fact, the experiments by Cheshnovsky and coworkers 13,14 and Lenzer et al. 15 ,16 

suggest that the 2P312 CTTS state is bound with respect to electron detachment. 

Vibrational to electron energy transfer could also result in electron detachment if the 

anion cluster temperature is high or if there is a large amount of vibrational energy in the 

excited state. However, this energy transfer mechanism would presumably affect both 

clusters equally. Since we observe no such decay for the 2P312 state on the time scale of 

our experiment, this process must be considerably slower than spin-orbit autodetachment 

(from the 2pl/2 state) in these clusters. 

The time-independent vertical detachment energies are in sharp contrast to the 

FPE spectra of r(H20)n (n~5) clusters. 12 For those species, the electron kinetic energy 

drops by -0.3 e V within the first ps. This shift was attributed to stabilization of the 

excess electron via solvent reorganization, i.e. electron solvation. This reorganization 

occUrs because the geometry of the H20 molecules in the ground state of r(H20)n 

clusters is not the most favorable for minimizing the energy of the excess electron in the 

excited state. Similar but less pronounced solvation dynamics were seen in r(NH3)n 

clusters.23 Although our resolution is 180 meV for r(Xe)n, we have shown in previous 

studies that we are sensitive to changes in electron affinity on the order of 10 meV.24 
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The absence of any shifts indicates that only minimal solvent reorganization takes place 

subsequent to excitation of the CTTS bands. 

The absence of solvent reorganization is consistent with the frequency domain 

spectroscopy of these clusters. Our ZEKE/threshold photodetachment spectra of r(Xe)n 

clusters and the accompanying molecular dynamics calculations show that in the lowest 

energy geometry, Xe atoms surround the r to the greatest extent possible, and that r 

clearly lies inside a cluster of Xe atoms for n~l I.l6 The narrow CTTS bands seen by 

Cheshnovsky and coworkers indicate that similar structures hold for the excited states. 14 

Excitation of these states will therefore access at least a local minimum on the excited 

state surface, in which case no solvent reorganization should occur. 

The lack of cluster rearrangement can be understood in the context of calculations 

on Xen - clusters. The work by Martyna and Berne shows that Xen - clusters are 

essentially neutral Xen clusters surrounded by a very diffuse electron cloud that is 

considerably larger than the nuclear core of the cluster.20,21 For Xel3 -, the electron 

probability distribution peaks -2 A outside and extends -36 A beyond the nuclear core. 

Because the excess electron is bound solely by the polarizability of the cluster atoms, and 

thepolarizability of iodine and xenon are very similar (aI = 30.05 a~; aXe = 27.16a~), 

the wavefunction for the excess electron should resemble that of the CTTS states in 

[r(Xe)nr clusters. The essential feature in both cases is that the excess electron does not 

perturb the nuclear cluster geometry, because the binding energy of the electron per atom 

is small and the electron is spatially diffuse. Under such circumstances, it is unlikely that 

nuclear rearrangement could produce an overall lower energy structure in which the 

excess electron is more solvated (and more localized). This situation differs markedly 
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from 1(H20)n clusters, in which stronger interactions between the excess electron and 

solvent molecul~s drive the solvation dynamics in the excited state. 12 

Finally, we consider the size-dependence of the autodetachment rate from the 

2Pl12 excited states. As shown in Fig. 3, the upper state lifetime increases with the 

number of Xe atoms. The mechanism given by Eq. (1) requires an interaction between 

the excess electron and the Iep1/2) core in order to induce a spin-flip of the unpaired 

electron on the I atom. Thus, the increase in lifetime of the 2Pl/2 CTTS state with cluster 

size presumably reflects a reduction in this interaction. A simple explanation of this 

trend would be that the I atom, which sits at the center of the cluster,- is more effectively 

shielded from the diffuse electron cloud by Xe atoms in the larger clusters, resulting in a 

lower excess electron probability density at the I atom. 

The calculations by Martyna and Beme20,21 on Xen - suggest the situation is more 
• .. ...;:. _, .". -",.~ •. -1' - •• 

complex. They find that as n increases, the electron cloud becomes less diffuse and the 

probability of finding the excess electron close to a Xe atom increases, as reflected in 

their calculated electron-Xe pair correlation function. However, the pair correlation 

function is averaged over all Xe atoms. The electron density may actually decrease 

around the innermost Xe atom because the interior electron-Xe channels narrow with 

cluster size. Since the I atom in reXe)n clusters is structurally analogous to the innermost 

Xe atom in Xen- clusters, it is possible that the electron probability density around the I 

atom decreases with increasing cluster size, even though the excess electron cloud is less 

diffuse in the upper state for the larger clusters. In any case, it appears that the degree of 

electron-iodine interaction is a subtle effect, and calculations specifically on reXe)n 

CTTS states are needed. 
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5. Conclusion 

In conclusion, we have measured the dynamics and lifetimes associated with the 

2pl/2 and 2P3/2 CTTS states in size-selected l(Xe)n clusters. We suggest that the 

increasing lifetime of the 2Pl/2 CTTS state with cluster size is due to the electron-iodine 

interaction decreasing, resulting in less probable spin-orbit autoionization. Solvent 

rearrangement is not observed, probably because excitation of the r(Xe)n cluster directly 

accesses the origin of the CTTS state. In this case, the iodine remains at the center of the 

cluster and the electron does not access states exclusively solvated by xenon atoms. 

Higher resolution experiments and theoretical calculations are needed to test these 

hypotheses. 
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Appendix 1. Program for iteratively determining the beta-parameters of a 
modified Morse potential using experimental frequencies and 
anharmonicities· . 

In Chapter 5, femtosecond stimulated emission pumping was used to determine 

the frequency and anharmonicity of the 12 -eX 2L:) state potential as a function of 

excitation energy. In order to fit the data points to a modified Morse potential, an 

algorithm was developed to iteratively modify the p-parameters and determine the best fit 

potential by minimizing X. This is accomplished using a downhill simplex method in 

multidimensions (Numerical Recipes, Chapt. 10.4). A least squares fitting routine was 

not used because of the difficulty of determining the 1 st derivative of the p-parameters 

with respect to the X value. For details on the potential form and data points, see 

Chapter 5. 

Specifically, the routine works as follows. step6. f allows the user to set the 

range of p-parameters being used in the potential, e.g. Po to /34, PI to P8, etc., using the 

variables nbmin and nbmax. Up to P8 is allowed. The simplex method requires initial 

data points, one more than the number of p-parameters being fit. These are input using 

the data commands in step6. f. The program than calls mtz8. f one time for each initial 

point to determine its value of X. Having done this, the iterative routine amoeb4. f is 

called. This routine iteratively alters the P-parameters, and calls mtz8. f to determine 

whether X is improved. When either the maximum number of iterations is reached or 

the minimum X is found (as set by itmax and ftol in step6. f), the subroutine returns 

to step6. f. step6. f then makes a final call to mtz8. f, this time ordering mtz8. f to 

write the potential to a file. 
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The heart of the program lies in mtz8. f, which is essentially Ivan Yourshaw's 

DVR code stripped down to a subroutine package that can be called easily and quickly. 

The experimental excitation energies, frequencIes, and anharmonicities, along with their 

standard deviations, are input in the code using data statements. mtz8. f calculates the 

eigenstates for the modified Morse potential as determined from the ,B-parameters using a 

Morse oscillator DVR code (for details, see Yourshaw's thesis). Using the experimental 

excitation energies, the frequency and anharmonicity of the nearest eigenstates is found, 

and X calculated. 

step6. f has been written to run on aether. It can be compiled with the following 

command: 

make -f makestep6 

where makestep6 is the following file: 
, . . 

dvrm03: step6.0 mtz8.0 amoeb4.0 gammln.o rsb.o rs.o matrix.o 
f77 -0 -0 step6 step6.0 mtz8.0 amoeb4.0 gammln.o rsb.o 

rs.o matrix.o -c 

step6.0: step6.f 
mtz8.0: mtz8.f 
amoeb4.0: amoeb4.f 
gammln.o: gammln.f 
rsb.o: rsb.f 
rs.o: rs.f 
matrix.o: matrix.f 

Only the files step6. f, amoeb4. f, and mtz8. f are included in the appendix. gammln. f 

can be found in Numerical Recipes, and matrix. f, rs. f, and rsb. f can be found in 

Y ourshaw' s thesis. 
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~ 
VI 

program step6 

c This program will iteratively determine the beta-parameters 
c for a modified morse potential given an input of frequencies 
c and anharmonicities. 

c The frequencies and anharmonicities are input in the 
c subroutine mtz8 

C Up to eight beta-parameters can be used. Set nbmin and 
c nbmax for the range being used. e.g. nbmin=2,nbmax=S, using 
c beta-parameters b 1 through b4. 

parameter (nbmin = 1, nbmax = S) 
parameter (ndim = nbmax - nbmin + 1) 
parameter (mp = ndim + 1) 
parameter (np = 9) 
implicit double precision(b-h,q-z) 
integer nbmin, nbmax 
dimension y(mp),b2(mp,np) 
common / mtz2var / beta2(0:8) 

c Note: to convert b2 values to beta parameters (beta2), subtract one. 
data b2(1,1), b2(l,2), b2(l,3), b2(1,4) / 
: 1. 188S,-6.81OSe-2, 1.30Sge-2,-2.9S76e-3 / 
data b2(1,S), b2(l,6), b2(l,7), b2(1,8), b2(1,9) / 
: I.9413e-4,0.000000; 0.000000, 0.0000 ,0.00 / 

data b2(2, 1), b2(2,2), b2(2,3), b2(2,4) / 
: 1.1886 ,0.017321S,-0.062S, 0.012S62 / 
data b2(2,S), b2(2,6), b2(2,7), b2(2,8), b2(2,9) / 
: 3.978e-6, 8.21e-7,-9.le-7,-S.74e-8, -.le-8/ 

data b2(3, 1), b2(3,2), b2(3,3), b2(3,4) / 
: 1.1884, 0.0180000, 3.63e-3 ,-1.63e-3/ 
data b2(3,S), b2(3,6), b2(3,7), b2(3,8), b2(3,9) / 
: 2.3ge-3 , 8.69Se-6 ,-3. I 6e-S,-2.88e-6,. le-8 / 

c 
c 
c 
c 

c 
c 
c 
c 

data b2(4,1), b2(4,2), b2(4,3), b2(4,4) / 
: 1.188S ,0.0170, -9.8e-3 , 8.078ge-3 / 
data b2(4,S), b2( 4,6), b2(4,7), b2(4,8), b2(4,9) /. 
: -7.4eA , I.07e-S , -S.Se-6 , l.3e-6 ,I.e-8/ 

data b2(S,I), b2(S,2), b2(S,3), b2(S,4) / 
: 1.1886, -0.04S ,0.01, -0.0030/ 
data b2(S,S), b2(S,6), b2(S,7), b2(S,8), b2(S,9) / 
: -0.000310,0,000010, O.OOOOS, I.e-7 , I.e-8/ 

data b2(6,1), b2(6,2), b2(6,3), b2(6,4) / 
: 1.188S, 0.01732, -0.062S0, 2.S84e-3 / 
data b2(6,S), b2(6,6), b2(6,7), b2(6,8), b2(6,9) / 
: -2.7e-3, 1.36e-4 , 7.97e-S ,S.14e-6,-.le-8/ 

data b2(7,1), b2(7,2), b2(7,3), b2(7,4) / 
: 1.1884,0.01732, -0.062S0, 0.012S62 / 
data b2(7,S), b2(7,6), b2(7,7), b2(7,8), b2(7,9) / 
: 0.000000, 0.0000000, 0.00000,0.00 , .le-8/ 

c data b2(8,1), b2(8,2), b2(8,3), b2(8,4) / 
c : 1.188S ,-6.5e-2 ,9.ge-3 , -I.ge-3 / 
c data b2(8,S), b2(8,6), b2(8,7), b2(8,8), b2(8,9) / 
C : 6.ge-S, 2.64e-7 ,6.2e-7 ,0.0IeA ,2.e-8/ 

c data b2(9,1), b2(9,2), b2(9,3), b2(9,4) / 
c : 1.1880,0.01732, -0.062S0, 0.012S62 / 
c data b2(9,S), b2(9,6), b2(9,7), b2(9,8), b2(9,9) / 
c : 0.000100,0.0000010, 0.0001O,0.0Ie-4 , -I.e-8/ 

c data b2(1O, 1), b2(l0,2), b2(1O,3), b2(1O,4) / 
c : 1.1880, 0.01732, -0.062S0 , 0.012S62 / 
c data b2(l0,S), b2(l0,6), b2(l0,7), b2(1O,8), b2(1O,9) / 
c : 0.000100,0.0000010, 0.0001O,0.0Ie-4 ,I.e-8/ 

c determine chi2 for each guess .. Any beta parameters not being 



c used need to be set to some value. 
doj = l,mp 
do i = l,np 

beta2(i-l) = b2(j,i) 
enddo 

c beta2(0) = 1.1885 
c beta2(l) = -6.13e-2 
c beta2(2) = 2.71e-3 
c beta2(3) = 0.0 
c beta2(4) = 0.0 

beta2(5) = 0.00 
beta2(6) = 0.00 
beta2(7) = 0.00 
beta2(8) = 0.00 
call mtz8(0,y(j» 
write(*, *) 'y = ',j, y(j) 

enddo 

c call amoeba4 which does the iterative process. 
~ c itmax is the maximum number of iterations to perform for the fit 
0'1 c ftol sets the chi2 tolerance; program stops when chi2 is less than 

c this number 
open(38,fil~'step6.beta ) 
write(*,*) 'calling amoeba4' 

itmax = 600 
ftol = 0.00005 
call amoeb4(b2,y,mp,np,ndim,ftol,itmax,iter,nbmin,nbmax) 
write(*,*) iter 

c for the best data point, calls mtz8, but this time mtz8 writes 
c the potential to a file. 

ylow = 1000. 
do j = 1,5 

if (y(j).It.ylow) then 
ylow = y(j) 
jlow = j 

endif 
enddo 

call mtz8(1,y(jlow» 
c\ose(38) . 

end 



~ 

subroutine amoeb4(p,Y,mp,np,ndim,FTOL,itmax,ITER,nbmin,nbmax) 

PARAMETER (NMAX=20,ALPHA= 1.0,BET A=0.5,GAMMA=2.0) 
double precision 

ftol,p(mp,np), Y (mp ),PR(NMAX),PRR(NMAX),PBAR(NMAX) 
double precision ypr,yprr,beta2 
integer nbmin, nbmax 
common / mtz2var I beta2(O:8) 

c taken from numberical recipes. 
c step-wise iteration of beta-parameters, and calls mtz8 

write(*, *) nbmin, nbmax 
MPTS=NDIM+ 1 
ITER=O 
ILO=1 

IF(Y(l).GT.Y(2»THEN 
IHI=1 
INHI=2 

ELSE 
IHI=2 
INHI=1 

ENDIF 
DO 11 1= 1 ,MPTS 

IF(Y(I).LT.Y(lLO» ILO=I 
IF(Y(I).GT.Y(IHI»THEN 

INHI=IHI 
IHI=I 

ELSE IF(Y(I).GT. Y(lNHI»THEN 
IF(I.NE.IHI) INHI=I 

ENDIF 
11 CONTINUE 

RTOL=2. * ABS(Y(IHI)-Y(ILO»/(ABS(Y(IHI»+ABS(Y(lLO») 
IF(RTOL.LT.FTOL) then 

write(*,*) 'tolerance found' 
RETURN 

end if 

IF(lTER.EQ.ITMAX) then 
write(*, *) 'Amoeba exceeding maximum iterations.' 
return 

endif 
ITER=ITER+ 1 

c DO 12 J=I,NDIM 
DO 12 J=nbmin,nbmax 

PBAR(J)=O. 
12 CONTINUE 

DO 14 I=I,MPTS 
IF(I.NE.IHI)THEN 

c DO 13 J=I,NDIM 
DO 13 J=nbmin,nbmax 

PBAR(J)=PBAR(J)+P(I,J) 
13 CONTINUE 

ENDIF 
14 CONTINUE 
c DO 15 J=I,NDIM 

DO 15 J=nbmin,nbmax 
PBAR(J)=PBAR(J)INDIM 
PR(J)=( 1. +ALPHA)*PBAR(J)-ALPHA *P(IHI,J) 
beta2(J-l) = PR(J) 

15 CONTINUE 
c YPR=FUNK(PR) 

call mtz8(O,YPR) 
IF(YPR.LE.Y(lLO»THEN 

c DO 16 J=I,NDIM 
DO 16 J=nbmin,nbmax 
PRR(J)=GAMMA *PR(J)+( 1.-GAMMA)*PBAR(J) 
beta2(J -1) = PRR(J) 

16 CONTINUE 
c YPRR=FUNK(PRR) 

call mtz8(O,YPRR) . 
IF(YPRR.L T. Y (ILO) )THEN 

c DO 17 J=I,NDIM 
DO 17 J=nbmin,nbmax 

P(IHI,J)=PRR(J) 



17 CONTINUE beta2(J-I) = PR(J) 
Y(IHI)=YPRR 23 CONTINUE 

ELSE c Y (I)=FUNK(PR) 
c DO 18 J=I,NDIM call mtz8(O,Y(I» 

DO 18 J=nbmin,nbmax ENDIF 
P(IHI,J)=PR(J) 24 CONTINUE 

18 CONTINUE ENDIF 
Y(IHI)=YPR ELSE 

ENDIF c DO 25 J=I,NDIM 
ELSE IF(YPR GE. Y (INHI) )THEN DO 25 J=nbmin,nbmax 

IF(YPRL T. Y (lHI) )THEN P(IHI,J)=PR(J) 
c DO 19 J=l,NDIM 25 CONTINUE 

DO 19 J=nbmin,nbmax Y(IHI)=YPR 
P(IHI,J)=PR(J) ENDIF 

19 CONTINUE GO TO 1 
Y(IHI)=YPR END 

ENDIF 
c DO 21 J=I,NDIM 

tv 
DO 21 J=nbmin,nbmax 

+:0- PRR(J)=BET A *P(IHI,J)+(I.-BET A)*PBAR(J) 
00 beta2(J-l) = PRR(J) 

21 CONTINUE 
c YPRR=FUNK(PRR) 

call mtz8(O,YPRR) 
IF(YPRRLT. Y (IHI) )THEN 

c DO 22 J= 1 ,NDIM 
DO 22 J=nbmin,nbmax 

P(IHI,J)=PRR(J) 
22 CONTINUE 

Y (IHI)= YPRR 
ELSE 

DO 24 1= 1 ,MPTS 
IF(I.NE.lLO)THEN 

c DO 23 J=I,NDIM 
DO 23 J=nbmin,nbmax 

PR(J)=O.5 *(P(l,J)+ P(ILO,J» 
P(I,J)=PR(J) 



tv 
~ 
\0 

subroutine mtz8(nwrite,csq) 

c this program determines chi2 for the beta parameters determines 
c in amoeba4. The data points used in the fit are listed in the 
c data commands below. The eigenstates of the potential are determined 
c using ivans morse oscillator DVR code. 

implicit double precision(b~h,q-z) 
parameter( ndim=500) 
parameter( nfreq=9) 
parameter(ndwexe = 4) 
integer nmax,numvib,nwrite 
double precision norm(ndim+ I ),u(ndim+ I ,ndim+ I ),eigval(ndim+ I), 

& eigvec(ndim+ I ,ndim+ I ),fvl (ndim+ I ),fv2(ndim+ I ),r(ndim+ I), 
& diagv(ndim+ l),eigmdvr(ndim+ I ,ndim+ I),ham(ndim+ 1 ,ndim+ I), 
& adiagv(ndim+I), 
& apeigval(ndim+l), 
& apeigvec(ndim+l ,ndim+ 1 ),fcf(ndim+ 1 ,ndim+ 1 ),totfcf(ndim+ 1), 
& bv3(ndim+ l),rexp(ndim+ 1 ),cm(ndim+ I) 
double precision eval(lO),csq,freq(nfreq),sig(nfreq), 

& tfreq(nfreq), dwexe(ndwexe), dsig(ndwexe), twexe(ndwexe) 

character*30 fn,feig,fvsticks,fbv, wavefile 
double precision rmu,anbasis(3),neubasis(3), 

& anpot( 1O),neupot( 1O),potfile 
integer npot(2) 
common / mtz2var / beta2(0:8) 

parameter( evtocm=8065 .541) 

c Input data points and standard deviations, and 
c excitation energies. 

data freq(I), freq(2), freq(3), freq(4) / 
110., 94. , 83.5, 72. / 

data freq(5), freq(6), freq(7), freq(8), freq(9) / 

58. , 41., 22., 17. , 13. / 

data dwexe(l), dwexe(2), dwexe(3), dwexe(4) / 
0.708, 0.591 , 0.556 , 0.498 / 

data dsig(l) , dsig(2) , dsig(3) , dsig(4) / 
0.015, 0.03 , 0.03 , 0.025 / 

data sig(l), sig(2) , sig(3) , sig(4) / 
2. , 1. , 1., 1.5 / 

data sfg(5) , sig(6) , sig(7) , sig(8), sig(9) / 
1. , 2.5 , 4. , 4. , 4. / 

data eval(I), eval(2), eval(3), eval(4) / 
0.014 ,0.262 , 0.400, 0.537 / 

data evaI(5), eval(6), eval(7), eval(8), evaI(9) / 
0.676, 0.823, 0.965, 0.977 , 0.993 / 

c Parameters for Ivan's code. neubasis is the re,de, and t value. 
c see his code for explanation. 

amassl = 126.9045 
amass2 = amass I 
rmu = amass I *amass2/(amassl + amass2) 
anpot(l) = 1.014 
neubasis(l) = 2.805 
neubasis(2) = 1.1820 
neubasis(3) = 248.2 

c do i = 0,4 
c write(*, *) beta = ',i,beta2(i) 
c enddo 

nmax = 240 ! number of basis functions to use in 
nmax=nmax-I: ! fit. can't exceed neubasis(3) 

nanshow = 140 ! number of anion states to calc. 
nanshow=nanshow-I 



re=neubasis( 1) 
beta=neubasis(2) 
t=neubasis(3 ) 
depthm=(2.09008e-3 )*( (beta *t) **2)1rmu 

call umat(nmax,t,ndim,norm,u) 

call rsb(ndim+ 1 ,nmax+ 1 ,2,u,eigval, 1 ,eigvec,fvl ,fv2,ierr) 
if (ierr.ne.O) then 

write(*, *)'*** ierr=',ierr,' from rsb' 
endif 

call rcalc( nmax,ndim,re, t, beta,eigval,r) 

c open(8,file='potlA.out) 
c345 format(2x, 'r(i)',5x, 'anion ',4x, 'neutral) 
c write(*, *) '*********************nmax = ',nmax 
c write(*, *) 'depthneu = ',depthneu 

~ c write(*, *) 'anpot(1) = ',anpot(1) 
o c Write(*,*) 

c do 400 i=O,nmax 
c potenA = potfile(r(i+ 1» 
c write(8, *) r(i+ 1),potenA 
c400 continue 
c c1ose(8) 
c350 format(f8.4, 1 x,f8.6,1 x,f8.6) 

call morseig(ndim,nmax,rmu,neubasis,eigvec,eigmdvr) 

call diffpot(ndim,nmax,rmu,neubasis, 1 ,npot(1 ),anpot, 
& r,adiagv,depthan) 

call hcaic(ndim,nmax,eigmdvr,adiagv,ham) 
call rs(ndim+ 1 ,nmax+ 1 ,ham,apeigval, 1 ,apeigvec,fvl ,fv2, 

& ierr) 

c write(*,*) 
c write(*, *) , Anion vibrational eigenvalues' 
c write(*,*)" 
c write(*,245) 
c245 format(15x, Total', 6x, 'Spacing) 
c250 format(1 x,'v = ',i3,4x,f9.5,4x,f8.2) 
c write(*,*)" 
c depthm=«beta *tJ21. 8734 3) * *2 )/rmu 

nf=O 
nwexe = O' 
temp2=O. 
csq = O. 
do 800 i=O,nanshow 

tempev=( apeigval(i+ 1» - anpot( 1) 
temp=(apeigval(i+l»*8065.541 
temp3ev=(apeigval(i+2» - anpot(1) 
temp3=(apeigval(i+2»*8065.541 
do 811 j=l,nfreq 

if «temp3ev.gt.eval(j».and.(tempev.lt.eval(j») then 
nf= nf + 1 
tfreq(nf) = temp3 - temp 
if (nf-(nfreq-ndwexe).eq.(nwexe+ 1» then 
tempO = (apeigval(i»*8065.541 
temp4 = (apeigval(i+3»*8065.541 
tempOI = (temp - tempO) 
temp13 = (temp3 - tempI) 
temp34 = (temp4 - temp3) 
nwexe = nwexe + 1 
twexe(nwexe) = «tempOl-tempI3) + (temp13-temp34»/2. 

endif 
goto 32 

endif 
8 i 1 enddo 
32 temp2=temp 
800 continue 



if (nf.ne.nfreq) then 
csq = 10000.0 
write(*, *) 'attention: csq = 1000.0' 
write(38, *) csq, beta2(0), beta2(1), beta2(2), beta2(3), 

& beta2(4), beta2(5), beta2(6), beta2(7), beta2(8) 
write(*,*) csq, beta2(0), beta2(l), beta2(2), beta2(3), 

& beta2(4), beta2(5), beta2(6), beta2(7), beta2(8) 
return 

elseif (nwexe.ne. ndwexe) then 
write(*, *) 'attention: nwexe .ne. 4' 
return 

endif 
53 forrnat(V .5,2x,V .5,2x,V .5,2x,V .5,2x,V .5,2x,V .5,2x,V .2, 

& 2x,V.2) 

c 
c 

N 
VIC ...... 

c 
c 
c 

c 
c 
c 
c 
c 
c 
c 

csq =0.0 
do i = l,nf 

if (i.ne.6) then 
weight = 1.0 ! tried biasing the weights 

else 
weight = 90.0 

endif 
csq = csq + weight*(freq(i)-tfreq(i»**2/sig(i)**2 

csq = csq + (freq(i)-tfreq(i»**2/sig(i)**2 
enddo 
do i = l,nwexe 

if (i.eq.1) then 
weight = 70.0 

elseif ((i.eq.3).0r.(i.eqA» then 
weight = 70.0 

else 
weight = 1.0 

endif 
c csq = csq + weight*(dwexe(i)-twexe(i»**2/dsig(i)**2 

csq = csq + (dwexe(i)-twexe(i»**2/dsig(i)**2 
enddo 

c write chi2 and beta parameters to file. 
write(38, *) csq, beta2(0),. beta2(l), beta2(2), beta2(3), 

& beta2(4), beta2(5), beta2(6), beta2(7), beta2(8) 
write(*, *) csq, beta2(0), beta2(l), beta2(2), beta2(3), 

& beta2(4), beta2(5), beta2(6), beta2(7), beta2(8) 

c if it is last iteration, write the potential to a file, etc. 
if (nwrite.eq.l) then 
open(31,file='freq.out) 
open(32,file='wexe.out) 
do i = l,nf 

write(31, *) eval(i), tfreq(i) 
enddo 
do i = l,nwexe 

write(32, *) eval(i+5), twexe(i) 
enddo 
close(31) 
close(32) 
open(8,file='potlA.out) 
do i=O,nmax 

potenA = potfile(r(i+ 1» 
write(8, *) r(i+ 1),potenA 

enddo 
close(8) 
open(8,file=1evels.out) 
temp2 = O. 
write(*,*) 
write(*, *) , Anion vibrational eigenvalues' 
write(*,*) " 
write(*,245) 
write(8,245) 

245 format(l5x, Total', 6x, 'Spacing) 
250 format(l x,'v = ',i3,4x,fl O. 7 ,4x,f8.4) 

write(*, *) " 
do i = O,nanshow 

tempev = (apeigval(i+ I» - anpot(1) 
temp = (apeigval(i+ 1»*8065.541 

f,,~' 



c write(*,250) i,tempev,temp-temp2 
write(8,250) i,tempev,temp-temp2 
temp2 = temp 

enddo 
end if 

c if (nwrite.eq.2) then 
c temp2 = O. 
c write(*, *) 
c write(*, *) , Anion vibrational eigenvalues' 
c write(*, *) , , 
c write(*,245) 
c245 format(15x,Total', 6x, 'Spacing) 
c250 format(lx,'v = ',i3,4x,flO.7,4x,fS.4) 
c write(*,*) " 
c do i = O,nanshow 
c tempev = (apeigval(i+l)) - anpot(1) 

c 
N 
VIC 
Nc 

c temp = (apeigval(i+l))*8065.541 
write(*,250) i,tempev,temp-temp2 
temp2 = temp 

enddo 
c end if 

return 
end 

*===================================================== 
subroutine normcalc(nmax,t,beta,ndim,norm) 

*===================================================== 

* 
* Generates normalization factors for Morse eigenfunctions 
* defined by Whittaker functions. 

* 
* Input: nmax, largest n value to calculate, starting 
* starting from n=O 

* 
* t, = sqrt(2 *redmass *De )/(hbar*beta) = 2k 

* 
* 
* 
* 
* 
* 

beta, parm of Morse function in angstrom-l 

ndim, dimension of norm vector (assumed first 
element is 0) 

* Output: norm contains natural logs of normalization factors 

* 
* Uses: gammln.f 

* 
implicit double precision(b-h,q-z) 
double precision t,beta,norm(ndim+ 1) 
double precision gammln 

write(*, *) 'normcalc' 

do 100 n=O,nmax 
norm(n+ 1 )=gammln(dble(n+ 1 ))+gammln(2 *t-2 *n) 

& +gammln(2 *t-2 *n-l )-gammln(2*t-n)-log(beta) 
100 continue 

return 
end 

*==================================================== 
subroutine umat( nmax, t, ndim, norm, u) 

*==================================================== 
* 
* Set up diagonal and diag-l of u(z) matrix elements, in 
* form suitable for input to rsb diagonalization routine 

* 
* Input: nmax, largest n value to calc. 
* t, for Morse 
* ndim dimension of norm vector 
* norm vector containing In(norm). constants 

* 
* Output: u 

* 
contains diag-l in first column, 

diag in 2nd, first row index is 1. 



* 
implicit double precision(b-h,q-z) 
double precisiont,norm(ndim+ 1),u(ndim+ 1 ,ndim+ 1) 

write(*, *) 'umat' 

* Diag-l elements 

* 
* 
* 

u(1,I)=O. 
do 100 i= 1 ,nmax 

Old way, from norrrialization consts 

c u(i+ 1, 1)=exp«norm(i+ 1)-norm(i))/2) 

* Input: udiag, vector with eigenvalues of u(R) 
* nmax, maximum n value (=# of evals -1) 
* ndim dimension of udiag vector 
* re, bond length of Morse 
* t, for Morse 
* beta, for Morse 

* 
* Output: r, 

* 
contains R(i)'s (in Angstroms if beta 
is in angst-I) 

* 
implicit double precision(b-h,q-z) 
double precision udiag(ndim),r(ndim),re,t 
integer nmax,ndim 

* write(*,*),rcalc' 
* New way, by cancelling gammas 

* 
u(i+ 1, l)=sqrt(i *(2 *t-i)/«2*t-2 *i+ 1 )*(2*t-2*i)**2 

& *(2*t-2*i-l))) 
~ 100 continue 
w 

* Diagonal elements 

do 200 i=O,nmax 
u(i+ 1 ,2)=t/(2*(t-i)*(t-i-l)) 

200 continue 

return 
end 

*======================================================== 
subroutine rcalc(nmax,ndim,re,t,beta,udiag,r) 

*======================================================== 

* 
* Calculate points R(i) from diagonalized u(R) matrix 
* elements. 

* 

do 100 i=O,nmax 
r(i+ 1 )=re+log(2*t*udiag(i+ 1 ))lbeta 

1 00 continue 
return 
end 

*==================================================== 
subroutine diffpot(ndim,nmax,rmass,basis,numb,npot,parms, 

& r,diagv,depthp) 
*==================================================== 
* 
* Calculate difference potential matrix (delt-V = V - Vref) 
* in dvr by quadrature at points R(i), and transform to Morse fbr. 
* Zero energy is bottom of potential wells. 

* 
* Inputs: 

* 
* 
* 
* 

ndim 
nmax 

rmass Reduced mass (amu) 
basis(re,beta,t) Morse parms 

numb 1 for anion, 2 for neutral 



tv 
VI 
+::-

* 
* 
* 
* 

npot 
parmsO 
rO 

type of potential 
potential paramaters 
quadrature points 

* Output: 

* 
diagvO diff. potl. elements in dvr basis 
deltavO difference potl matrix in Morse basis 

* 
* 

* 

depthp well depth of poten (needed for Aqui poten) 

implicit double precision(b-h,q-z) 
parameter( evtocm=8065 .541) 

integer ndim,nmax,numb,npot 
double precision basis(3),parms(1O), 
& r(ndim+ 1 ),diagv(ndim+ 1) 
double precision poten,morse,potfile 

write(*, *) 'diffpot' 

re=basis( 1) 
beta=basis(2 ) 
t=basis(3) 
depthm=(2.09008e-3)*«beta*t)**2)/rmass 
depthp=parms( 1) 

* Fill diagonal delta-v with dvr matrix elements 

* 

do 100 i=l,nmax+l 
diagv(i)=potfile(r(i))+depthp 

& -morse( depthm,re,beta,r(i ))-depthm 

1 00 continue 

return 
end 

*==================================================== 
subroutine morseig(ndim,nmax,rmass,basis,tmat,eigmdvr) 

*==================================================== 
* 
* Calculates eigenvalues of the morse potential 

* 
* Inputs: ndim 

* 
* 
* 
* 
* 

nmax 
rmass 
basis(re,beta,t) 
tmatO Transformation matrix 

* Output: eigmdverO Matrix with Morse eigenvalues 

* 
* 
* 

in e V referred to asymptote, 
transformed to dvr basis. 

implicit double precision(a-h,o-z) 
parameter(c 1=0.0457176,c2=2.0901 Oe-3) 

integer ndim,nmax 
double precision basis(3),eigmdvr(ndim+ 1 ,ndim+ 1), 

& trnat( ndim+ 1 ,ndim+ 1 ) 
double precision eigm(300) 

write(*,*) 'morseig' 

re=basis(l) 
beta=basis(2) 
t=basis(3) 
depthm=(2.09008e-3)*«beta*t)**2)1rmass 

do 100 n=O,nmax 
eigm(n+ 1 )=( -5.2251ge-4 )*beta*beta*«t*2-1-2*n)**2) 

& Irmass+depthm 
100 continue 

* 



* Transform EO(dvr) = T(transpose)*EO(fbr)*T 

* 
do 400 n= I ,nmax + I 

do 300 m=l,n 
temp=O. 
do 200j=l,nmax+l 

temp=temp+tmat(j,n)*tmat(j,m)*eigm(j) 
200 continue 

eigmdvr(n,m)=temp 
300 continue 
400 continue 

return 
end 

*======================================================== 
subroutine hcalc(ndim,nmax,eigmdvr,diagv,ham) 

*======================================================== 
~* 
VI * Calculate total hamiltonian in the dvr basis by adding Morse 

* eigenvalue (K) matrix to the potential difference matrix 

* 
* Input: ndim 

* nmax 
eigmdvrO 
diagvO 

* 
* 
* 

Morse eigenvalues transformed to dvr 
potl difference matrix in dvr 

* Output: hamO Total ham matrix(lower half) 

* 
implicit double precision(a-h,o-z) 
integer ndim,nmax 
double precision eigmdvr(ndim+ I ,ndim+ I ),diagv(ndim+ I), 

& ham(ndim+ I ,ndim+ I) 

write(*, *)'hcalc' 

do 100 i=l,nmax+1 
do 200j=l,i-1 

ham(i,j)=eigmdvr(i,j) 
200 continue 
100 continue 

do 300 i=l,nmax+l 
ham(i,i)=eigmdvr(i,i)+diagv(i) 

300 continue 
return 
end 

* ---------------------------------
double precision function morse(depth,rmin,beta,rt) 

* --------------------------------

implicit double precision (a-h,o-z) 

xt = rtlrmin 
morse = depth*(exp(2. *beta*rmin*(1.-xt»-2. *exp( 

& beta*rmin*(l.-xt») 
return 
end 

*-----------------------------------------------------------------------
double precision function potfile(rt) 

*-----------------------------------------------------------------------

implicit double precision (a-z) 
common / mtz2var / beta2(0:8) 

c calculates the potential using input beta-parameters. 
c re and de are fixed from previous study. 

re = 3.205 
de = 1.014 



tv 
Ul 
0\ 

btot = beta2(O)+beta2( 1 )*(rt-re )+beta2(2)*(rt-re )**2 
& +beta2(3)*(rt-re )**3+beta2( 4 )*(rt-re )**4 
& +beta2(S)*(rt-re )**S+beta2(6)*(rt-re )**6 
&. +beta2(7)*(rt-re)**7 + beta2(8)*(rt-re)**8 
potfile = de*(l-dexp(-btot*(rt-re»)**2 

return 
end 
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