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Abstract 

This paper describes some methods for calculating derivative terms in the 

one loop effective action for a quantum field theory. The functional approach 

and background field method are first used to derive the general form of the one 

loop determinant. Then the determinant is expanded in powers of derivatives 

of the background fields. The form of this expansion is described for the simple 

case of an interacting scalar field, and then for the more complicated problem 

of a non-abelian gauge field. Finally, the expansion is applied to the task of 

calculating Higgs mass dependent effects in the Glashow-Weinberg-Salam model, 

and all terms which grow with the Higgs mass M H are found in the one loop 

approximation. The result of this calculation is used to find the dependence of 

the gauge boson mass ratio p on M H, and also to estimate the size of corrections 

to W and Z scattering theorems. 
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I. Introduction 

The action plays a fundamental role in our understanding of both classical 

and quantum physics. In classical mechanics a field configuration 41(:1:) which 

extremizes the action functional S[¢(:I:)] satisfies the equations of motion. The 

classical action can be quantized through the operator formalism, from which we 

obtain the familiar Feynman rules of quantum field theory. Another approach 

to quantizing the action, with perhaps more intuitive appeal than the operator 

method, is the path integral formalism introduced by Feynman (see, e.g., Quan­

tum Mechanics and Path Integrals by Feynman and Hibbs). In this approach 

one treats the action functional as the phase of a complex weight, and sums over 

all possible field configurations in order to find the expected value of any partic­

ular quantity. In the usual treatment, one defines the generating functional for 

the Green functions of the quantum field theory by 

Z[J] = N-1! V¢ e(i/h) (S[¢] + J¢) , (1.1) 

where the integral is taken over all degrees of freedom of the field, and the 

normalization is defined so that Z[O] = 1. The generating functional of the 

connected Green functions is then given by * W[J] = In Z[J], and the effective 

action is defined by a Legendre transform, 

r[~] = W[J] - J~, (1.2) 

where the expectation value of the quantum field ~ is an implicit function of 

the source J, ~ = 6~JJ]. The effective action so defined is the generating 

functional of the "one particle irreducible" (IPI) Green functions: those whose 

corresponding Feynman graphs cannot be disconnected by removing an internal 

line. The effective action is to quantum field theory what the classical action is 
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to classical field theory: the exact scattering amplitudes of the theory are given 

by the tree graphs generated from the appropriate action. 

There is an alternative view of the effective action. which makes its rela­

tionship to the classical action somewhat more transparent than the description 

above. In the background field method. one defines the effective action by includ­

ing in the classical action the "smearing" effect of quantum fluctuations around 

a particular background field value. The background field generating functional 

is defined by 

e(i/h)W[¢D .J] = N-1j V¢ e(i/h)(S[¢ + ¢D] + J¢) I (1.3) 

and the background field effective action is given by 

r(¢D. ¢] = W[¢D. J] - J¢ . (1.4) 

. h 1. 6W[¢D,J] I . fi h . be h a' . Wit Y' = 6J . t 15 easy to nd t e relatIOn tween t e euectlve action 

of the background field method and that defined in equation (1.2) [1). Shifting 

the integration variable in (1.3), ¢ -+ ¢ - ¢D J we have 

W[¢D. J] = W[J] - J¢B 0 (1.5) 

We then obtain ¢ = ;jJ_¢B. where ;jJ is defined as above. and comparing equations 

(1.4) and (1.2) we find r(¢D. ¢] = r[;jJ]. Setting the expectation of the quantum 

field ¢ in the presence of the background field to 0 gives r[¢D.O] = r[¢D]. 

This tells us that in order to find the effective action we can simply compute 

the background field effective action for vacuUm to vacuum transitions of the 

quantum field in the presence of a background field ¢D 0 Jackiw [2] showed that 

the condition ¢ ~ 0 is satisfied by choosing the current J in equation (1.3) to be 

J = _ 6S[¢ + ¢B] I . (1.6) 
6¢ 4>=0 

That is. the expectation of the quantum field ¢ vanishes for for this choice of J. 

Hence we may write 

e(i/h)r[¢B] = N-1j V¢ e(i/h) (S[¢ + ¢B] - S' ¢) , (1.7) 

2 

where S' denotes the functional derivative as given in equation (1.6). (From a 

diagrammatic point of view. this amounts to computing diagrarJlS with no exter­

nallegs with the quantized action S[¢ + ¢B] - S' ¢.) The overall normalization is 

independent of ¢D (as can be seen from equation (1.1)). so it's just an irrelevant 

cOllStant term in the effective action. and we won't worry about it from here on. 

We will also set h = 1. 

The one loop approximation (that is. the approximation of including only 

tree diagrarJlS and diagrams with one closed loop) is equivalent in the functional 

approach being used here to the saddle point approximation to the integral 

in equation (1.7). The loop expansion of (1.7) is found by constructing the 

functional Taylor series of the exponent. and using the Gaussian integration 

formula 

JndZie-~ZmA.nnZ,. =Cdet- t A • 

• 
(1.8) 

for a positive matrix A, where C is a numerical constant. We assume in what 

follows that after Wick rotating to a Euclidean metric the positivity condition 

is satisfied. and we absorb the constant C into the normalization N. Keeping 

only the lowest order non-trivial term. we then have 

r[¢Bl = S[¢D] + ilndett 6
2
S[¢: ¢D] I 

b¢ 4>=0 
(1.9) 

This formula. giving the first quantum correction to the classical action, is the 

object of study in the remainder of this paper. 

There are two conventional ways of expanding r[¢D]. Viewing r[¢D] as the 

generating functional of the IPI Green functions, we may expand the effective 

action in a functional Taylor series as 

r[¢B] = L ~! J dZI .. . dzn r n(Zlt .. · ,Z,.) ¢B(zIl'" ¢D(xn) , 
n 

(1.10) 

where the coefficient functions r n are the 1PI Green functions (and are non-local 

in coordinate space). This kind of expansion is the natural result of a diagram­

matic calculation, where a Green function for a specific number of external legs 

3 



is calculated. Alternatively, we may find the effective action for configurations 

near the "coherent" state of a uniform field, writing it as an infinite sum of local 

terms by expanding it in powers of derivatives of I/>B(z): 

r[I/>B] = J dz {-V (I/>B(z)) + ~Z2 (1/>8(z)) (8I/>B(z))2 + ... } (1.11) 

The first term is the effective potential-the effective action for spacetime 

independent fields. This term is crucial to our understanding of quantum cor­

rections to spontaneous symmetry breaking; the calculation of the effective po­

tential has been widely studied, notably by Coleman and Weinberg[3] and by 

Jackiw[2]. The remaining terms involve 2 or more derivatives, and until recently 

little attention had been paid to the problem of their calculation. When it was 

necessary to evaluate these higher derivative terms, for example in studies of 

solitons, calculations were generally done by computing some carefully chosen 

amplitudes by diagranunatic methods, and then reconstructing the effective ac­

tion [4], or else by complicated functional methods [5]. Over the past two years, 

though, a number of papers have appeared giving simpler and more elegant 

methods for constructing the derivative expansion of the effective action in the 

one loop approximation [6-12]. The second chapter of this paper is concerned 

with describing oome of these methods, developed by this and other auth~;:;. 

Chapter 2 is divided into two sections. In the first, the derivative expansion 

is developed for problems involving scalar fields (also applicable to problems with 

fermions coupled to scalars), and some examples are worked out. The second 

section describes the covariant derivative expansion, applicable to problems with 

local or non-linear symmetries, and an example of its application is displayed 

through the calculation of the QeD f3 function. This calculation, given in fairly 

explicit detail, should make clear the great computational simplification afforded 

by this method. 

The third chapter concerns the application of the covariant derivative ex­

pansion to a more complicated and interesting problem: the gauge sector of 

4 

• 

the Glashow-Weinberg-Salam model of electro-weak interactions. The goal is to 

understand the dependence of the observed gauge sector (the W± and Z weak 

vector bosons and the photon) on the characteristic mass scale of the hidden 

symmetry breaking physics. All we really know at present about that sector is 

that some effective scalar field has a vacuum expectation value of 250 Ge V; we 

know essentially nothing of the mass or other characteristics of the field respon­

sible. If this field is very massive it will be hard to find at accelerators, and if it is 

composite there may indeed be nothing like the Higgs particle to find~just some 

heavy mass scale at which some new and currently unknown physics becomes 

directly observable. We are therefore concerned with extracting whatever low 

energy tests are possible which depend only on the knowledge that there exist 

some gauge bosoDs, and the requirement of unitarity which dictates the existence 

of the new physics responsible for the symmetry breaking. Much work in this 

direction has been done over the last ten years or so [13-18] and will be tested 

in part by the eagerly awaited results from SLC and LEP. These predictions 

have been extracted by using the conventional and often tedious diagrammatic 

method of computation. That method, applied to problems which possess some 

special symmetries, has the disadvantage of spoiling those symmetries at inter­

mediate stages of the calculation; they must· be recovered at the end, and while 

that may afford a check on the computations, it leads to unnecessary complex­

ity in the middle. In contrast, the covariant derivative expansion is designed to 

preserve the symmetries inherent in the problem, and in so doing it simplifies 

the details of the computation. In chapter 3 the one loop "heavy Higgs" effects 

will be derived using the covariant derivative expansion, and displayed in the 

language of the effective action. 

5 



II. The Derivative Expansion 

In this chapter we will derive some methods of constructing the derivative 

expansion of the one loop effective action. None of them is completely general 

in applicability, but together they seem to encompass the various cases of phys­

ical interest. Methods closely related to these have been studied by a number 

of authors recently [6-12]. These functional methods have advantages over cal­

culations with Feynman diagrams, in that symmetries of the Lagrangian are 

preserved at intermediate stages of the calculation; indeed, the existence and 

explicit preservation of symmetries generally simplifies the calculation, since 

non-symmetric tenns which must later cancel never even appear. 

As explained in the introduction, the functional construction of the loop 

expansion gives the result that the one loop contribution to the effective action 

is the saddle-point approximation to the functional integral: 

s. =:= f cI'x £1 = ilndet i 6cP.{:;:¢AY) [¢B] = ~ Tr In cS¢i(:;~AY) [4>B] , 
(2.1) 

where 4>i(X) are the fields appearing in the quantum action S (i denotes the 

internal indices which may be carried by 4>.) The operator 

_ 6
2
S [¢B] tl~ij(:Z:'Y) = cS4>i(z)64>j(Y) (2.2) 

can be thought of as the inverse of the propagator for the quantum field ¢ in the 

presence of the background field ¢8. In the special case that 4>B is independent 

of x, the one loop trace may be evaluated easily by Fourier transforming and 

integrating over momentum, to obtain the result of Coleman and Weinberg for 

the one loop effective potential [3]. The more general case, of non-constant 4>8 

can be handled by means of the methods to be described below. 

s 

1. Scalar Field 

For a renormalizable scalar field theory, the general form of tl-;t is 

tl~ij(:Z: - y) = _[82 + Uij (4)8(:Z:))]6(:Z: - y) , (2.3) 

where Uij(¢8(z» is the second derivative of the scalar potential (the non-deriv­

ative tenns in S), 

8 _ 82y 8 
Uij (4) (Z» - 84>i84>j (4) (z». 

Taking a lead from reference 8, we split Uij(z) into two pieces: Uij(z) = 

Uij(zo) + Ulij(zo,z), that is, a constant piece and a coordinate dependent re­

mainder, with U1(xo,zo) = o. Then the one loop trace we are trying to evaluate 

is 

SI = ~Trln[(8;6ij + Uij(zo) + Ulij(zo,z»6(z - y)]. (2.4) 

We may split the trace into two pieces (using Tr In XY = Tr In X + Tr In Y, 

which follows from det XY = det X det Y for matrices X and Y), and write 

i -1 ) i 
S1 = 2 Tr In tloopcS(z - y + 2 Tr In(1 + tloopU1 ij)6(x - y) , (2.5) 

where 

tlo~p = 8; + Uij(xo) . (2.6) 

We now Fourier transform to momentum space, and "shift" the momentum by 

the gradient of z. Define operators 

Then 

A= -ip~z~ and 
8 

B = i8~8p~ 

Trl A-1 - 1 f cflp Trl B AA-l -A -B 
nuop - y (27T)4 ne e uope e , (2.7) 

where V = 64 (0) is the "volume" of the p integral. The factor p cancels against 

a factor of V from the trace on coordinate space (there'S a 6 function in tl-;i, 
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and another one introduced in taking the trace, so one of them comes out as 

an extra factor 64 (0», and we can drop it from here on. The trace is invariant 

under conjugation, and the integral simply averages over all values of p [12]. 

Using the relations 

eXYe-X = eLxy where 

and 

L A 8", = ip"" LBP", = i8", and 

LXY == [X,Y] , 

8 
LBU1 = i (8",U) 8p", ' 

(2.8) 

(2.9) 

we may rewrite equation (2.5) as [10,12] 

SI = J (~~4 Tr (In A-I + In(1 + AU» (2.10) 

where 

A-I = _p2+U(xo) 
00 1 ,""'{}" 

U = ~ -(8 ... 8",.Ydxo,x» 8p ... 8p 
L....J n' "" "'1 "'n 
n=O • (2.11) 

and 

The first term in this expression is the effective potentialj the second piece gives 

all terms involving derivatives of the background field. We can now expand the 

logarithm, integrate over the momentum p, and find the derivative terms m.~ ~v 

any desired order. 

There is one point in this process that requires some explanation. The 

expansion for U starts with the n = 0 term Ul (x), so it might appear that 

one needs to keep arbitrarily high order terms in the Taylor expansion of the 

logarithm to find, say, the two derivative terms. Fortunately, this is not the case: 

if we are interested in terms with up to N derivatives, we need only retain terms 

in the expansion of equation (2.10) with up to N powers of U. The reason is 

as follows. The effective action of equation (2.10) is independent of xo-even 

though xo appears in A and Ul , this is just an artifact of the splitting introduced 

in equation (2.4). The form oUhe expansion oUhe second logarithm in equation 

8 

(' 

(2.10) after the momentum integration and with the space integration in the 

trace made explicit, is a sum of terms of the form (schematically) 

J (8",u(x»k ( () () n 
dx tr U(xo)m U x - U xo) . (2.12) 

The denominator may be written as U(x) - (u(x) - U(xo», so this can be re­

expanded in terms of expressions of the form 

J (8",u(x»k « () (»n dx tr rr '-\rn. U:c - U :Co (2.13) 

(Here tr signifies the trace over internal indices only.) The only term of this 

sort which is independent of xo is one with n = OJ hence the terms with n ~ 1 

must all cancel out. The key point here is that 8:z;U1(xo, x) = 8:z;U(x}, which is 

independent of :Co-SO a term survives as long as it has enough derivatives to 

eliminate all the dependence on xo. There is also the effective potential term 

(from the first logarithm), which may be added to the terms with k = 0 in 

the expansion of the second term to give the effective potential at :c. We thus 

have an expansion in numbers of derivatives of an effective action which can be 

written as 

SI[¢B] = f d:c .c1(¢B(:c» . (2.14) 

It is convenient sometimes to introduce a slight simplification in the deriva­

tion given above. Using the relation 

t 1 
Trln(A+B}=TrlnA+ Jo dzTr. ....B, (2.15) 

we may rewrite the one loop contribution (2.4) as 

i f ~p -1 ill f ~p 
SI = '2 (211')4 TrlnA + '2 0 dz (211')4 

[ j
n 

00 00 1 ,.,. am 
Tr L(-z)" Al L m!(8"" ... 8"'m U1 ) 8 1. ••• 8 A 1U1 I 

n=O m=l P"'l P"'m 
(2.16) 
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with 

A 1(z) = 1 (2.17) 

The n = 0 term in the outer sum may be absorbed into the effective potential 

term, which then becomes the effective potential at Z instead of at Zo. This may 

not look simpler than the expansion of equation (2.10), but in fact there are 

fewer terms to deal with, and some of the combinatorics of the expansion are 

postponed to a late stage of the calculation, where they return as coefficients in 

the expansion in powers of U1 • 

As a first example consider the simplest case, that Qf a single component 

scalar field, described by the Lagrangian 

£ = ~(a~cf>2) - V(cf» where V(cf» = ~m~cf>2 + ;!~cf>3 + ~!>'cf>4. (2.18) 

In this case we have 

2 >. .1.2 
U = ml + ~cf> +"2't' , (2.19) 

there are no matrices to worry about, and equation (2.16) may be expanded to 

give 

i [1 J cJ4p { z a2 

£1 =2 J
o 

dz (21r)4 A1U1 2 ~~ ~~ Ala~avu 

z 84 
- -a~avapaaU Al 

4! ap~apvappaPa 

z2 [ a ~ ~ a] + -a~uaJ)paaU -AI . .6.1 + .6. 1-.6.1 
3! apI' apvappOpa apvappaPa ap~ 

z2 a2 a2 

+ (21)2a~aVuapaaU a a Ala 8p.6.1 (2.20) 
. p~ PI' Pp a 

Z3 [a a a2 
- la~uaVuapaaU -a .6.1 -a .6. 1 a ~.6.1 2. p~ PI' PpvPa 

a
2 

a a a a
2 

a]} + . .6. 1-.6.1-A 1 + -.6.1 AI-AI 
appaPa apI' apv apv appaPa Opp 

+ effective potential + higher derivatives. 

10 

The momentum derivatives and integrals may be evaluated using the formulas 

a a2 
-/1 - 2~/12 Op~ 1 - P 1, ~_ £1_ /11 = 2A~(g~ + 4p1'pv /11) , 

f cJ4p (211")4 p25/1~ = (-1)ai(U(zo) + zU
1
(zo,z»-(n-a-2)r(S + 2)r(n - S - 2) 

1611"2r(n) . 
(2.21) 

Finally, we may expand in powers of U1(zo,z), retaining as many powers as 

there are derivatives in the subexpression, and do the z integration. The result 

is 

£ ~_1_ {! (a~U)2 ..!.. (a2U)2 _..!.. a2U(a~U)2 _1_ (a~U)4} 
1 - 6411"2 6 U + 60 U2 45 U3 + 120 U4 

(2.22) 

+ effective potential + higher derivatives, 

in agreement with Fraser[7], who used a somewhat different method, and also 

in agreement with Chan[6], except for a sign error in one term of his published 

result. (The results may be compared by adding a total divergence to equation 

(2.22) to cast it into the appropriate form.) 

The case of a scalar field theory with internal symmetry introduces the 

complication of matrix valued U. As an example, we compute the two derivative 

terms for a scalar theory with global O(N) synunetry. (A calculation of the two 

and four derivative terms for this model was published at about the same time 

as this one by Aitchison and Fraser [8], and somewhat later also by Chan [12]. 

The various results are all in agreement.) The model Lagrangian is 

£ = !(a cf»2 - !m2cf>2 _ ~>'(A.2)2 
2 ~ 2 4! 't' I 

(2.23) 

from which we find 

/1;;-~ij(Z - y) = [(_a2 - UdZ))QLij(Z) + (_a2 - UT(Z))QTij(Z)] 6(:z: - y) • 

(2.24) 
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,,' • 

where the longitudinal and transverse mass and projections are given by 

2 1 2 
UL =m + 2)..¢ , 

¢'¢j 
QLij= 7' 

212 
UT = m + -)..¢ 

6 
¢i¢j 

QTij =6'j - 7 
and we have the matrix relation for the projections 

QaQb = 6abQa where (a, b) = (R,L). 

Again, we split fl.;;: into an z independent piece 

fl.o~p = [(_a2 
- Udzo»Qdzo) + (_a2 

- UT(ZO»QT(ZO)] 

and the remainder 

(2.25) 

(2.26) 

(2.27) 

U1 = (Udz)Qdz)+UT(Z)QT(Z»-(Udzo)Qdzo)+UT(ZO)QT(ZO». (2.28) 

Then equation (2.16) may be written out as 

£1 =~ J (~)4 {tr In fl.i1 + (N - 1) trln fl.T1} 

.11 .J at 00 

+ i 0 dz (2~4 tr ~(_z)n [(fl.LQdzo) + fl.TQT(ZO»V'r 
(2.29) 

[fl.LQdzo) + fl.TQT(ZO)] [UL 1 (z)Qdzo) + UT1(Z)QT(zO) 

+ (udz) - UT(Z»QLdz )] 

where "tr" denotes the O(N) trace, and the terms in this equation are given by 

1 
fl. - • 

a - _p2 + Ua(zo) + zUa1 (z) Ua1 = Ua(z) - Ua(zo) , 

and 

v' =(udz) - UT(z»(Qdz) - Qdzo» + f: ~! al-'l .. . al-'", 
m=l 

[UL1(Z)Qdzo) + UT1 (Z)QT(ZO) 

imam 
+ (udz) - UT(z»(Qdz) - Qdzo))] a a 

Pl-'l ... PI-'", 
(2.30) 

12 

c 

The projections QL and QT permit us to split the effective Lagrangian into 

three parts-a part due solely to longitudinal modes, one from the transverse 

modes, and a mixed part whose terms involve the change in the projection, 

Qdz) - Qdzo): 

£1 = £l[UL] + (N - 1)£1 [UT] + mixed terms , (2.31) 

where £l[Ua] is the result of equation (2.22) with Ua substituted for U, and the 

mixed terms are what's left over (and subleading in N). We easily obtain the 

two derivative terms, 

1 {)..2 ,[ 1 N - 1 1 ] 
£1 = 1671'2 24 (¢ial-'¢,)2 U

L 
+ -9- U

T 

_ ! (al-'¢i)2 _ (¢.al-'¢i)2) [ ULUT In UL _ UL + UT ]} (2.32) 
2 ¢2 ¢4 (U L - UT ) UT 2 

+ effective potential + higher derivatives . 

It's interesting to see that the leading behavior for large N is just given by the 

expression for a single scalar field, since equation (2.31) is then dominated by 

N£I[UT]· 

There is no obstacle to extending this technique beyond one loop order 

in perturbation theory. The functional expansion of.Jackiw [2] tells us that 

to do this we just write down the connected on~particle irreducible diagrams 

generated by the Lagrangian in the presence of the background field ¢B. In this 

case we must first express the diagrams in coordinate space, then make as many 

transformations of the form given in (2.7) as there are propagators. The result 

then has the form of integrals over the loop momenta of the trace of a product 

of propagators ofthe form [_p2 + U(zo) + V(zo, z)]-I, which may be expanded 

in powers of derivatives. 

2. The Covariant Derivative Expansion 

The method described in section 1 for handling scalar fields is useful only 
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for those problems where the derivative operator has no spacetime dependence 

(or when that dependence may be transformed away, e.g., by a gauge transfor­

mation). For example, the method described above may be applied to problems 

involving fermions coupled to scalars, for which the derivative multiplies a con­

stant matrix; however, it is not useful for problems involving non-trivial gauge 

fields. A more general expansion, applicable to this case has been given in ref­

erence 10; its derivation is sketched below. 

The generic expression we seek to evaluate is Tr In (cP + M2) . Define oper­

ators, like those of equation (2.7): A = -iPlJzlJ and B = idlJ / . Then 
PIJ 

Trln(d2 +M2) =.!..f cl'p TrlneBeA(d2+M2)e-Ae-B 
V (211')4 ' 

as before. Using 

LAdlJ = iPIJ ' 
o 

L BdlJ = i[d,n dl'J opv 

we may rewrite the trace as 

and L BPIJ = idlJ I 

(2.33) 

(2.34) 

Tr In (d2 + M2) = f (~~4 Tr In ((iPJA + iGVJA8:
v

)2 + M2 + 6M2
) I (2.35) 

where 

00 in{Y' 

6M2 = '" ~ [dlJ ,'" [dlJn' M2] ... ] op ... op 
~ n! • JA, IJ" n=1 

(2.36) 

and 

00 ~{Y' - L (n + 1) [d ... [d [d d]] .. ·] 
G = ( 2) I I'. ' I'n' v' I' 8p .. . 8p VI' n + . 1'1 _ JAn n=O 

(2.37) 

Note that the trace here is not a trace in momentum space, so that the usual op­

erations that may be performed on the trace of the logarithm (such as Tr In XY = 

Tr In X + Tr In Y) cannot be used. 

The expansion oCthe right hand side of equation (2.35) has been done in var­

ious ways. Chan[12] makes only the first transformation, illvolving A, then since 

" 14 

P commutes with everything the logarithm can be expanded and the result rear­

ranged so that dlJ only appears in commutators. In this approach the covariance 

of the final result is not manifest at intermediate stages of the calculation-it 

is not apparent that one can rearrange terms so that dl' only appears in com­

mutators. The gauge invariance of the trace guarantees that this can be done, 

but the manner in which the cancellations must occur is not easily seen. This 

method is essentially the same as that of Aitchison and Fraser[7,8], extended to 

the case of covariant derivatives. 

Alternatively, Gaillard[10] makes the observation that the one loop expres­

sion has to be regulated-the integrand grows at large momenta-so she uses 

a subtraction procedure which simultaneously regulates the integral and makes 

the expansion tractable. (In effect, the subtraction introduces into the calcula­

tion the counterterms necessary to cancel the infinities before the momentum 

integrals are evaluated). While subtractions may come into conflict with sym­

metry principles in ordinary diagrammatic calculations, in this case they do 

not, because the regulated action is manifestly invariant with respect to the 

background field symmetry transformations at each step. It is only symmetries 

associated with fields which are integrated over in the functional integral which 

are affected, and those fields aren't present in the final answer. This regular­

ization is especially useful in studying non-renormalizable theories, for which 

the subtraction point replaces the mass scale at which real physics intervenes to 

cut off the divergences. On occasion, though, this method has proved slightly 

inconvenient (as in the calculation of chapter 3), so what follows is yet another 

expansion procedure, with its own advantages and problems. 

Let A -1 = -p'J + M2, and let fj be what's left over in the expression in 

parentheses of equation (2.35): 

~ - { -} 8 _ _ 82 

U = 6M2 - pIJ,GVJA :l.-,. - GVI'G,f'Oo . 
Vl:'v PI' Pp 

(2.38) 

Note that every term in fj involves at least one power of ~, so that any term 
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with fJ sitting all the way to the right vanishes. Using the Baker-Hausdorff 

formula eAeB = eH(A,D), where 

111 1 
H(A, B) = A+B+ 2[A, B]+ 12[A,[A, B]]+ 12[B, [B,A]]- 24[A, [B, [A, B]]]+··· 

the right hand side of equation (2.35) may be expanded to give 

Tr In (d2 + M2) = / (~~4 Tr In (~-1 + fJ) 

(2.39) 

= / (~~4 Tr (In ~ -1 + In(l + ~fj) + ~pn ~ -I,ln(1 + ~fj)] 

+ 112Pn~-I,pn~-l,ln(I+~fj)]] (2.40) 

1 ~ ~ 1 ) 
+ 12Pn(1 + ~U), pn(l + ~U),ln~- ]] + .... 

The second term on the righthand side may be dropped because it always has a 

fj to the right. By using the identity 

00 1 
pnX, Y] = L -X-"LxY (2.41) 

n ,,=1 

(which may be proved by parametric differentiation), and expanding In(l + 

~fj), each commutator may be written in terms of commutators of ~ -1 and 

fj. In general, this series does not generate precisely an expansion in powers of 

covariant derivatives. Rather, it is a simultaneous expansion in derivatives and 

commutators of M2 with derivatives. Thus, using equation (2.40) with terms 

including up to 4 commutators gives all terms with 4 covariant derivatives, or 3 

derivatives and one commutator with M2, and so on. However, this expansion 

is still useful for finding terms with some number of derivatives and a particular 

degree of convergence (or divergence), because each commutator increases the 

degree of convergence of the expression by one or more powers of p-l. This 

may be seen by simple power counting: each commutator generates either a 

derivative or a commutator with a matrix of dimension> 2 in the final result. 

Since the effective Lagrangian has dimension 4, there must be at least as many 

powers of p-l in the integrand as there are commutators. 
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By way of illustration of the uses of the covariant derivative expansion, we 

will calculate the one-loop Yang-Mills (3 function. Many parts of this calcula­

tion will be directly applicable to the more complicated problem of finding the 

effective action expansion for the Glashow-Weinberg-Salam model. 

The pure Yang-Mills Lagrangian for a simple Lie group may be written 

1 .c = -- tr F,,,,FIW . 
4S r-

(2.42) 

S is defined by jabc jabd = S6°O and is equal to N for SU(N). jabc are the 

structure constants of the algebra, and F IW is the field strength defined by 

, 
FIW = -[D",D,,] 

9 
where D:: = 6OOa" - gjabc(A"c + Q"c) . (2.43) 

The gauge field has been split into a background part A and a quant "'11 part Q. 

Writing 

-00 .tab<: u: = D" - g} Q"c and 
- ,--
F IW = -[D", D,,] , 

9 

one may then express the terms of order Q2 in the quantum action as 

~Q" (V2gIW _ V"U - 2igFIW) Q" == ~QI'~;.!Q" . 

(2.44) 

(2.45) 

In order to perform the functional integral,. the Lagrangian must be gauge 

futed, cUld it;., ,-onyenient for our purposes to choose a background-field co.ariant 

Landau gauge: VI'Q" = O. We implement this by putting a delta function 

6(V"QI') into the functional integral, and then exponentiating it, 

6(D"QI') = JVCt eiJch:aD,..Q" , (2.46) 

so that the Lagrangian becomes 

.c -+ .c + io:DI'QI' . (2.47) 

We then rewrite the resulting expression to eliminate the Q-a cross term by 

shifting Q: 

QI' -+ QI' +i~IWUCt. (2.48) 
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Then the bilinear term in the Lagrangian becomes 
I 

!QI' A -1Q" _! f\u A n... 2 ufW 2 cu..,- u/"'u a . (2.49) 

The gauge condition allows us to simplify the kinetic operator ~;:, by the re­

placement 

-1 -l . -
~fW -+ D gfW - 21gF fW . (2.50) 

The compensating ghost factor at one loop is just -i In det jjl. 

Putting these pieces together, we find that the one loop effective action is 

given by 

51'= ~ Trln~;;; + ~ Tr In~~fWif - iTrlnjj2 , (2.51) 

where the terms are due to gauge, auxiliary, and ghost field loops respectively. 

It turns out that the auxiliary field term vanishes. This can be seen by 

gauge fixing instead to Feynman gauge, adding a gauge fixing term _~(DI'QI')2 
to the action. This cancels the ~ if term in ~;;;, giving the same kindic 

operator as in (2.50). The ghost determinant is also exactly the same at one 

loop; however, with this method of gauge fixing, there's no auxiliary field term. 

So the second term given above in 51 must vanish, by gauge invariance. 

The gauge field term may be expanded as 

i -2 i ( . F- 1) 2 Tt In ~;! = 2i Tt In D + 2 Tt In 9 fW - 21g fW fJ2 (2.52) 

The ghost cancels half of the first of these two terms, leaving for the one loop 

effective action 

-2 1 . -. ( 1 ) 51 = iTt In D + 2 Tr In gfW - 21gF,,,, fJ2 (2.53) 

The second term may be expanded by using the conjugations (2.34), as in the 

derivation of equation (2.35), to give an expansion in covariant derivatives, and 

the expansion of the first term is given by equation (2.40). Since we are only 

interested in the logarithmically divergent part, only a few terms need to be 

" 
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kept. It is convenient to add an infrared cutoff mass (just to avoid the issue of 

infrared problems). Then we have 

-2 2 f cI'p { 1 ~ iTrln(D +m) = i (211')4 Tr In~-1 + 2~n~-1,~U] 

+ 112~n~ -1, ~n ~ -1, ~U])} + finite terms, 

(2.54) 

where ~ -1 = _p2 + m2 • The first term is field independent, so we can drop it. 

Using equation (2.41), the log divergent part may be rewritten as 

iTrln(fJ2 + m2
) = if (~~4 Tr {~~l[~ -l,U] + ~~3[~ -t, [~-I,U]]} + ... 

(2.55) 

Using the antisymmetry of F fW and the Jacobi identity, we find that the part 

of U involving W',F fW}~ doesn't contribute to this order. The remaining 
8p" 

~ 92 _ _ 82 

relevant part of U is then just - F fWFI' P 8 8 ,and we have 
4 Pp p" 

2 

[~-l U] -+ ~F FfW 
, 2 fW ' (2.56) 

and 

[~-1, [~-1, U]] -+ 2g2p"pp F fWFI' p . (2.57) 

t:Anally, then, we find the field-dependent log di"vei:gence to be 

.g2 f cI'p {2 - -fW 3" - -"} 
'12 (27r)4 Tr 3~ F fWF + 8~ p PPF fWF p (2.58) 

Using dimensional regularization in 4 - 2E dimensions, the divergent part is given 

by 
1 1 1 

-~ . 167r2 . 12 g21'-2ETr F FfW 
fW • 

(2.59) 

where I' is the regularization mass scale. 

The remaining divergent term in 51' coming from the second trace in equa­

tion (2.53), is 

f cI'p - - 2 1 1 2 2 --
ig2 

-( )4 Tr F I'pF"" ~ = - . --2 9 1'- E Tr F fWFfW • 
27r f 16n 

(2.60) 
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Adding this to (2.59), we find 

1 1 11 
£1 = - . -- . - 2 -2E - -

£ 1611"2 12 9 ~ tr FlwFI'V + finite. (2.61) 

To renormalize the theory, we subtract this as a counterterm in the original 

Lagrangian, which may then be written as 

1 2 
£R = --ZA tr F FI'V 

4S I'V 
1 11 

Z~ = 1 + ; . 4811"2 Sg21J-2E • (2.62) with 

From this expression we can compute the f3 function, and find 

f3( ) = ag(~) = -~S 3 
9 aln~ 4811"2 9 I 

{2.63} 

as expected. Note that only the one renormalization constant Z A was required 

in this case, and that it is gauge independent (because the background field was 

never gauge fixed), as opposed to the usual situation with two gauge dependent 

renormalization constants which must be combined to obtain the gauge invariant 

result (2.63). 
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III. The Glashow-Weinberg-Salam Model 

We can now address the problem of calculating the effective derivative in­

teractions in the Glashow-Weinberg-Salam (GWS) model. We will consider the 

model in the limit where the physical Higgs mass is large compared to other 

scales, and neglect fermions. Our aim is to understand the consequences for "low­

energy" physics of including in the theory only the spectrum of particles which 

we already know exists around the symmetry breaking scale of the electro-weak 

interactions, i.e., the transverse gauge bosons and the Goldstone scalars which 

give them their mass. A theory with only these fields is a non-renormalizable 

one: a gauged non-linear q model or, equivalently, a massive Yang-Mills theory 

(in this case, the Glashow model). In this picture the physical Higgs boson of 

the standard GWS model serves to regulate the divergences of the restricted 

theory, thus its mass provides a cutoff scale for the model studied here. 

The problem of calculating quantum corrections in the non-linear q model 

;,as a ;OJlg history. The covariant loop expansion for the ungauged model was 

constructed in the early 70s by Honerkamp[19], using functional methods to con­

struct the expansion of Z(J)j however he did not actually calculate explicitly any 

higher order tenns. That problem was tackled later by Appelquist and Bernard, 

[20] using a non-covariant diagrammatic expansion. They found divergences 

violating the original global symmetry which vanished on shell, but required 

complicated field redefinitions to restore the symmetry off-shell. Gaillard[10] 

recently extended the covariant approach of Honerkamp using the methods de­

scribed in the last chapter, to find the coefficient of the two derivative term at 

one loop. Appelquist and Bernard also studied the non-linear q model with 

gauged SU(2)L. and found a counterterm structure equal to the results found 
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below in the limit of vanishing Weinberg angle. Finally, Longhitano [17] did a 

diagrammatic one-loop calculation in the full gauged SU(2)LxU(1) model, and 

found the same terms which we compute below. 

The GWS model possesses a local symmetry group SU(2)LxU(1), and in the 

minimal version studied here, a larger global symmetry group SU(2)LXSU(2)R 

is also present at tree level, except for violations due to the U(I) gauge coupling 

(the third component of SU(2)R is the global part of the local U(I) symmetry). 

This "custodial" symmetry leads to the mass relation among the gauge bosons 

p == M~a, 2 0 = 1. Violations of the global symmetry by quantum effects 
zcos 

give rise to observable physical consequences, such as corrections to this mass 

relation. 

1. The One Loop Calculation 

The Lagrangian we study for this model is that of the GWS model without 

the fermions: 

1 2 1 2 1 I 12 £=--trF,W--FB+- D 4> 2 4 2 J.' I 

where the gauge boson field strengths are given by 

Fw,.., = ~[OJ.' - igWJ.'.a. .. - igWv ] 
9 

with w = waTa 
J.' J.' 2 

(where Ta are the Pauli matrices), and 

, 
F n,.., = ,[0,. - ig' BJ." 01' - ig' Bv] , 

9 

and the covariant derivative on 4> is 

. , 
DJ.' = OJ.' - igWJ.' - l~ B,. = DoJ.' - ig(W,. + ! tanOBJ.') . 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

In this last equation, the gauge fields have been split into a background piece, in , 
Do,., and the quantum piece, marked by a tilde. Also, tan 0 == ~ is the tangent 

9 
of the Weinberg angle. 

" 
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We also need to split the Higgs field into background and quantum pieces, 

and rather than doing the usual additive splitting, we take 4> = V u4>o, where V 

and u are SU(2) matrices, 

4>0 == (:) , (3.5) 

is a constant vector, and the background part of 4> is V 4>0' With these conditions 

c) satisfies the constraint 14>12 = v2 • (Because of the factor of ~ in front of the 

scalar kinetic energy, the scale parameter v is normalized in the conventional 

way.) The quantum part of tile scalar field is 

u= l+iz with 
T a 

Z =z - +O(z2) a 2 a . (3.6) 

To proceed, we rotate the background scalar fields into the gauge fields, defining 

and 

DJ.' = OJ.' + V- 1DoJ.'V == OJ.' - iGJ.' 

_ xaTa _ -1-
XJ.'- J.'2'=V WJ.'V. (3.7) 

This looks like we are gauge fixing to unitary gauge for the background fields, 

but in fact the scalar degrees offreedom are still present, hidden in G w There 

is no background field gauge fixing. The covariant derivative of 4> may now be 

expressed as 

DJ.'4> = V (DJ.' - ig(XJ.' + ! tanOBJ.'») (1 + iz)4>o . (3.8) 

We can now rewrite the kinetic term for the scalars as 

11 12 1
1
- 12 gv

2 
[ {- 1 - }] 2 D,.e) = 2 DJ.'u4>o + 2 tr z, DJ.' ,XJ.' + 2" tanOBJ.' P 

g2v2 ( )2 + -2- tr XJ.' +! tanOBJ.' P (3.9) 

+ terms not bilinear in quantum fields, 

where P == 1 - T3 = (0 0). The first term is the kinetic operator for the 
2 ° 1 

scalars covariant only with respect to background field gauge transformations. 
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We will come back to it in a moment. The second term mixes the quantum 

scalar and gauge fields. It may be rewritten as 

2 
£G-" = g; tu ([ill" {Xl' + ~ tan OBI' ,p}] + i [{p, GI'}' X"]) . (3.10) 

The components of the commutator of D with a matrix A may be written as 

([il,..,A])i = erjAj where Jij _ 8 cij ij Gle (.. - 0 3) u" - ,,0 - fie" ' ',J - , ... , , 
(3.11) 

and (ij Ie is defined to vanish if its indices are not a permutation of {I, 2, 3}. The 

c?mmutator with D generates a piece which is not in the SU(2) algebra; however 

in the present case this piece may be neglected, because the part of z not in the 

SU(2) algebra gives rise to a term which is 3rd order in quantum fields (equation 

(3.6)). With this in mind we may rewrite the cross term as 

2 . 
i' - ~ (d KY" ·G~ y,,)' 
I..G_z - 4 zi" +'" ' (3.12) 

where Y" is a 4 component gauge field defined by 

Yt = X!: for a=I,2,3 
(3.13) 

Yt = B", 

and K and G" are given by 

K= 
( 

1 0 0 tano) 
o 1 0 0 

o 0 1 0 
and cr.j = -iij Gle = _ifij (GIe_6le3G?) 

" Ie,. Ie,. ,..' 

-tanO 0 0 1 
(3.14) 

Note that KY is not exactly the same as the anticommutator of P with the 

gauge field. We have 

(KY,.)a = {p, X,. + ~ tan OB" } a for a=I,2,3 

but 
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4." '« 

(KY,,)o 1: {p, X" + ! tan OB,.lo . (3.15) 

However, the remark made above equation (3.12) tells us that the 0 component 

doesn't matter here. This choice for K is convenient because it allows us to 

include the gauge condition for the photon in a natural way, along with the gauge 

condition for the Ws «KY,..)o is proportional to the photon field). To gauge fix, 

we impose the background-field Landau gauge condition, setting d,.Y" = O. 

Applying this condition to the gauge-scalar mixing term leaves 

gv2 

£G-z = 4 z .1,.Y'" where .1,. == [d,., K] + iG,.. . (3.16) 

The last term in equation (3.9) gives the gauge bosons their mass, and may 

be rewritten as 
221 
~y KTNKY'" = _Y M 2 y,.. 8" -2,.G, (3.17) 

where N = diag(O, I, I, I), by observing that for any matrix A we have 

3 
2 1 2 I", 2 

trA P= 4 [tr {P,A} Ta] = 4L...,[{P,A}a] , 
a=l 

(3.18) 

and using equation (3.15). 

Returning to the first term, we have the kinetic operator for the physical 

Higgs and the Goldstone modes, subject to the constraint that the physical Higgs 

field be fixed at its ground state value. It is easiest to work here with "Cartesian" 

coordinates (0- ,1I"a) for the quantum scalar field, with u = 0- + i1l"' T (which 
v 

gives vZa = 211"a + 0(11"2». There are only three free components, and we may 

choose 0- to be constrained: 0-2 = v2 - 11"2. After a bit of algebra, we find for the 

scalar kinetic term 

1
1
- 12 _ 1 (2 2)ab _ 1 _lab 2 D,.+ - -211"a V + M.. 1I"b = -211"a~.. 1I"b' (3.19) 

where we have added a total divergence, and defined 

Ve;: = 8,.600 - ~fOOc(G~ + 63C~) = de;: + ~G:", (a, b = 1,2,3) , 
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and 

M2ab = ! (0 01.)00 
,. 4" (3.20) 

The gauge kinetic energy terms may be rewritten in terms of Y and the 

field strength F w I'" gi ven by 

Fw I'" == : V- 1 [8" - igWo" ,8" - igWo,,] V , 
9 

(3.21) 

where W o" is the background part of W. In terms of components we have 

F~IW =: ([d,.,d,,])OO, 
9 

-·0 
p>~ I'" = F'WIW = o. (3.22) 

Including only terms bilinear in the quantum field Y gives for the relevant part 

of the gauge kinetic energy, 

1 2 1 2 1 (2 -II'. -I"') 
£G = -2 tf Fw - 4FB -+ 2Y" d glW - d"a - 2tgFw Y". 

Adding to this the gauge mass term from the scalar kinetic energy gives 

£ =! Y (d2gl '" - d"d" - 2igPI'" + M2 ,J"') y. 
G 2" W Gli " • 

(3.23) 

(3.24) 

We may simplify the gauge kinetic operator as in the QeD calculation: applying 

the gauge fixing constraint d"Y" = 0 leaves us with 

,. _ ly (d2 I'" 2· F-'''' M2 IW)Y. - ly A-11Wy' 
'-G - 2" 9 - tg W + Gg " = 2 "UG " • (3.25) 

In order to impose the gauge condition we introduce an auxiliary field, as 

before. Then the part of the Lagrangian relevant to the one loop calculation is 

£, _ ly 11-1I"'y' 1 -1 . d Y" 1 :J. Y" - 2 ,,(; " - 2"11"11,. "II" - to: " + 2gv"II" " • (3.26) 

In order to eliminate the Y -"II" and Y -Q cross terms, we shift Y. This gives 

a "II"-Q cross term, which can also be shifted away. The result of all this is a 

Lagrangian of the form 

_ ly -11Wy 1 d ''''d 
£ - 2 " I1G " - iQ ,.I1G .... Q 

1 -1 9 V I'" T I'" pa -1 XI> T [ 
2 2 ]00 

- 2"11"a 11,. + -4- (J" I1G J .... - (~.I1G dv ) (dp l1G d,,) (dxl1G J,. ») "ll"b· 

(3.27) 

" 
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Note that the indices in the "II" term run only from 1 to 3 (not 0 to 3). Finally, 

then, the one loop effective action for this model is given by 

i 11"'. 2 i I'" i 
S1 = - Tr 1nl1"G - lTrlnd + - Tr Ind .. I1G d" + - Tr In("II" term). (3.28) 

2 2 r- 2 

The careful reader may be wondering what has happened to the background 

field gauge invariance after all these manipulations. The only possible source 

of difficulty is the U(I) transformation-G" and things built from from it are 

invariant under the background SU(2). Under the U(I), on the other hand, G" 

is not invariant. This is a good thing, because it appears as the gauge field in a 

covariant derivative. The background field covariant derivative transforms as 

- ·t( t D -+ e' 2 !+Ta)De-i 2 (l+T.) , (3.29) 

with gauge function e. From this we find that the infinitesimal change in G 

is given by 60~ = eElabOt, i.e., 8" transforms homogeneously, and G! is an 

invariant. This is what we should expect: the components of G~ are proportional 

to the physical W:l:: and Z fields, and the remnant ofthe original SU(2)xU(I) is 

the electromagnetic U(I) which just transforms WI and W 2 into each other. In 

the 4 x 4 basis for the fields and operators the transformation is generated by 

(

0 0 0 0) o 0 1 0 
{1 = e 0 -1 0 0 . 

o 0 0 0 

(3.30) 

Since both K and M~ conunute with n, we also find that J" and conunutators 

involving M~ transform homogeneously. We may conclude, then, that things 

that look like invariants constructed from these objects (that is, things with all 

indices contracted), really are invariants. 

Except for the presence of the mass term, the gauge loop contribution is of 

the form already calculated in section 3 of the last chapter. In fact, though, the 

addition of the mass term has no effect on the field dependent divergences at 
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one loop. Following the derivation of equations (2.54) and (2.59) we find for the 

one loop divergent terms, dimensionally regulated, 

-2
i 

Tr In( d2 + M~) = ! . ~ JdX (tr M~ - g2 tr F w ,wFW) + finite. (3.31) 
E 64~ 6 

If we regulate instead with a double subtraction at mass scale A[10], we find also 

a quadratically divergent part 

A2 
- 32~2 tr M~. (3.32) 

(We know that A is proportional to the Higgs mass MH , but in this approach 

there's no way to identify the constant of proportionality, as it depends on 

the details of the symmetry breaking physics). For the gauge contribution, 

though, since M~ is field-independent the only non-trivial contribution is the 

field-strength term which requires a wave-function renormalization for the W. 

This term is exactly the same as the result from the calculation in section 3 

above, after the ghost is included: 

1 1 11 _. 2 
E 16~2' 12 9 tr Fw,wFW' 

_ 1 1 11 __ .~_ 2 
E 16~2' 3" 9 tr Fw,wFt;' . 

(3.33) 

(We are being somewhat cavalier about the dimension of these terms in dimen­

sional regularizationj to find the renormalization group equations one must be 

more careful, as in the QCD calculation above. Also, we have dropped the bar 

over the field strength: all fields appearing in the one loop effective Lagrangian 

are background fields.) 

In the QCD calculation we found that the auxiliary field term vanished 

identically. For the present case, it turns out that the auxiliary term again makes 

no contribution to the divergent terms. The auxiliary term may be considerably 

simplified by manipulating the identity 

1 
1 = -dP/r l I::.,wd d2 Gpl' G v' (3.34) 
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.. -
to give 

dl't::.~ dv = 1 - dl: M~ [M~ + ([d", M~ + ig[dP, F w I'P]) t::.~ dv]. (3.35) 

Then, expanding the logarithm (equation (3.28)), and retaining only terms which 

will give a divergent part, the auxiliary field term becomes 

~ Tr Ind"t::.~ dv = 

- i Tr [dl 1 2 (M~ + ([d", M~] + ig[dP, F w I'P]) dl 1 2 d")] + finite. 
2 +MG +MG 

(3.36) 

The first term inside parentheses gives rise to a field independent divergent part. 

The remaining terms also leave only finite parts: the log divergent part of the 

field strength term vanishes on taking the trace (and using the jacobi identity), 

and the divergent part of the other term is proportional to tr[d", [dv ' M~]], which 

vanishes on integration by parts in the effective action. 

Finally, we have the scalar term, which looks more intimidating than it 

really is. We can split it into two pieces: 

l 
S =-Trlnl::.- I 

.,.. 2 .,.. 

. [ 2 2 ] + ~ Tr In 1 + 9 : 1::..,.. (.1"t::.~.1'; - (.1"t::.~ dv)(dpl::.~ du ) -I (d>.t::.~" .1';») . 
(3.37) 

The first piece is of exactly the same form as equation (3.31), except that in this 

case the mass term is a function of the background fields, so that the quadratic 

divergence which was discarded in the gauge loop calculation cannot be dropped 

here. It's value is 
A2 2 A2 ~ ~ 

- 3211"2 Tr M.,.. = - 64~2 G~G~ . (3.38) 

Some useful relations for re-expressing terms involving 0" as terms involving ~ 

are 

0" = {p, G,,} - tr PGI' , 

and 
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tr P x PY = tr P X tr PY . (3.39) 

Then (3.38) may be rewritten in terms of the background scalar and gauge fields 

as 

1 A2 -- I 2 1611"2 v2 D,,~I ' (3.40) 

where D" and ~ now include only the background fields. This term thus repre­

sents a quadratically divergent scalar wave-function renormalization (of course, 

it vanishes in dimensional regularization). Such a term would be very surpris­

ing in the linear theory from which this one was derived (in fact, it would be 

.wrong); here it arises because of extra derivative couplings induced by taking 

the non-linear limit for the Lagrangian. This is the only quadratic divergence 

in the one loop approximation. Since it has exactly the same form as the scalar 

kinetic term in the original Lagrangian it does not affect the physics-it can be 

absorbed by a redefinition of v. Hence we have Veltman's "screening theorem" 

[13]: there are no physical one-loop effects quadratic in MH • 

The logarithmically divergent terms arising from the first trace in equation 

(3.37) are given by (as in equation (3.31» 

; • 6411"2 tr M: - ~ tr 1JI I'" 1JI#W ) 1 1 ( where 1JI I'" == i [V"' VII]. (3.41) 

To analyze these terms, we switch back from 3 x 3 matrix notation to the original 

2 X 2 notation. In this notation, the terms in (3.41) can be rewritten as 

4 1 [ ~ ~]2 1 [ ~ ~ ]2 
tr M7f = 4 tr G "GI' + 4 tr G,.GII where G = Ga Ta _ GO T3 

I' "2 "2' 
(3.42) 

and 

2 -1 1 I , ~ ~ ( .)2 
tr1Jl#W = tr gV Fw#WV + 2g FB#WT3 + 2 [G", Gil] (3.43) 

The contribution of these terms can now be expressed as 

_. __ 2 9 2 gg 1 1 [ g2 12 I 

E 6411"2 -6trFw-12FB-fiFB#WtrT3V-IFW'V 

€ 30 

- ~ tr (9V-
1 
Fw#WV + ~FB#WT3) [a", all] 

1 ( ~2 ) 2 1 ( ~ ~ ) 2] + 6 trG" + 3 trG"GII • (3.44) 

It is a simple matter to find the divergent part of the remaining trace in 

equation (3.37). That divergence is due to the leading term in the expansion of 

the logarithm, and can be computed simply by substituting 

1 
A ..... -PJ+m2 

where the mass here is arbitrary; the corrections to this substitution give con­

vergent integrals. Thus we obtain from this term a contribution 

1 3g2v2 

- - . -- tr .1".J.T • 
E 51211"2 " 

(3.45) 

The trace is only over index values from 1 to 3, because the 11" field has no 0 

component. After evaluating the trace, (3.45) becomes 

1 3 22[ 2] 9 V 2 ~2 2 ~ 
-- . --2 (2 + tan 0) G - tan 0 (G3 ) , 

E 51211" 
(3.46) 

which can be rewritten as 

_!. ~ [(2 + tan20) In ~12 +!. tan20 (~tn ~)2] 
E 12811"2 "v2 " 

(3.47) 

We now have the complete one loop calculation of heavy Higgs dependent 

terms. Adding up the pieces from (3.33), (3.40), (3.44), and (3.47) we find for 

the unrenormalized one loop effective Lagrangian 

1 A2 2 1 1 [29g2 g'2 
£1 =£- ---ID ~I + _. -- --trFa, - -F'A 

1611"2 v2 " E 1611"2 8 48 

gg 1 I'" 1 1 9 ~ ~ 
I . ( ') - 24 FBI'" trT3V- Fw V - 24 tr gV- Fw#WV + "2FB#WT3 [G", Gil] 

_ 3g
2 

(2 + tan2 0) ID" ~12 _ 3g
2 
t~n2 0 (~tD,,~) 2 

8 8v 

1 ( ~2) 2 1 ( ~:....) 2] + 24 tr G,• + 12 tr G,PII . 

(3.48) 
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These terms (except for those on the first line) were previously found by Longhi­

tano [17] using diagrammatic methods. The terms in this expression are given 

in a mixed form: those of the same form as terms in the original Lagrangian or 

which give a new gauge boson mass term have been written so that the corre­

spondence is apparent. Those which generate new 3-point or 4-point vertices for 

the gauge bosons have been written so that the coefficients of those vertices can 

be extracted easily. 

2. Phenomenological Consequences 

The divergences in equation (3.48) which correspond to terms in the original 

Lagrangian are genuine, in the sense that they are not regulated by calculating in 

the full linear theory with a propagating physical Higgs. The other divergences 

are cut off in the linear theory. By comparing the dimensional regularization 

with a cutoff or subtraction regularization we may then conclude that the M H 

dependence of these terms in the linear theory is given by the replacement [20] 

1 -+ In M~. The reason for putting Mar in this expression to set the scale 
E Mw 
is that the terms whose divergence is cut off in the linear theory are (in this 

gauge) just those arising from the scalar determinant. By looking at the theory 

in unitary gauge we know that the physical modes propagate with mass Mw 

(or M z , which is the same to this order), and this scale therefore cuts off the 

momentum integrals at small momenta. The presence of massless photons is 

irrelevant to the terms with a physical dependence on MH because the gauge 

boson loops give rise only to fully renormalizable divergences. The terms found 

here are the only ones which grow like In M~ at one loop, even in the full 

theory including fermions. This is because the fermion sector of the theory 

is renormalizable even in the limit of large Higgs mass. The extra infinities 

induced by the nonrenormalizability of the scalar sector thus enter the fermion 

sector only at two loops, and it is only these latter infinities which are cut off 

by the renormalizable linear theory to leave a physical dependence on the Higgs 
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mass. 

We can easily extract the correction to p induced by these one-loop terms. 

A definition of p beyond tree level which serves well is as the ratio of neutral 

current to charged current scattering amplitudes [17] which depend on M~ cos2 8 

and Mar, or equivalently, through neutral current scattering and the muon de­

cay constant GF [15]. These quantities are determined by diagrams which involve 

only internal gauge boson lines. At small q2 (invariant mass) the gauge bosons' 

wave function renormalization cancels between the vertex factors and the vector 

propagator, so for p defined in this way we may ignore wave function renormal­

ization. Then p is determined entirely by the effective mass term 

3g
2 2 (t )2 M~ 

- 2 2 tan 8 4> D/,4> In M2 . 
12811" V w 

(3.49) 

(The renormalization of the scalar kinetic energy ~ 1 D I' 4> 12 in the original La-

grangian doesn't affect this calculation-it rescales the Wand Z masses by the 

same factor.) This term represents a mass shift for the Z, as can easily be seen 

in unitary gauge: 
2 4 

2 9 V Z2 
(4)tDI'4>) -+ - 4cos2 0 (3.50) 

where the normalized Z field is given by ZI' = cosO (W31' - tanOBI')' Plugging 

this in to (3.49) gives 

3g2 (g2v2) M2 
--2 tan2 9 20Z2 In !!. 
6411" 8 cos Mw 

(3.51) 

The factor in parentheses is the Z mass term from the original Lagrangian, thus 

we obtain a correction to the p parameter of 

3 2 M2 
P = 1- -g- tan2 Oln-1:L 

6411"2 M2 ' W 
(3.52) 

The correction to p found here is in agreement with previous calculations by 

diagrammatic methods[15,17]. It is interesting to see that this correction could 

be computed from a single term in the derivative expansion. Unfortunately, this 
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result affords little opportunity for extracting the Higgs mass from low energy 
I 

measurements: for a Higgs mass of 1 TeV, equation (3.52) gives a shift in p of 

only .003. Other measurements may afford a more sensitive probe [18]. 

We may also use the last two terms to estimate the corrections to the low 

energy amplitudes for W and Z scattering found by Chanowitzand Gaillard 

[21], who showed that the amplitude for the scattering of longitudinal gauge 

bosons at center of mass energies Mw « ..;s « MH is equal to the appropriate 

amplitude for scattering of the Goldstone scalars (1fa), up to corrections of order 

,. . (Similar, though less involved calculations were done earlier by Lee, Quigg 

and Thacker for the case ..;s» MH [22].) Using this approach to find, say, the 

amplitude for the scattering of longitudinal Ws, wtwi -+ wt Wi J we obtain 

at tree level the amplitude [21,22] 

]. 
Ao (wtWi -+ wtwi) = -2U ' v 

(3.53) 

where u is the square of the difference between the incoming W+ and outgoing 

W- momenta. We can obtain the one loop corrections to this amplitude by 

rewriting the last two terms from the effective Lagrangian (3.48) in terms of the 

scalars, and dropping the gauge fields. We find for the new effective interaction 

among the scalar:; the expression 

£ _ 1 1 Mh [ ( ab )2 (ab 2] 
BCaIara - 961f2v4 n M~ 2 TJ O,.1fa8v1fb + TJ O,.1fa8"1fb) , 

where 

TJab = 6ab + 1fa1fb 
v2 - 1f2 

(3.54) 

(3.55) 

is the metric for the Goldstone scalars on the internal symmetry manifold. From 

this we obtain for the contribution to the scattering amplitude from the one loop 

correction 

( + - + -) 1 I Mh (2 2 2) Al WL WL -+ WL WL = --2 -4 n M2 s + t + u , 
2411" V W 

(3.56) 
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where s is the square of the center of mass energy and t is the square of the 

difference between incoming and outgoing momenta of the W+. A similar cal­

culation gives for the combined tree and one loop contributions to the other 

neutral scattering processes 

) 1 Mh (2 2 2) A(ZLZL-+ZLZL =-62 41nM2 s +t +u , 
1 11" V W 

(3.57) 

and 

( + - ) s 1 MlI (2 2 2) A WLWL -tZLZL =2+--2-41nM2 s +t +u . 
v 481f V w 

(3.58) 

Interestingly, the ZZ -+ ZZ channel has no tree contribution, and a relatively 

large one loop contribution, which turns out to be comparable to the tree am­

plitudes in the other channels at energies of ..;s rv 1 TeV, for a Higgs mass of 

order 1 TeV. 

It should be pointed out here that the applicability of the loop expansion in 

this model is not completely obvious. If MH is sufficiently large (MH > 1 TeV) 

the model has strong interactions in the scalar sector, and perturbation theory 

breaks down [22]. Furthermore, it has also been pointed out that the approxi­

mation oCthe full theory by the gauged non-linear 0' model is invalid beyond one 

loop [15]. To make higher loop calculations we must specify the physical details 

of the high energy cutoff mechanism-the as yet unknown symmetry breaking 

physics. Of course, higher loop terms will affect these results significantly only if 

the theory is strongly coupled, so for MH .$ 1 TeV we may take equation (3.48) 

to be a fairly reliable guide to the size of effects which depend on the symmetry 

breaking scale, and as indicative of where to find those effects. 
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IV. Conclusions 

We have found that it is possible to compute derivative terms in the effective 

action from the one loop functional determinant. We have evaluated the four 

derivative terms for the theory of a single scalar field with renormalizable self 

couplings and the two derivative terms for O(N) symmetric scalar field theory. 

In these expansions the effective mass of the quantum field as a function of 

the background field plays the role of an infrared regulator in the loop integral. 

(The issue of what happens if this effective mass vanishes has been studied by 

Aitchison and Fraser [8]. They found that the infrared divergences invalidate 

the derivative expansion, even though the Green functions of the theory are 

perfectly well defined, and have sensible zero momentum limits. This problem 

does not arise in any of the cases studied here, though it would if we sought 

higher derivative tenns in the QCD expansion of chapter 2, or attempted to 

take the non-linear limit of the O(N) model.) 

We have also studied the covariant derivative expansion of the effective 

action, and seen that it gives a very direct and simple means of evaluating 

quantities whose diagrammatic calculation may be quite tedious. As examples, 

we have obtained the one loop {3 function for a Yang-Mills theory with a simple 

group, and studied the divergences of the gauged non-linear CT model. In this 

last calculation we have found all the terms in the effective action which grow 

with MH at one loop in the GWS model, interpreting MH as the high energy 

scale at which the new physics responsible for electro-weak symmetry breaking 

sets in to cut off the divergences of the non-renormalizable low energy theory. 

We have used these results to find the shift in p due to a heavy Higgs, and found 

surprisingly large one loop contributions to the scattering of longitudinal gauge 

36 

.. 

bosons at high energy. 

Obviously we have only explored a few of the many potential uses of this 

expansion. Applications of this method to supergravity and pion physics have 

been studied by Gaillard [10] and by Chan [12]. Any problem of computation 

in a theory with internal symmetries is a likely candidate for simplification with 

this method. 
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