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## 1 Introduction

Tensor tomography is a new area of biomedical imaging research which was alluded to in a report from the National Academy of Sciences [1] and builds upon the significant amount of work performed over the last ten years in vector field tomography [2]. Work in this area offers the potential for significant new mathematical developments in the field of inverse problems. The development of new algorithms will have important application to in vivo mapping of brain and spine diffusion tensor fields and cardiac strain-rate and diffusion tensor fields using MRI. Also there will be applications to other imaging modalities involving acoustic or electromagnetic radiation to measure tensor quantities of dielectric, permittivity, conductivity, strain, stress, and elasticity in biological tissues. Measurements of the diffusion tensor field allow to determine the fiber bundle position and orientation in the heart, which can be used to model the mechanical properties of the heart [3]. The electrical conductivity properties in the heart can also be inferred from the diffusion tensor field [4], leading to the possibility for improved modeling of the forward problem [5] for solving the inverse MCG problem [6]. These aspects of the tensor tomography problem present fascinating new areas of applied research in biosciences.

Helmholtz Decomposition for Vector Fields First, to understand the history of vector field tomography development one must understand the Helmholtz decomposition of a vector field. The Helmholtz decomposition states that a vector field can be written as the sum of a solenoidal component (divergence-free, also referred to as a source-free component) and an irrotational component (curl-free component). The solenoidal component can be expressed as the curl of a vector potential $(\nabla \times \Psi)$ and the irrotational component can be expressed as the gradient of a scalar potential $(\nabla \Phi)$. In our discussion to follow, the importance of the Helmholtz decomposition in determining which projection measurements will reconstruct solenoidal components and which will reconstruct irrotational components of the vector field will become clear.

History of Vector Field Tomography Tensor tomography builds on much of the work already accomplished in vector field tomography $[2,7,8,9,10,11,12,13,14,15,16,17,18$, $19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35]$. Applications have involved acoustic flow imaging using time-of-flight measurements in medicine [7], non-destructive evaluation [11], and ocean tomography [9, 14]. In one of the earliest studies Johnson et al. [7] used ultrasound to reconstruct velocity vector fields in blood vessels from acoustic time-offlight measurements. An iterative algebraic reconstruction technique (ART) was used to compute what was later understood by Norton $[16,21]$ to be the divergence-free component of the vector field. Using the Helmholtz decomposition and the Fourier central-slice theorem, Norton $[16,21]$ derived a reconstruction method for the velocity field and showed that the reconstruction of the acoustic time-of-flight (longitudinal projection [20]) measurements produced only the divergence-free component of the vector field. Before Norton's important contribution, Kramer and Lauterbur [10] developed a hybrid filtered backprojection algorithm to reconstruct flow vector fields using NMR, and also showed that some flow components could not be recovered from only longitudinal projection measurements. Winters and Rouseff [18] developed a Fourier central section theorem for the reconstruction of the divergence-free component, which they argued was important for specifying the vorticity of fluid flow [18, 23, 19]. Later Braun and Hauck [20] showed that projection of the orthogonal
component of the velocity vector field (the transverse projection measurement) allows one to reconstruct the irrotational component of the vector field. This irrotational (curl-free) component, along with the divergence-free (solenoidal) component, gives the complete determination of the flow vector field. Later, Prince [34] extended the work in 2D to 3D, developing filtered backprojection algorithms for reconstructing both the solenoidal and irrotational components of the vector field from 3D Radon projections. Prince generalized the longitudinal and transverse measurements of Braun and Hauck [20] by defining a more general inner product measurement (probe transform), which forms an inner product between the vector field and a unit-vector probe direction. Prince [34] showed in 3D that only one set of probe measurements (the irrotational measurements) is required to reconstruct the irrotational component and two sets of probe measurements (the solenoidal measurements) are required to reconstruct the solenoidal component. The three probe directions are such that they form a linearly independent set of vectors.

Vector Field Tomography on Bounded Domains The vector field tomography problem has some interesting characteristics when restricted to bounded domains. In fact, physical problems are often defined on bounded domains and it is the boundary that creates or partially defines the field. Norton [16, 21], Braun and Hauck [20], and Osman and Prince [35] were all concerned about the vector field tomography problem on bounded domains. Norton showed that the longitudinal measurements with boundary conditions reconstruct a divergence-free vector field composed of a solenoidal component that satisfies homogeneous boundary conditions and an irrotational component defined by the gradient on the boundary. It was recognized by Braun and Hauck [20] that bounded domains admit harmonic vector fields that are both irrotational and solenoidal. Therefore, the decomposition into irrotational and solenoidal components is not unique. They proposed that the decomposition should include irrotational homogeneous, solenoidal homogeneous, and harmonic components where the divergence and curl of the harmonic component is always zero. The solenoidal component is homogeneous in that its normal component is zero on the boundary (completely tangential). The curl-free component is homogenous in that its tangential component is zero on the boundary (totally normal). Braun and Hauck [20] showed that the harmonic component of a 2 D vector field is reconstructed equally between the irrotational and solenoidal measurements, whereas Osman and Prince [35] showed that the harmonic component of a 3D vector field is not imaged equally in the irrotational and solenoidal measurements. They characterized the homogenous component as a gradient of a harmonic function satisfying Laplace's equation. They showed how one can separate homogeneous and harmonic components from reconstruction of solenoidal and irrotational components of the vector field.

Other Works Vector field tomography has been applied in other applications: optics, to measure flow $[16,17,21]$; deflection optical tomography, to determine densities in supersonic expansions and flames [15]; optical polarization tomography, to measure electric fields in a Kerr material by measuring polarization of the transmitted light [12, 13, 25]; acoustic tomography, to determine temperature distributions and velocity vector fields in furnaces [26]; polarimetric tomography of the magnetic field in TOKOMAK[8, 27]; and velocity vector fields of heavy particles in plasma [32, 28]. It has also been shown that continuous doppler data can be analyzed in the framework of vector field tomography [2, 21, 24, 22, 33, 32, 28, 29]. History of Tensor Field Tomography As seen in the previous discussion, vector field
tomography has been an active area of research over the last decade for several applications, including medical imaging. Originally, the most active area of application of tensor tomography was photoelasticity [36, 37, 38, 39, 40, 41, 42, 43] and that continues to be so [44, 45, 46, 47, 48, 49, 50]. An early book on the subject of photoelasticity was written by Aben [36]. This application stimulated Sharafutdinov [51] to write a monograph on the mathematical theory of integral geometry of nth-order tensor fields. A most interesting result presented in this monograph is that a symmetric tensor field also has a Helmholtz type decomposition in that it can be decomposed into a sum of a divergence-free component and a curl-free component.

There has been little work besides ours [52, 53, 54, 55, 56, 57, 58, 59, 60] in the field of medical imaging. In our initial work an algorithm was developed for the reconstruction of 2D tensor fields of second order tensors [52]. This algorithm was verified in computer simulations and applied to the reconstruction of 2D diffusion tensor fields from MRI tensor projections. The 2D reconstruction algorithm was extended to 3D [53, 56]. Both filtered backprojection [56] and backprojection filtering [54] approaches to reconstruction of 3D tensor fields from 3D planar (Radon) and line-integral (X-ray) tensor projections were formulated. In [56] a Fourier projection theorem for Radon projections of 3D second order tensor fields was developed. We also developed iterative algorithms for solving the nonlinear diffusion tensor MRI tomographic problem [55, 57, 58]. We applied this algorithm to reconstruct only the principal component of the diffusion tensor [58]. We also proposed the application of tensor tomography as a more efficient method of obtaining diffusion tensor fields with MRI using the PROPELLER pulse sequence [60]. We expect that all MRI tensor tomography data will be processed with an iterative reconstruction algorithm to avoid any inaccuracies as the result of linearizing the model which is required in the application of any linear tomographic reconstruction algorithms.

Extension of Our Results to Physical and Mathematical Sciences We believe the work presented in this report can lead to tensor reconstruction work in not only diffusion tensor magnetic resonance imaging (DT-MRI) but in various other physical and mathematical sciences. Most closely related is diffraction tomography (DTM) of acoustical media [61]. In fact, DTM and CT reconstruction of vector fields closely parallel each other. It can be assumed, therefore, that the methods outlined in this report can be used in reconstructing the 'kinetic tensor' [62] in fluids. This is important in studying fluids with suspensions and fogs. This may also result in clear-air turbulence prediction which is vital to aviation safety. This applies also to elastic media under the Born approximation [63, 64]. The so-called 'pitch-catch' technique for recovering the Lam parameters was a rudimentary attempt at using a tensor field 'probe' (see [34] for definition of probe). Tensor tomography offers the potential for more systematic studies. Also, in recent years inverse source problems involving the 'kinetic equation' (Boltzman equation with the collision integral) have attracted much attention [65]. This equation governs wide-ranging physical problems involving transfer of radiation (plasmas, magnetohydrodynamics, astrophysics, and so forth). Since the exact collision integral is not tractable, it is customary to use the well-known Fokker-Planck approximation [66] which results in a diffusion tensor term that arises out of velocity-exchanges. In addition, there are other areas of physics where the results of this report may prove to be stimulating. These include nonlinear optics (reconstruction of the susceptibility tensor); anisotropic electromagnetic $[67,68]$ and elastic media (the latter being of significant current interest); stress tensor
polarization tomography in photo- and magnetoelastic materials which are already being pursued vigorously [41, 42, 45, 46, 47, 48, 49, 50]; second and fourth-order tensor tomography from seismic traveltime tomographic data [69]; neutron spin tensor tomography [70]; and general relativity tensor tomography using gravitational delay time tomographic data [71]. Tomography also can be applied to finding inverse solutions of integral transforms of differential forms [72] or finding a symmetric tensor field from its integrals over all geodesics of a Riemannian metric [51].

This report presents some of the mathematical results of vector and tensor tomography. An important result is the development of Fourier projection theorems for the decomposition of vector and tensor fields into a sum of a divergence-free component and a curl-free component. The results apply to the linear vector and tensor tomography problem. However, the mathematics provides a structure for understanding the data sampling requirements for the nonlinear tensor tomography problem posed by diffusion tensor MRI.

## 2 The 3D X-ray transform and 3D Radon transform of vectors and tensors: definitions

### 2.1 Vectors and tensors

A vector field in $\mathbb{R}^{3}$ will be denoted by its three components $v_{i}(x), i=1,2,3, x \in \mathbb{R}^{3}$ along the $x, y$ and $z$ axis respectively. We assume that each component is a smooth function with a compact support. Similarly, we consider symmetric tensor fields denoted by their components $t_{i, j}(x)=t_{j, i}(x), i, j=1,2,3$. Again, we assume that each component is smooth and has a compact support. The Fourier transform of a tensor or vector is defined by taking the usual Fourier transform of each component, e.g.,

$$
\begin{equation*}
\hat{t}_{i, j}(\nu)=\int_{\mathbb{R}^{3}} d x \exp (-2 \pi i x \cdot \nu) t_{i, j}(x) \quad \nu \in \mathbb{R}^{3} \tag{1}
\end{equation*}
$$

### 2.2 The 3D X-ray transform: directional measurements

The 3D X-ray transform is normally defined for scalar functions. Projection imaging of a vector or tensor field involves measuring the usual 3D X-ray transform of their scalar product with some unit vector, thus defining a scalar directional measurement. A well-known example is the vectorial $X$-ray transform of a vector field, which is the quantity measured using Doppler imaging of velocity fields. In this case, one measures the X-ray transform of the scalar product of the velocity with the unit vector $\theta$ along the rays:

$$
\begin{equation*}
p^{\theta}(s, \theta)=\int_{-\infty}^{+\infty} d l \theta_{j} v_{j}(s+l \theta) \quad s \in \theta^{\perp}, \theta \in \Omega \tag{2}
\end{equation*}
$$

where $\Omega \subset S^{2}$ is the subset of directions for which parallel projections are measured. Note the use of the convention that summation is taken over repeated indices, i.e.

$$
\begin{equation*}
\theta_{j} v_{j} \equiv \sum_{j=1}^{3} \theta_{j} v_{j}=\theta \cdot v \tag{3}
\end{equation*}
$$

More generally, we can define a directional X-ray transform for an arbitrary unit vector $e$ :

$$
\begin{equation*}
p^{e}(s, \theta)=\int_{-\infty}^{+\infty} d l e_{j} v_{j}(s+l \theta) \tag{4}
\end{equation*}
$$

Intuitively, it is obvious that three independent directional measurements are required to recover the 3D vector field $v$. We could for instance use the three axis, $e=1_{x}, e=$ $1_{y}$ and $e=1_{z}$, which would amount to measuring separately the X-ray transform of the three components of the vector (that is, the component-wise X-ray transform). In view of the example in Doppler imaging, it is often more natural to consider more general sets of directional data defined using unit vectors which may depend on the direction $\theta$ of the ray. These vectors will be denoted $e^{\alpha}(\theta), \alpha=1,2,3$, or simply $e^{\alpha}$. In section 5 , specific results will be obtained for the case where $e^{1}=\theta$, and $e^{2}$ and $e^{3}$ are in the plane $\theta^{\perp}$ orthogonal to $\theta$. Here we only assume that the vectors $e^{\alpha}(\theta), \alpha=1,2,3$ are orthonormal for each direction $\theta$, and we discuss the reconstruction of a vector field $v(x)=\left(v_{1}(x), v_{2}(x), v_{3}(x)\right)$ from the three directional X-ray transforms:

$$
\begin{equation*}
p^{e^{\alpha}}(s, \theta)=\int_{-\infty}^{+\infty} d l e_{j}^{\alpha}(\theta) v_{j}(s+l \theta) \tag{5}
\end{equation*}
$$

To shorten notations, this will be written $p^{\alpha}$ and the $\theta$ dependence of the unit vectors $e^{\alpha}$ will be omitted.

The previous discussion can be generalized to a tensor. In this case the tensor must be contracted with two unit vectors to get a scalar function which can be integrated along lines, and we have therefore nine directional measurements (six for a symmetric tensor) defined by

$$
\begin{equation*}
p^{e^{\alpha}, e^{\beta}}(s, \theta)=\int_{-\infty}^{+\infty} d l e_{i}^{\alpha} t_{i, j}(s+l \theta) e_{j}^{\beta} \quad \alpha, \beta=1,2,3 \tag{6}
\end{equation*}
$$

(again noted $p^{\alpha, \beta}$ for simplicity).
An important remark, both for vectors and tensors, is that a single directional measurement defined by equation (5) or (6) is not the 3D X-ray transform of some scalar function. This is because the scalar product is taken with a vector $e^{\alpha}$ that depends on the direction of projection $\theta$, and therefore the data for various directions $\theta$ will not in general be consistent. For instance the simplest consistency condition for the X-ray transform is that the integral of a 2 D parallel projection must be independent of $\theta$. This condition is not satisfied in our case since one easily checks that:

$$
\begin{equation*}
\int_{\theta^{\perp}} d s p^{\alpha}(s, \theta)=e_{j}^{\alpha}(\theta) \int_{\mathbb{R}^{3}} d x v_{j}(x) \tag{7}
\end{equation*}
$$

depends on $\theta$ through $e^{\alpha}$. This also holds for tensors.

### 2.3 The 3D Radon transform: directional measurements

The 3D Radon transforms of vectors and tensors are defined as for the 3D X-ray transform, using the same directional measurements defined by the orthonormal vectors $e^{1}, e^{2}$ and $e^{3}$. In this case, $\theta$ is the normal to the plane on which integration is performed. The directional measurements are then defined as:

$$
\begin{equation*}
r^{\alpha}(s, \theta)=\int_{\mathbb{R}^{3}} d x e_{j}^{\alpha} v_{j}(x) \delta(x \cdot \theta-s) \quad s \in \mathbb{R}, \theta \in S^{2}, \alpha=1,2,3 \tag{8}
\end{equation*}
$$

for vectors. When $e^{1}=\theta$ as in section 5, $r^{1}$ is called the normal Radon transform by Sparr [2]. For tensors, similarly:

$$
\begin{equation*}
r^{\alpha, \beta}(s, \theta)=\int_{\mathbb{R}^{3}} d x e_{i}^{\alpha} t_{i, j}(x) e_{j}^{\beta} \delta(x \cdot \theta-s) \quad s \in \mathbb{R}, \theta \in S^{2}, \alpha, \beta=1,2,3 . \tag{9}
\end{equation*}
$$

## 3 Central section theorems and directional backprojection

### 3.1 3D X-ray transform

A key property of the X-ray transform is the central section theorem. This theorem is easily extended by noting that each directional measurement is simply the scalar product of the vector $e^{\alpha}$ with the component wise transform of the vector or tensor. This leads to:

$$
\begin{equation*}
\hat{p}^{\alpha}(\nu, \theta)=e_{i}^{\alpha} \hat{v}_{i}(\nu) \quad \nu \cdot \theta=0 \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{p}^{\alpha, \beta}(\nu, \theta)=e_{i}^{\alpha} \hat{t}_{i, j}(\nu) e_{j}^{\beta} \quad \nu \cdot \theta=0 \tag{11}
\end{equation*}
$$

where the Fourier transforms are with respect to the non-angular variables, e.g.,

$$
\begin{equation*}
\hat{p}^{\alpha}(\nu, \theta)=\int_{\theta \perp} d s p^{\alpha}(s, \theta) \exp (-2 \pi i s \cdot \nu) \quad \nu \cdot \theta=0 \tag{12}
\end{equation*}
$$

Let us now define the backprojection operation. Since a given directional measurement equation $(5,6)$ maps a vector (tensor) onto a scalar function, the backprojection, which is the dual operation, must map a scalar data function onto a vector (tensor). One checks that the appropriate backprojections must be defined as:

$$
\begin{equation*}
b_{i}^{\alpha}(x)=\int_{\Omega} d \theta p^{\alpha}(x-(x \cdot \theta) \theta, \theta) e_{i}^{\alpha}(\theta) \quad \alpha=1,2,3, \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{i, j}^{\alpha, \beta}(x)=\int_{\Omega} d \theta p^{\alpha, \beta}(x-(x \cdot \theta) \theta, \theta) e_{i}^{\alpha}(\theta) e_{j}^{\beta}(\theta) \quad \alpha, \beta=1,2,3 . \tag{14}
\end{equation*}
$$

Note that the vectors $e^{\alpha}$ depend on the direction $\theta$ and hence these backprojections have angular weights and do not coincide with the usual scalar backprojection.

The 3D Fourier transform of the backprojection of a directional measurement $\alpha$ (or $\alpha, \beta)$ can be calculated using the central section theorem above. For instance, one has for vectors:

$$
\begin{align*}
\hat{b}_{i}^{\alpha}(\nu) & =\int_{\mathbb{R}^{3}} d x \exp (-2 \pi i x \cdot \nu) b_{i}^{\alpha}(x) \\
& =\int_{\Omega} d \theta e_{i}^{\alpha} \int_{\theta^{\perp}} d s \exp (-2 \pi i s \cdot \nu) p^{\alpha}(s, \theta) \int_{\mathbb{R}} d l \exp (-2 \pi i l \nu \cdot \theta) \\
& =\int_{\Omega} d \theta e_{i}^{\alpha} \hat{p}^{\alpha}(\nu, \theta) \delta(\nu \cdot \theta) \\
& =\frac{1}{\|\nu\|} \hat{v}_{j}(\nu) \hat{k}_{i, j}^{\alpha}\left(\frac{\nu}{\|\nu\|}\right) \quad \nu \in \mathbb{R}^{3}, \tag{15}
\end{align*}
$$

where we have for each direction $\theta$ decomposed the position vector as $x=s+l \theta$ with $s \cdot \theta=0$, and the filter $\hat{k}$ is a tensor given by

$$
\begin{equation*}
\hat{k}_{i, j}^{\alpha}(n)=\int_{\Omega} d \theta e_{i}^{\alpha}(\theta) e_{j}^{\alpha}(\theta) \delta(n \cdot \theta) \quad n \in S^{2} \tag{16}
\end{equation*}
$$

For tensors one finds similarly:

$$
\begin{equation*}
\hat{b}_{i, j}^{\alpha, \beta}(\nu)=\frac{1}{\|\nu\|} \hat{t}_{k, l}(\nu) \hat{k}_{i, j, k, l}^{\alpha, \beta}\left(\frac{\nu}{\|\nu\|}\right) \tag{17}
\end{equation*}
$$

with a contraction over the indices $k$ and $l$. The filter is here a tensor with four indices:

$$
\begin{equation*}
\hat{k}_{i, j, k, l}^{\alpha, \beta}(n)=\int_{\Omega} d \theta e_{i}^{\alpha}(\theta) e_{j}^{\beta}(\theta) e_{k}^{\alpha}(\theta) e_{l}^{\beta}(\theta) \delta(n \cdot \theta) . \tag{18}
\end{equation*}
$$

### 3.2 3D Radon transform

The central section theorem for the directional Radon transform is easily found to be:

$$
\begin{equation*}
\hat{r}^{\alpha}(\nu, \theta)=e_{j}^{\alpha} \hat{v}_{j}(\nu \theta) \quad \nu \in \mathbb{R}, \alpha=1,2,3, \tag{19}
\end{equation*}
$$

and for tensors

$$
\begin{equation*}
\hat{r}^{\alpha, \beta}(\nu, \theta)=e_{i}^{\alpha} \hat{t}_{i, j}(\nu \theta) e_{j}^{\beta} \quad \nu \in \mathbb{R}, \alpha, \beta=1,2,3 \tag{20}
\end{equation*}
$$

The dual operator is here also a directional backprojection involving an angular weight defined by the vectors $e^{\alpha}(\theta)$. These operator map each directional measurement onto a vector (tensor) as follows:

$$
\begin{equation*}
b_{i}^{\alpha}(x)=\int_{S^{2}} d \theta r^{\alpha}(x \cdot \theta, \theta) e_{i}^{\alpha} \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{i, j}^{\alpha, \beta}(x)=\int_{S^{2}} d \theta r^{\alpha}(x \cdot \theta, \theta) e_{i}^{\alpha} e_{j}^{\beta} \tag{22}
\end{equation*}
$$

The 3D Fourier transform of these backprojections have again a simple relation with the original vector or tensor, namely, with $n=\nu /\|\nu\|$,

$$
\begin{equation*}
\hat{b}_{i}^{\alpha}(\nu)=\frac{2}{\|\nu\|^{2}} e_{i}^{\alpha}(n) e_{j}^{\alpha}(n) \hat{v}_{j}(\nu), \tag{23}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{b}_{i, j}^{\alpha, \beta}(\nu)=\frac{2}{\|\nu\|^{2}} e_{i}^{\alpha}(n) e_{j}^{\beta}(n) e_{k}^{\alpha}(n) e_{l}^{\beta}(n) \hat{t}_{k, l}(\nu) \tag{24}
\end{equation*}
$$

## 4 Reconstruction from the complete set of directional data

### 4.1 The X-ray transform

When the whole set of directional data is available the vector or tensor field can be reconstructed easily using standard filtered backprojection. Indeed, using the completeness relation

$$
\begin{equation*}
\sum_{\alpha=1}^{3} e_{i}^{\alpha} e_{j}^{\alpha}=\delta_{i, j} \tag{25}
\end{equation*}
$$

which holds for any triple of orthonormal basis vectors, one can recover the 3D X-ray transform of any component of the vector (tensor) as a linear combination of the directional measurements. For example,

$$
\begin{equation*}
\sum_{\alpha=1}^{3} e_{i}^{\alpha} p^{\alpha}(s, \theta)=\int_{-\infty}^{+\infty} d l \sum_{\alpha=1}^{3} e_{i}^{\alpha} e_{j}^{\alpha} v_{j}(s+l \theta)=\int_{-\infty}^{+\infty} d l \delta_{i, j} v_{j}(s+l \theta)=\int_{-\infty}^{+\infty} d l v_{i}(s+l \theta) \tag{26}
\end{equation*}
$$

is the X-ray transform of the function $v_{i}(x)$. Applying usual 3D filtered-backprojection one obtains:

$$
\begin{equation*}
v_{i}(x)=\sum_{\alpha=1}^{3} \int_{\Omega} d \theta p^{F \alpha}(x-(x \cdot \theta) \theta, \theta) e_{i}^{\alpha} \tag{27}
\end{equation*}
$$

with filtered data given by

$$
\begin{equation*}
p^{F \alpha}(s, \theta)=\int_{\theta^{\perp}} d s^{\prime} h_{\Omega}\left(s-s^{\prime}\right) p^{\alpha}\left(s^{\prime}, \theta\right) \tag{28}
\end{equation*}
$$

and $h_{\Omega}$ is the kernel associated with the Colsher filter [73] corresponding to the set of measured directions $\Omega$ ( assumed to satisfy Orlov's condition [74] ):

$$
\begin{equation*}
h_{\Omega}(s)=\int_{\mathbb{R}^{3}} d \nu \exp (2 \pi i \nu \cdot s) \hat{h}_{\Omega}(\nu) \tag{29}
\end{equation*}
$$

with Colsher's filter

$$
\begin{equation*}
\hat{h}_{\Omega}(\nu)=\frac{1}{\int_{\Omega} d \theta \delta(\nu \cdot \theta)}=\frac{\|\nu\|}{\int_{\Omega} d \theta \delta(\nu \cdot \theta /\|\nu\|)} . \tag{30}
\end{equation*}
$$

Thus reconstruction from a complete set of directional data is a straightforward extension of the standard scalar inversion. Note however that the backprojection in equation (13) has an angular weight introduced by $e_{i}^{\alpha}$.

For tensor the same approach yields

$$
\begin{equation*}
t_{i, j}(x)=\sum_{\alpha=1}^{3} \sum_{\beta=1}^{3} \int_{\Omega} d \theta p^{F \alpha, \beta}(x-(x \cdot \theta) \theta, \theta) e_{i}^{\alpha} e_{j}^{\beta} \tag{31}
\end{equation*}
$$

An alternative consists in first applying the directional backprojection as in equation (13) and (14), and then using the completeness relation equation (25). After taking the 3D Fourier transform, one has:

$$
\begin{equation*}
\sum_{\alpha=1}^{3} \hat{b}_{i}^{\alpha}(\nu)=\frac{1}{\|\nu\|} \hat{v}_{j}(\nu) \sum_{\alpha=1}^{3} \hat{k}_{i, j}^{\alpha}\left(\frac{\nu}{\|\nu\|}\right) . \tag{32}
\end{equation*}
$$

But from equations (16) and (25)

$$
\begin{equation*}
\sum_{\alpha=1}^{3} \hat{k}_{i, j}^{\alpha}(n)=\delta_{i, j} \int_{\Omega} d \theta \delta(n \cdot \theta) \quad n \in S^{2} \tag{33}
\end{equation*}
$$

which is the product of the Kronecker tensor with the reciprocal of the angular part of Colsher's filter. Finally, reconstruction reads:

$$
\begin{equation*}
\hat{v}_{i}(\nu)=\hat{h}_{\Omega}(\nu) \sum_{\alpha=1}^{3} \hat{b}_{i}^{\alpha}(\nu) . \tag{34}
\end{equation*}
$$

Reconstruction is simple: sum the directional backprojections of the three data $\alpha=1,2,3$ and filter the result using the usual 3D Colsher filter. A similar result holds for tensors.

To conclude this section, we give for completeness the expression of Colsher filter for the case where the set of measured directions is an equatorial band with axis $a=(0,0,1)$ and aperture $2 \theta_{0}$, i.e. $\Omega=\left\{u \in S^{2}:\left|u_{z}\right| \leq \sin \theta_{0}\right\}$ :

$$
\begin{align*}
\left(\hat{h}_{\Omega}(n)\right)^{-1} & =4 \arcsin \left(\frac{\sin \theta_{0}}{|\sin \psi|}\right) & & |\sin \psi|>\sin \theta_{0} \\
& =2 \pi & & |\sin \psi| \leq \sin \theta_{0}
\end{align*}
$$

where $\sin \psi=\sqrt{1-n_{z}^{2}}$.

### 4.2 The Radon transform

Using the same completeness relation in equation (25), the usual filtered-backprojection inversion of the 3D X-ray transform can be extended to vectors and tensors when all directional measurements are available. Following the same lines as above, one finds for vectors:

$$
\begin{equation*}
v_{i}(x)=\frac{-1}{8 \pi^{2}} \sum_{\alpha=1}^{3} \int_{S^{2}} d \theta e_{i}^{\alpha} \frac{\partial^{2}}{\partial s^{2}} r^{\alpha}(s=x \cdot \theta, \theta) \tag{36}
\end{equation*}
$$

For tensors,

$$
\begin{equation*}
t_{i, j}(x)=\frac{-1}{8 \pi^{2}} \sum_{\alpha=1}^{3} \sum_{\beta=1}^{3} \int_{S^{2}} d \theta e_{i}^{\alpha} e_{j}^{\beta} \frac{\partial^{2}}{\partial s^{2}} r^{\alpha, \beta}(x \cdot \theta, \theta) \tag{37}
\end{equation*}
$$

Reconstruction by filtering the backprojected data can also be obtained from equations (21) and (22).

## 5 Reconstruction from a single directional measurement

We have seen in the previous section that the reconstruction of a tensor or vector field from a complete set of directional data is a fairly trivial extension of the usual scalar reconstruction methods. Especially for tensors however, the acquisition of a full set of measurements (i.e
six measurements $\alpha, \beta$ ) may be problematic. The question then naturally arises: which information can be obtained from a smaller set of data? Motivated by the example of the Doppler tomography of velocity field, we focus here on the case where a single directional data is available, that corresponds to the vector $e^{1}(\theta)=\theta$. This means, for the X-ray transform, that we only measure the scalar product of the vector (or tensor) with the unit vector along the integration ray. For the 3D Radon transform, this corresponds to measuring plane integrals of the scalar product with the vector orthogonal to the plane.

Considering first the X-ray transform, we rederive the general result demonstrated in the book by Sharafutdinov [51], namely that it is possible to reconstruct the solenoid part of the vector (or tensor, see below) from that single measurement. We will give a simpler proof of this result for the special case analyzed here, and furthermore generalize this result to the case where the set $\Omega$ of measured projections is smaller than $S^{2}$. In the case of vector fields, this situation was analyzed by Sparr [2].

### 5.1 Decomposition of a tensor or vector field into solenoid and potential parts

As shown in Sharafutdinov, a smooth symmetric tensor field which vanishes sufficiently rapidly at infinity can be decomposed in a unique way as follows:

$$
\begin{equation*}
t_{i, j}(x)={ }^{s} t_{i, j}(x)+\frac{1}{2}\left(\partial_{i} \phi_{j}(x)+\partial_{j} \phi_{i}(x)\right), \tag{38}
\end{equation*}
$$

where $\phi$ is a vector potential and ${ }^{s} t$ is a symmetric solenoid tensor field, that is one that is divergence free:

$$
\begin{equation*}
\partial_{i}^{s} t_{i, j}(x)=\partial_{j}^{s} t_{i, j}(x)=0 \quad i=1,2,3, \tag{39}
\end{equation*}
$$

with the usual implicit sum over $j$. This generalises the well-known decomposition of a vector field due to Helmholz:

$$
\begin{equation*}
v_{i}(x)={ }^{s} v_{i}(x)+\partial_{i} \phi(x), \tag{40}
\end{equation*}
$$

where $\phi$ is a scalar potential and ${ }^{s} v$ is a solenoid vector field, that is one that is divergence free. Usually ${ }^{s} v$ is written as the curl of another divergence free vector field (the vector potential) but we will not use this representation here.

The decomposition into solenoid and potential parts can also be illustrated by considering the Fourier transforms. Noting that the partial derivative with respect to $x_{j}$ is equivalent to the multiplication of the Fourier transform by $-2 \pi i \nu_{j}$, one sees that the divergence free condition for the solenoid component of the tensor becomes:

$$
\begin{equation*}
\nu_{j}^{s} \hat{t}_{i, j}(\nu)=0 \quad i=1,2,3 \tag{41}
\end{equation*}
$$

Thus the decomposition amounts to separating the components, in Fourier space, that are parallel to the frequency $\nu$. The solenoid component is then given simply by projecting the Fourier transform of the vector (tensor) onto the plane orthogonal to $\nu$ [51]:

$$
\begin{align*}
{ }^{s} \hat{v}_{i}(\nu) & =\hat{v}_{i}(\nu)-n_{i}\left(n_{k} \hat{v}_{k}(\nu)\right) \\
{ }^{s} \hat{t}_{i, j}(\nu) & =\hat{t}_{i, j}(\nu)-n_{i}\left(n_{k} \hat{t}_{k, j}(\nu)\right)-n_{j}\left(n_{k} \hat{t}_{i, k}(\nu)\right)+n_{i} n_{j}\left(n_{k} n_{l} \hat{t}_{k, l}(\nu)\right), \tag{42}
\end{align*}
$$

where $n=\nu /\|\nu\|$. It also follows that the solenoid components of a vector (tensor) field depends on two (three) scalar functions.

We are now going to show, following Sharafutdinov, that the whole solenoid component can be recovered from a single directional measurement, namely $p^{1}$ (for vectors) or $p^{11}$, for tensors. That this is possible at all is due to the redundancy of the 3D X-ray transform.

### 5.2 The vector case with full acceptance

We start with the case where all parallel projections are measured, i.e. $\Omega=S^{2}$ and will use the symmetry properties of the problem to determine the explicit form of the tensor

$$
\begin{equation*}
\hat{k}_{i, j}^{1}(n)=\int_{S^{2}} d \theta \theta_{i} \theta_{j} \delta(n \cdot \theta) \quad n \in S^{2} \tag{43}
\end{equation*}
$$

in equation (15). To determine the closed form expression of this tensor, we use the a priori knowledge that it can only be a function of the unit vector $n=\nu /\|\nu\|$ since no other specific direction appears in the problem owing to the full rotational symmetry of the set $\Omega$. Hence $\hat{k}_{i, j}$ can only be constructed from $n_{i}$ and from the Kronecker tensor $\delta_{i, j}$ (remember that it is symmetric so we cannot use $\epsilon_{i, j, k}$ ). Thus, there must be constants $A$ and $B$ such that

$$
\begin{equation*}
\hat{k}_{i, j}^{1}(n)=A n_{i} n_{j}+B \delta_{i, j} . \tag{44}
\end{equation*}
$$

But we also know that our tensor must be divergence free (as can be seen from equation (43)) and therefore we have the additional constraint

$$
\begin{equation*}
n_{i} \hat{k}_{i, j}^{1}(n)=(A+B) n_{j}=0 \rightarrow B=-A . \tag{45}
\end{equation*}
$$

Finally, by noting that

$$
\begin{equation*}
\hat{k}_{i, i}^{1}(n)=\int_{S^{2}} d \theta \delta(n \cdot \theta)=2 \pi=A+3 B=-2 A \tag{46}
\end{equation*}
$$

one finds

$$
\begin{equation*}
\hat{k}_{i, j}^{1}(n)=\pi\left(\delta_{i, j}-n_{i} n_{j}\right) \equiv \pi \epsilon_{i, j} . \tag{47}
\end{equation*}
$$

We are now ready to reconstruct the Fourier transform of the solenoid component of the vector field from the backprojection of the directional measurement $p^{1}$. Indeed, using equation (15) and (47), we have

$$
\begin{align*}
\hat{b}_{i}^{1}(\nu) & =\frac{1}{\|\nu\|} \hat{v}_{j}(\nu) \hat{k}_{i, j}^{1}\left(\frac{\nu}{\|\nu\|}\right) \\
& =\frac{\pi}{\|\nu\|}\left(\hat{v}_{i}(\nu)-\frac{1}{\|\nu\|^{2}} \nu_{i} \nu_{j} \hat{v}_{j}(\nu)\right), \tag{48}
\end{align*}
$$

which is the projection of the Fourier transformed vector field onto the plane orthogonal to $\nu$, i.e. the solenoid component of the vector field. One can therefore reconstruct the solenoid part as

$$
\begin{equation*}
{ }^{s} \hat{v}_{j}(\nu)=\frac{\|\nu\|}{\pi} \hat{b}_{i}^{1}(\nu) . \tag{49}
\end{equation*}
$$

Note that, as is well known, the potential part of the vector field is transparent to this directional measurement (i.e. it belongs to its null space).

### 5.3 The tensor case with full acceptance

We now follow the same lines as above to reconstruct the solenoid component of a symmetric tensor from the directional X-ray transform $p^{11}$, assuming again that $\Omega=S^{2}$ and $e^{1}(\theta)=\theta$. The first step is to determine the explicit form of the tensor $\hat{k}_{i, j, k, l}^{1,1}(n)$ in equation (18). We know that this tensor:

1. is symmetrical for all permutations of its indices,
2. is divergence free, i.e. $n_{i} \hat{k}_{i, j, k, l}^{1,1}(n)=0$,
3. must be built only from $n_{i}$ and from $\delta_{i, j}$.

Using the tensor $\epsilon_{i, j}=\delta_{i, j}-n_{i} n_{j}$, the most general symmetrical form is then

$$
\begin{align*}
\hat{k}_{i, j, k, l}^{1,1}(n) & =A\left(\delta_{i, j} \delta_{k, l}+\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}\right) \\
& +B\left(\delta_{i, j} \epsilon_{k, l}+\delta_{i, k} \epsilon_{j, l}+\delta_{i, l} \epsilon_{j, k}+\delta_{k, l} \epsilon_{i, j}+\delta_{j, l} \epsilon_{i, k}+\delta_{j, k} \epsilon_{i, l}\right) \\
& +C\left(\epsilon_{i, j} \epsilon_{k, l}+\epsilon_{i, k} \epsilon_{j, l}+\epsilon_{i, l} \epsilon_{j, k}\right) . \tag{50}
\end{align*}
$$

Now the condition 2. above implies:

$$
\begin{align*}
n_{i} n_{j} n_{k} \hat{k}_{i, j, k, l}^{1,1}(n) & =0=3 A n_{l} \rightarrow A=0 \\
n_{i} n_{j} \hat{k}_{i, j, k, l}^{1,1}(n) & =0=B \epsilon_{k, l} \rightarrow B=0 \\
\hat{k}_{i, j, i, j}^{1,1}(n)=8 C & =\int_{S^{2}} d \theta \delta(\theta \cdot n)=2 \pi \tag{51}
\end{align*}
$$

and we obtain therefore

$$
\begin{equation*}
\hat{k}_{i, j, k, l}^{1,1}(n)=\frac{\pi}{4}\left(\epsilon_{i, j} \epsilon_{k, l}+\epsilon_{i, k} \epsilon_{j, l}+\epsilon_{i, l} \epsilon_{j, k}\right) . \tag{52}
\end{equation*}
$$

Consider now the Fourier transform of the backprojection of the directional measurement, which is given by equation (17):

$$
\begin{equation*}
\hat{b}_{i, j}^{1,1}(\nu)=\frac{1}{\|\nu\|} \hat{t}_{k, l}(\nu) \hat{k}_{i, j, k, l}^{1,1}\left(\frac{\nu}{\|\nu\|}\right) . \tag{53}
\end{equation*}
$$

Using the fact that $\hat{k}^{1,1}$ is divergence free and that

$$
\begin{equation*}
{ }^{s} \hat{t}_{k, l} n_{l}=0 \rightarrow{ }^{s} \hat{t}_{k, l} \epsilon_{l, j}={ }^{s} \hat{t}_{k, j} \tag{54}
\end{equation*}
$$

only the solenoid component of the tensor $t$ contributes to this measurement, we get:

$$
\begin{equation*}
\left.\hat{b}_{i, j}^{1,1}(\nu)=\frac{\pi}{4\|\nu\|}\left\{{ }^{s} \hat{t}_{k, l}(\nu) \delta_{k, l}\right) \epsilon_{i, j}+2^{s} \hat{t}_{i, j}\right\} . \tag{55}
\end{equation*}
$$

Denoting the trace of the solenoid tensor as $\tau(\nu)={ }^{s} \hat{t}_{k, k}(\nu)$, the solenoid part can be reconstructed as:

$$
\begin{equation*}
{ }^{s} \hat{t}_{i, j}(\nu)=\frac{2\|\nu\|}{\pi} \hat{b}_{i, j}^{1,1}(\nu)-\frac{\tau(\nu)}{2} \epsilon_{i, j} . \tag{56}
\end{equation*}
$$

The scalar trace can be determined by noting that

$$
\begin{equation*}
\hat{b}_{k, k}^{1,1}(\nu)=\frac{\pi}{4\|\nu\| \|}(2 \tau(\nu)+2 \tau(\nu)) \tag{57}
\end{equation*}
$$

The final result demonstrates that the solenoid part of the tensor, which depends on three scalar functions, can be recovered from a single directional measurement of the 3D X-ray transform provided $\Omega=S^{2}$ ([51], theorem 2.12.2) :

$$
\begin{equation*}
{ }^{s} \hat{t}_{i, j}(\nu)=\frac{2\|\nu\|}{\pi}\left\{\hat{b}_{i, j}^{1,1}(\nu)-\frac{1}{4} \hat{b}_{k, k}^{1,1}(\nu)\left(\delta_{i, j}-\frac{\nu_{i} \nu_{j}}{\|\nu\|^{2}}\right)\right\} . \tag{58}
\end{equation*}
$$

### 5.4 The vector case with limited acceptance

We now show how to analyse the case where the subset of measured parallel projections is limited to an equatorial band $\Omega$ with some fixed symmetry axis $a \in S^{2}$.

The main problem is to build the tensor $\hat{k}_{i, j}^{1}(n)$. In this case, the tensor can be constructed not only from Kronecker's $\delta_{i, j}$ and from the frequency $\nu$, but also from the unit vector $a$ since the set $\Omega$ has only a radial symmetry around this axis, whereas in section 5.1 it had full spherical symmetry. Using the symmetry of the tensor and the fact that it is divergence free, one then obtains the most general expression as $(n=\nu /\|\nu\|)$ :

$$
\begin{equation*}
\hat{k}_{i, j}^{1}(n)=A_{\Omega}(n)\left\{a_{i}-(a \cdot n) n_{i}\right\}\left\{a_{j}-(a \cdot n) n_{j}\right\}+B_{\Omega}(n)\left\{\delta_{i, j}-n_{i} n_{j}\right\} . \tag{59}
\end{equation*}
$$

To evaluate the functions $A_{\Omega}$ and $B_{\Omega}$, we need two equations which are obtained by contracting the tensor as follows:

$$
\begin{align*}
J_{\Omega}(n) & \equiv \int_{\Omega} d \theta \delta(n \cdot \theta)=\hat{k}_{i, i}^{1}(n)=A_{\Omega}\left(1-(a \cdot n)^{2}\right)+2 B_{\Omega} \\
J_{\Omega}^{a}(n) & \equiv \frac{1}{1-(a \cdot n)^{2}} \int_{\Omega} d \theta(a \cdot \theta)^{2} \delta(n \cdot \theta) \\
& =\frac{1}{1-(a \cdot n)^{2}} \hat{k}_{i, j}^{1}(n) a_{i} a_{j}=A_{\Omega}\left(1-(a \cdot n)^{2}\right)+B_{\Omega}, \tag{60}
\end{align*}
$$

which yields

$$
\begin{align*}
A_{\Omega} & =\frac{1}{1-(a \cdot n)^{2}}\left\{2 J_{\Omega}^{a}-J_{\Omega}\right\} \\
B_{\Omega} & =J_{\Omega}-J_{\Omega}^{a} \tag{61}
\end{align*}
$$

in terms of the functions $J_{\Omega}$ and $J_{\Omega}^{a}$ which can easily be calculated (note that $J_{\Omega}$ is the reciprocal of Colsher's filter (30)). Using this result, and following the same lines as for the full acceptance case, we get for the Fourier transform of the backprojected directional data

$$
\begin{align*}
\|\nu\| \hat{b}_{i}^{1}(\nu) & =\hat{v}_{j}(\nu) \hat{k}_{i, j}^{1}\left(\frac{\nu}{\|\nu\|}\right) \\
& =A_{\Omega}\left({ }^{s} \hat{v}_{j}(\nu) a_{j}\right)\left(a_{i}-(a \cdot n) n_{i}\right)+B_{\Omega}{ }^{s} \hat{v}_{i}(\nu) \tag{62}
\end{align*}
$$

The solenoid part of the vector field is then reconstructed as

$$
\begin{equation*}
{ }^{s} \hat{v}_{j}(\nu)=\frac{\|\nu\| \hat{b}_{i}^{1}(\nu)}{B_{\Omega}}\left\{\delta_{i, j}-\frac{A_{\Omega}}{J_{\Omega}^{a}}\left(a_{j}-(n \cdot a) n_{j}\right) a_{i}\right\} \tag{63}
\end{equation*}
$$

provided the denominators do not vanish. This only happens when $\Omega$ reduces to a single equatorial circle normal to $a$, since then $J_{\Omega}^{a}(a)=0$. In the other limit where $\Omega \rightarrow S^{2}$, one has $J_{S^{2}}=2 \pi$ and $J_{S^{2}}^{a}=\pi$ so that $A_{S^{2}}=0$ and $B_{S^{2}}=\pi$. Equation (63) reduces then to (49).

Note finally that the case where $\Omega$ is the union of two equatorial circles can be analyzed following the same lines as above for each great circle and then adding the two contributions. One then checks Sparr's result [2] that the solenoid part can be reconstructed from such data.

### 5.5 The tensor case with limited acceptance: equatorial band

Following the same lines as for vectors, we extend the analysis in section 5.3 to the case where $\Omega$ is an equatorial band with axis $a \in S^{2}$. We first calculate the tensor (18), which may now be built not only from $\delta_{i, j}$ and $n_{j}$ but also from the axis $a$. Taking into account the full symmetry of the tensor and the fact that it must be divergence free, its most general form is:

$$
\begin{align*}
k_{i, j, k, l}^{1,1}(n) & =C_{\Omega}(n)\left\{\epsilon_{i, j} \epsilon_{k, l}+\epsilon_{i, k} \epsilon_{j, l}+\epsilon_{i, l} \epsilon_{j, k}\right\} \\
& +\frac{D_{\Omega}(n)}{1-(a \cdot n)^{2}}\left\{\epsilon_{i, j} \circ_{k} \circ_{l}+\epsilon_{i, k} \stackrel{\circ}{a}_{j} \circ_{l}+\epsilon_{i, l} \circ_{k} \circ_{j}+\epsilon_{k, l} \circ_{i} \circ_{j}+\epsilon_{j, l} \circ_{k} \circ_{i}+\epsilon_{j, k} \circ_{i} \circ_{l}\right\} \\
& +\frac{E_{\Omega}(n)}{\left(1-(a \cdot n)^{2}\right)^{2}} \stackrel{\circ}{i}_{i} \stackrel{a}{j}_{j} \circ_{k} \circ_{l}, \tag{64}
\end{align*}
$$

where $\epsilon_{i, j}$ (defined above, see above eq. (50)) and $\stackrel{\circ}{a}_{i}=a_{i}-(a \cdot n) n_{i}$ are both divergence free. To determine the scalars $C, D$ and $E$, we calculate contractions of the tensor, namely:

$$
\begin{align*}
k_{i, i, k, k}^{1,1} & =J_{\Omega}(n)=8 C_{\Omega}+8 D_{\Omega}+E_{\Omega} \\
\frac{k_{i, i, k, l}^{1,1} a_{k} a_{l}}{1-(a \cdot n)^{2}} & =J_{\Omega}^{a}(n)=4 C_{\Omega}+7 D_{\Omega}+E_{\Omega} \\
\frac{k_{i, j, k, l}^{1,1} a_{i} a_{j} a_{k} a_{l}}{\left(1-(a \cdot n)^{2}\right)^{2}} & =J_{\Omega}^{a a}(n)=3 C_{\Omega}+6 D_{\Omega}+E_{\Omega} \tag{65}
\end{align*}
$$

where the two first $J$ functions are defined above in (60) and

$$
\begin{equation*}
J_{\Omega}^{a a}(n) \equiv \frac{1}{\left(1-(a \cdot n)^{2}\right)^{2}} \int_{\Omega} d \theta(a \cdot \theta)^{4} \delta(n \cdot \theta) \tag{66}
\end{equation*}
$$

One then obtains:

$$
\begin{align*}
C_{\Omega} & =\frac{1}{3}\left(J_{\Omega}-2 J_{\Omega}^{a}+J_{\Omega}^{a a}\right) \\
D_{\Omega} & =\frac{1}{3}\left(-J_{\Omega}+5 J_{\Omega}^{a}-4 J_{\Omega}^{a a}\right) \\
E_{\Omega} & =J_{\Omega}-8 J_{\Omega}^{a}+8 J_{\Omega}^{a a} \tag{67}
\end{align*}
$$

Having now determined the tensor $k$, we calculate the Fourier transform of the backprojection of the directional measurement according to (17):

$$
\begin{align*}
\|\nu\| \hat{b}_{i, j}^{1,1}(\nu) & =\hat{t}_{k, l}(\nu) \hat{k}_{i, j, k, l}^{1,1}\left(\frac{\nu}{\|\nu\|}\right)=C_{\Omega}\left\{\epsilon_{i, j} \hat{t}_{k, k}+2 \hat{t}_{i, j}\right\} \\
& +\frac{D_{\Omega}}{1-(a \cdot n)^{2}}\left\{\epsilon_{i, j}\left(\hat{t}_{k, l} a_{k} a_{l}\right)+2 \stackrel{\circ}{j}_{j} T_{i}+2 \stackrel{\circ}{a}_{i} T_{j}+\stackrel{\circ}{a}_{i} \circ_{j} \hat{t}_{k, k}\right\} \\
& +\frac{E_{\Omega}}{\left(1-(a \cdot n)^{2}\right)^{2}} \stackrel{\circ}{a}_{i} \circ_{j}\left(\hat{t}_{k, l} a_{k} a_{l}\right), \tag{68}
\end{align*}
$$

where we have omitted the arguments $n=\nu /\|\nu\|$ and the ${ }^{s}$ notation for the solenoid part of the tensor, and have defined:

$$
\begin{equation*}
T_{i} \equiv \hat{t}_{i, j} a_{j} \tag{69}
\end{equation*}
$$

This equation can be solved to recover the solenoid tensor $\hat{t}_{i, j}$ provided we can express $T_{i}, \hat{t}_{k, k}$ and $\hat{t}_{k, l} a_{k} a_{l}$ as a function of the data, i.e. of $\hat{b}_{i, j}^{1,1}$. This can be done by calculating contractions $\hat{b}_{k, k}^{1,1}, \hat{b}_{k, l}^{1,1} a_{k} a_{l}$ and $\hat{b}_{i, j}^{1,1} a_{j}$. After lengthy but straightforward calculations, one obtains:

$$
\begin{align*}
\hat{t}_{i, j} & =\frac{\|\nu\|}{2 C_{\Omega}}\left\{\hat{b}_{i, j}^{1,1}+\frac{F_{1}}{1-(a \cdot n)^{2}}\left(\stackrel{\circ}{a}_{j}\left(\hat{b}_{i, k}^{1,1} a_{k}\right)+\stackrel{\circ}{a}_{i}\left(\hat{b}_{j, k}^{1,1} a_{k}\right)\right)+F_{2} \epsilon_{i, j} \hat{b}_{k, k}^{1,1}\right. \\
& \left.+\frac{F_{3}}{1-(a \cdot n)^{2}}\left\{\epsilon_{i, j} \hat{b}_{k, l}^{1,1} a_{k} a_{l}+\stackrel{\circ}{a}_{i} \stackrel{\circ}{j}_{j} \hat{b}_{k, k}^{1,1}\right\}+\frac{F_{4}}{\left(1-(a \cdot n)^{2}\right)^{2}} \stackrel{\circ}{i}_{i} \stackrel{\circ}{j}_{j} \hat{b}_{k, l}^{1,1} a_{k} a_{l}\right\}, \tag{70}
\end{align*}
$$

where the scalars are given by:

$$
\begin{align*}
F_{1} & =\frac{J_{\Omega}-5 J_{\Omega}^{a}+4 J_{\Omega}^{a a}}{3\left(J_{\Omega}^{a}-J_{\Omega}^{a a}\right)}  \tag{71}\\
F_{2} & =\frac{-J_{\Omega} J_{\Omega}^{a a}+3\left(J_{\Omega}^{a}\right)^{2}-4 J_{\Omega}^{a} J_{\Omega}^{a a}+2\left(J_{\Omega}^{a a}\right)^{2}}{3\left(J_{\Omega} J_{\Omega}^{a a}-\left(J_{\Omega}^{a}\right)^{2}\right)} \\
F_{3} & =\frac{3 J_{\Omega} J_{\Omega}^{a a}+\left(J_{\Omega}^{a}\right)^{2}-2 J_{\Omega}^{a} J_{\Omega}^{a a}-2 J_{\Omega} J_{\Omega}^{a a}}{3\left(J_{\Omega} J_{\Omega}^{a}-\left(J_{\Omega}^{a}\right)^{2}\right)} \\
F_{4} & =\frac{2\left(J_{\Omega}-2 J_{\Omega}^{a}+J_{\Omega}^{a a}\right)\left(J_{\Omega}^{a}\left(J_{\Omega}+J_{\Omega}^{a}\right)-2 J_{\Omega} J_{\Omega}^{a a}\right)}{3\left(J_{\Omega}^{a}-J_{\Omega}^{a a}\right)\left(J_{\Omega} J_{\Omega}^{a a}-\left(J_{\Omega}^{a}\right)^{2}\right)} .
\end{align*}
$$

If $\Omega$ is an equatorial band not limited to a single circle, one can easily show that all denominators appearing above, do not vanish. Indeed,

$$
\begin{equation*}
C_{\Omega}(n)=\frac{1}{3} \int_{\Omega} d u \delta(u \cdot n) \frac{\left(1-(a \cdot n)^{2}-(a \cdot u)^{2}\right)^{2}}{\left(1-(a \cdot n)^{2}\right)^{2}} \tag{72}
\end{equation*}
$$

Note first that there is no singularity in $n=a$ because the denominator is always larger than or equal to the numerator. Next, note that this integral vanishes only if $a$ is always in the plane subtended by $u$ and $n$ and this cannot possibly be true for all $u \in \Omega$ such that $u \cdot n=0$, unless when $a=n$ but in that case the denominator vanishes and the integral has a finite non zero limit. Thus, $C_{\Omega}(n)>0$. Similarly, one can prove that $J_{\Omega}^{a}-J_{\Omega}^{a a}>0$ and $J_{\Omega} J_{\Omega}^{a a}-\left(J_{\Omega}^{a}\right)^{2}>0$.

### 5.6 The tensor case with limited acceptance: three great circles

We extend the analysis in section 5.3 to the case where $\Omega$ is the union of three great circles orthogonal to three linearly independent unit vectors $a^{r}, r=1,2,3$ :

$$
\begin{equation*}
\Omega=\cup_{r=1}^{3} \Omega^{r} \quad \text { with } \quad \Omega^{r}=\left\{\theta \mid \theta \cdot \theta=1, \theta \cdot a^{r}=0\right\} . \tag{73}
\end{equation*}
$$

We define the vectors $b_{p}^{r}=1 / 2 \epsilon_{r, r^{\prime}, r^{\prime \prime}} \epsilon_{p, i, k} a_{i}^{r^{\prime}} a_{k}^{r^{\prime \prime}}$, that is, $b^{1}=a^{2} \times a^{3}, b^{2}=a^{3} \times a^{1}, b^{3}=a^{1} \times$ $a^{2}$. We consider a fixed frequency $\nu$ vector, and define as before the unit vector $n=\nu /\|\nu\|$. We also define as before the orthogonal projections of the vectors $a^{r}$ onto the plane $\nu^{\perp}$, $\stackrel{\circ}{a}_{i}^{r}=a_{i}^{r}-\left(a^{r} \cdot n\right) n_{i}$. These three vectors are divergence-free.

We start from the directional measurement $p^{11}$ of the X-ray transform of the tensor field $t_{i, j}(x)$, as defined in equation (6). Using the central section theorem, equation (11), we can access the given frequency $\nu$ using the X-ray transform along one direction in each great circle. These three directions are

$$
\begin{equation*}
\theta^{r}(\nu)=\frac{a^{r} \times n}{\sqrt{c^{r}(n)}} \in \Omega^{r} \quad r=1,2,3, \tag{74}
\end{equation*}
$$

with $c^{r}(n)=\left\|a^{r} \times n\right\|^{2}=1-\left(a^{r} \cdot n\right)^{2}$ and we assume that the frequency is not along one of the three great circle axis, i.e. we assume that $c^{r}(n) \neq 0, r=1,2,3$. This is also written component wise as

$$
\begin{equation*}
\theta_{i}^{r}(\nu)=\frac{1}{\sqrt{c^{r}(n)}} \epsilon_{i, p, j} a_{p}^{r} n_{j} \tag{75}
\end{equation*}
$$

Then, we have the central section theorem, equation (11),

$$
\begin{equation*}
\hat{p}^{1,1}\left(\nu, \theta^{r}(\nu)\right)=\theta_{i}^{r}(\nu)^{s} \hat{t}_{i, j}(\nu) \theta_{j}^{r}(\nu) \quad r=1,2,3 \tag{76}
\end{equation*}
$$

where we indicate that the $p^{1,1}$ only feels the solenoidal component of the tensor field.
Our problem is now to recover the solenoidal part of the tensor from the directional measurement $p^{1,1}$ on the three great circles. The solution is unique for all frequencies such that $\nu \cdot b^{r} \neq 0$ for $r=1,2,3$, and can be written as:

$$
\begin{align*}
{ }^{s} \hat{t}_{i, j}(\nu) & =\frac{-c^{1}(n)}{2\left(n \cdot b^{2}\right)\left(n \cdot b^{3}\right)}\left(\stackrel{\circ}{a}_{i}^{2} \stackrel{a}{j}_{j}^{3}+\stackrel{\circ}{a}_{i}^{3} \stackrel{a}{j}_{j}^{2}\right) \hat{p}^{1,1}\left(\nu, \theta^{1}(\nu)\right) \\
& +\frac{-c^{2}(n)}{2\left(n \cdot b^{1}\right)\left(n \cdot b^{3}\right)}\left(\stackrel{\circ}{a}_{i}^{1} \stackrel{a}{a}_{j}^{3}+\stackrel{\circ}{a}_{i}^{3} \stackrel{a}{j}_{j}^{1}\right) \hat{p}^{1,1}\left(\nu, \theta^{2}(\nu)\right) \\
& +\frac{-c^{3}(n)}{2\left(n \cdot b^{1}\right)\left(n \cdot b^{2}\right)}\left(\stackrel{\circ}{a}_{i}^{2} \stackrel{a}{j}_{j}^{1}+\stackrel{\circ}{a}_{i}^{1} \stackrel{a}{j}_{j}^{2}\right) \hat{p}^{1,1}\left(\nu, \theta^{3}(\nu)\right) . \tag{77}
\end{align*}
$$

To prove this result, first note that the tensor (77) is solenoidal because $n_{i} \dot{a}_{i}^{r}=0$ for each $r=1,2,3$. Next, note that replacing the tensor ${ }^{s} \hat{t}_{i, j}$ in equation (76) by $\dot{a}_{i}^{2} \dot{a}_{j}^{3}+\stackrel{\circ}{a}_{i}^{3} \dot{a}_{i}^{2}$ yields,

$$
\begin{align*}
A^{r}:=\theta_{i}^{r}\left(\grave{a}_{i}^{2} \stackrel{a}{a}_{j}^{3}+\stackrel{\circ}{a}_{i}^{3} \dot{a}_{i}^{2}\right) \theta_{j}^{r} & =\theta_{i}^{r}\left(a_{i}^{2} a_{j}^{3}+a_{i}^{3} a_{j}^{2}\right) \theta_{j}^{r} \\
& =\frac{1}{c^{r}(n)} \epsilon_{i, p, q} a_{p}^{r} n_{q}\left(a_{i}^{2} a_{j}^{3}+a_{i}^{3} a_{j}^{2}\right) \epsilon_{j, k, l} a_{k}^{r} n_{l} \tag{78}
\end{align*}
$$

Due to the anti-symmetry of the $\epsilon, \epsilon_{i, p, q} a_{p}^{r} a_{i}^{2}=0$ if $r=2$, and hence, $A^{2}=A^{3}=0$ and $A^{1}=-2\left(n \cdot b^{2}\right)\left(n \cdot b^{3}\right) / c^{1}(n)$. Therefore, the tensor (77) is symmetrical, solenoidal and satisfies equation (76) for $r=1,2,3$. This concludes the proof.

Finally we need to discuss the special case of a frequency $\nu$ which is orthogonal to one of the vectors $b^{r}$, say $\nu \cdot b^{1}=0$. As $b^{1}=a^{2} \times a^{3}$, this means that $n$ is in the plane spanned by $a^{2}$ and $a^{3}$. Then, the vectors $a^{2} \times n$ and $a^{3} \times n$ are colinear, hence $\theta^{2}(\nu)= \pm \theta^{3}(\nu)$. In this case, $\hat{p}^{1,1}\left(\nu, \theta^{2}(\nu)\right)=\hat{p}^{1,1}\left(\nu, \theta^{3}(\nu)\right)$, and therefore we get only two equations instead of three to determine the solenoidal tensor. The solution is not unique in this case. The only exception is if $\nu$ is along $a^{2}$ (or along $a^{3}$ ) because in that case we can access this frequency from any $\theta \in \Omega^{2}\left(\Omega^{3}\right)$.

### 5.7 Reconstruction from a single directional measurement of the Radon transform

In the previous sections we have seen that

1. The potential components of vectors (tensors) are in the null space of the directional measurement $p^{1}\left(p^{1,1}\right)$ of the 3D X-ray transform,
2. The solenoid part can be recovered from this measurement not only when $\Omega=S^{2}$ but even with a smaller set of measured parallel projections.
We now consider the corresponding measurement of the 3D Radon transform, i.e. $r^{1}$ or $r^{1,1}$ for tensors, i.e. we measure plane integrals of the scalar product of the vector or tensor with the vector $\theta$ normal to the plane of integration. The information which can be extracted from such data is elicited by noting that the Fourier transform of the corresponding directional backprojection are given by (see equation 23 and 24):

$$
\begin{equation*}
\hat{b}_{i}^{1}(\nu)=\frac{2}{\|\nu\|^{2}} n_{i} n_{j} \hat{v}_{j}(\nu) \tag{79}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{b}_{i, j}^{\alpha, \beta}(\nu)=\frac{2}{\|\nu\|^{2}} n_{i} n_{j} n_{k} n_{l} \hat{t}_{k, l}(\nu) \tag{80}
\end{equation*}
$$

with $n=\nu /\|\nu\|$. Comparing this with the Fourier description of the decomposition into solenoid and potential components we see that

1. The potential part of vector fields can be recovered,
2. But the potential part of tensors cannot be recovered.

For example, a tensor field such that its Fourier transform has the form

$$
\begin{equation*}
\hat{t}_{i, j}(\nu)=f(\nu)\left\{e_{i}^{1}(\nu /\|\nu\|) e_{j}^{2}(\nu /\|\nu\|)+e_{j}^{1}(\nu /\|\nu\|) e_{i}^{2}(\nu /\|\nu\|)\right\}, \tag{81}
\end{equation*}
$$

where $e^{1}(n)=n$ and $e^{2}(n)$ is normal to $n$, is transparent both to the directional X-ray transform $p^{1,1}$ and to the directional Radon transform $r^{1,1}$. Other directional data are therefore required to reconstruct the whole tensor field, whereas for vectors $p^{1}$ and $r^{1}$ are sufficient, as shown by Sparr [2].

## 6 Summary

Here we have developed formulations for the reconstruction of 3D tensor fields from planar (Radon) and line-integral (X-ray) projections of 3D vector and tensor fields. Much of the motivation for this work is the potential application of MRI to perform diffusion tensor tomography. The goal is to develop a theory for the reconstruction of both Radon planar and X-ray or line-integral projections because of the flexibility of MRI to obtain both of these type of projections in 3D. The development presented here for the linear tensor tomography problem provides insight into the structure of the nonlinear MRI diffusion tensor inverse problem.

A particular application of tensor imaging in MRI is the potential application of cardiac diffusion tensor tomography for determining in vivo cardiac fiber structure. One difficulty in the cardiac application is the motion of the heart. This presents a need for developing future theory for tensor tomography in a motion field. This means developing a better understanding of the MRI signal for diffusion processes in a deforming media.

The techniques developed may allow the application of MRI tensor tomography for the study of structure of fiber tracts in the brain, atherosclerotic plaque, and spine in addition to fiber structure in the heart. However, the relations presented are also applicable to other fields in medical imaging such as diffraction tomography using ultrasound. The mathematics presented can also be extended to exponential Radon transform of tensor fields and to other geometric acquisitions such as cone beam tomography of tensor fields.
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