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Neutrinoless double beta decay (0νββ) is a yet unobserved nuclear process that would demonstrate
Lepton number violation, a clear evidence of beyond standard model physics. The process two neutrino
double beta decay (2νββ) is allowed by the standard model and has been measured in numerous
experiments. In this Letter, we report a measurement of 2νββ decay half-life of 100Mo to the ground state of
100Ru of ½7.07� 0.02ðstatÞ � 0.11ðsystÞ� × 1018 yr by the CUPID-Mo experiment. With a relative
precision of �1.6% this is the most precise measurement to date of a 2νββ decay rate in 100Mo. In
addition, we constrain higher-order corrections to the spectral shape, which provides complementary
nuclear structure information. We report a novel measurement of the shape factor ξ3;1 ¼ 0.45�
0.03ðstatÞ � 0.05ðsystÞ based on a constraint on the ratio of higher-order terms from theory, which can
be reliably calculated. This is compared to theoretical predictions for different nuclear models. We also
extract the first value for the effective axial vector coupling constant obtained from a spectral shape study of
2νββ decay.

DOI: 10.1103/PhysRevLett.131.162501

For more than 20 years it has been known that neutrinos
have mass via measurements of neutrino oscillations [1,2].
This raises the question of the nature of this mass. If the
neutrino is its own antiparticle, a Majorana particle, then a
decay mode of some nuclei would become possible,
neutrinoless double beta decay (0νββ) (see reviews [3–5]).
This decay could be observed in nuclei for which single
beta decay is energetically disallowed (or disfavored by
angular momentum). Two neutrons would be transformed
into two protons, with the emission of only two electrons.
The observation of this decay would have profound
consequences for particle physics by showing that the
Lepton number is not a fundamental symmetry of nature
and providing clear evidence of beyond standard model
physics.
The measurement of the decay rate could also provide a

method to measure the effective neutrino mass [6]. Under
the light Majorana neutrino exchange mechanism the
decay rate would be related to the effective Majorana
mass hmββi by

1=T0ν
1=2 ¼ G0ν · g4A · jM0νj2 · hmββi2=m2

e; ð1Þ

where G0ν is the phase space factor,M0ν the nuclear matrix
element (NME), gA the effective axial-vector coupling
constant, and me the electron mass. While G0ν can be
calculated almost exactly [7], the NME is the result of
complex many-body nuclear physics calculations (see the
review [8]) and is only known to a factor of a few. To
interpret the results of next-generation experiments these
calculations must be improved. In addition, it has been
observed that nuclear models often overpredict the decay
rate of β− and 2νββ. To account for this gA can be replaced
with an effective value gA;eff [9–11]. Therefore there is still
a possibility the 0νββ decay rate could be much lower than
expected for an unrenormalized value of gA (1.27). This
would have significant impact on the discovery probability
of next-generation experiments [12,13]. To constrain this
possibility new measurements are needed.

Two neutrino double beta decay (2νββ) conserves
Lepton number and is allowed within the standard model.
It has been observed in a number of nuclei [14]. The decay
rate of 2νββ decay can be described to a good approxi-
mation as

1=T2ν
1=2 ¼ G2ν · g4A · jM2νj2; ð2Þ

where G2ν is the phase space factor,M2ν is the NME. Since
0νββ and 2νββ share the same initial and final nuclear
states, an accurate prediction of T2ν

1=2 and therefore an
accurate description of the nuclear structure, is a necessary
condition to obtain reliable estimates of M0ν. These
measurements are often used to tune the parameters of
the nuclear models. However, they cannot alone answer
questions about the value of gA;eff since only the product
M2ν × g2A;eff is measured.
The 2νββ decay spectrum is typically described using

two approximations: the single and higher state dominance
hypotheses (SSD=HSD) [15]. In these approximations, the
decay is supposed to proceed via a single intermediate 1þ
state. For the HSD model this state is an average higher
energy state from the region of the Gamow-Teller reso-
nance, while for SSD it is the lowest energy 1þ state.
The description of the 2νββ decay spectrum was

improved in [16,17]. In this approach, a Taylor expansion
is performed in terms of the Lepton energies. The differ-
ential decay rate relates to phase space factors and NMEs as

dΓ
dE

¼ g4A;eff jMGT−1j2
�
dG0

dE
þ ξ3;1

dG2

dE

þ 1

3
ξ23;1

dG22

dE
þ
�
1

3
ξ23;1 þ ξ5;1

�
dG4

dE

�
: ð3Þ

Here, G0, G2, G22, G4 are the phase space factors for
different terms in the Taylor expansion. ξ3;1 ¼
MGT−3=MGT−1 and ξ5;1 ¼ MGT−5=MGT−1 are ratios of
NMEs. By fitting the energy distribution of electrons to
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this model, constraints on ξ3;1; ξ5;1 can be obtained that can
be compared to theoretical predictions. MGT−3 and MGT−5
are expected to be dominated by contributions from lower-
lying states due to the higher power of the energy
denominators so measurement of ξ3;1; ξ5;1 provide com-
plementary nuclear structure information to the half-life.
Within this model the HSD spectrum can be recovered by
fixing ξ3;1; ξ5;1 to zero, and the SSD approximation can be
used to predict nonzero ξ3;1; ξ5;1 as in [16]. ξ values larger
than the SSD values would indicate mutual cancellation
between lower and higher lying states.
As described in [16], a measurement of ξ3;1 and the half-

life can be used to extract a value for gA;eff of

g4A;eff ¼
T−1
1=2 × ξ23;1
M2

GT−3G
; ð4Þ

where G ¼ G0 þ ξ3;1G2 þ ξ23;1G22=3þ ðξ23;1=3þ ξ5;1ÞG4.
MGT−3 can be computed reliably within the interacting
shell model (ISM), which describes accurately low lying
states of nuclei.
So far the analysis to extract the ξ factors has only been

performed by the KamLAND-Zen experiment [18], which
established an upper bound on ξ3;1 in 136Xe decays, which
is still compatible with both the ISM and pn-QRPA
calculations.
We compute 2νββ NMEs MGT−1, MGT−3, and MGT−5

within the proton-neutron quasiparticle random-phase
approximation (pn-QRPA) [19,20] and described in more
detail in the Supplemental Material [21]. These calculations
are performed for a range of gA;eff values. We compute the
phase space factors G0, G2, G4, G22 considering Dirac
wave functions with finite nuclear size and electron screen-
ing as in [7].
The experimental signature of 2νββ decay is a continu-

ous spectrum in the summed energies of the electrons.
Differentiation of the signal from background is more
challenging than for 0νββ decay: the decay rate must be
extracted from a fit to the full spectrum using detailed
simulations of the various contributions to the experimental
background (see, for example, [22–25]).
Therefore, a very low background is imperative to make

a precise measurement. Scintillating cryogenic calori-
meters provide a technique to reach very low background
rates [26–28]. In particular, a scintillation light signal in
coincidence with a heat signal in the calorimeter can be
used to remove α particle backgrounds [28–31].
In this Letter, we describe a measurement of the 2νββ

decay rate and spectral shape of 100Mo using the CUPID-
Mo experiment, a demonstrator for the next-generation
0νββ decay experiment CUPID [32]. A detailed description
of the experiment can be found in [33]. It consisted
of an array of 20 lithium molybdate (LMO) cryogenic
calorimeters, enriched in 100Mo (96.6� 0.2% isotope

abundance) each of around 200 g mass. In addition, 20
germanium light detectors (LD), also operated as cryogenic
calorimeters, were employed to readout the scintillation
light signal used for particle identification to remove the α
particle background. An individual module of CUPID-Mo
consisted of an LMO crystal attached to a copper
holder and a Ge LD. Both the LMO and LD signals were
read out using neutron transmutation doped germanium
thermistors [34]. These modules were then arranged into
five towers of four LMOs each and installed in the
EDELWEISS cryostat [35] at the Laboratoire Soutterain
de Modane, France. It collected a total exposure of
1.48 kg × yr of 100Mo between 2019 and 2020. The
scintillation light signal allowed a complete rejection of
α particles, while an excellent energy resolution of
7.7� 0.4 keV FWHM was measured at 3034 keV [36].
This performance lead to a limit on 0νββ in 100Mo of
T0ν
1=2 > 1.8 × 1024 yr (90% credible interval) [36].
For this analysis we use the full data collected by

CUPID-Mo. A detailed description of the data processing
is given in [36] and was also used for [37,38]. An optimal
filter based analysis chain [39], which maximizes the signal
to noise ratio, is used to select physics events and estimate
pulse amplitudes. Spurious events, such as pileup or spikes
induced by electronics, are removed using a principal
component analysis based pulse shape cut [36,40], nor-
malized to ensure an energy independent efficiency.
Because of the relatively short range of electrons in
LMO, both 0νββ and 2νββ to ground states are likely to
deposit energy in just a single LMO detector. However,
background events induced by γ quanta are more likely to
deposit energy in multiple crystals. As such we define the
“multiplicity” (M) of an event as the number of LMO
detectors with a pulse above the 40 keV energy threshold
within a �10 ms window. In addition, muon induced
events are excluded using a dedicated muon veto
system [41]. We select β, γ-like events using the scintilla-
tion light signal as described in detail in [36]. We also
remove events with a trigger in one LD with high 60Co
contamination as described in [37,38]. Multiplicity one γ=β
(M1;γ=β) events are used to extract the signal rates while
M2 are used to constrain the γ background. We also extract
the spectra at high energy without any α rejection, this
dataset (M1;α) is used to constrain the radioactivity of the
LMO crystals and other nearby components.
The energy resolution and bias in the energy scale are

measured using γ lines. The efficiency of all selection cuts
has been estimated as 88.9� 1.1% for M1;γ=β [36,38]. No
evidence of energy dependence was found, over the range
of the fit, and our cuts are normalized to have an energy-
independent efficiency.
To extract the rate of 2νββ decay we construct a model

of the data described in detail in [38]. We simulate using
Geant4 [42] the 2νββ signal, using both the SSD and HSD
models parametrized from [7] and the contributions to the
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improved 2νββ model from Eq. (3) [16]. We also simulate
radioactive contaminations in the various components of
the experimental setup. These simulations are then con-
volved with a detector response model consisting of the
energy resolution of the detectors, energy threshold, coin-
cidences, and dead times of the detectors.
We use a Bayesian analysis based on JAGS [43,44] to fit

our three experimental spectra ðM1;γ=β;M1;α;M2Þ to a
sum of Monte Carlo (MC) simulations. The details of the
choices of the model components are given in [38]. The fit
to the M1;γ=β spectrum uses a range of 100–4000 keV. A
variable binning is used so that at minimum 15 keV bins are
used in the continuum region and then bins are combined so
at least 15 events are in each bin. Each γ or α peak is placed
in one bin to avoid the systematic effect of the peak line
shape. We show theM1;γ=β fit in Fig. 1. We call this fit our
“reference fit”: we see that this model is able to describe all
the features of the experimental data, and that the data are
dominated by 2νββ decay events. While in [38] the SSD
model of 2νββ was used by default, for this work we
instead use the improved 2νββ model, and consider SSD as
a cross-check. By using the improved model, which allows
the spectral shape to vary during the fit, we marginalize
over the theoretical uncertainty in the spectral shape.
We study the consistency between our model and data

using pseudoexperiments. We generate from the best fit
model a set of 1000 pseudoexperiments, and for each we
perform the background model fit and extract − logðLÞ.
The value obtained for the M1;γ=β data is consistent with
the expected distribution. In particular, we extract a p
value, or the probability of observing equal or larger
fluctuations of 0.54.
From the background model fit we extract the 2νββ

decay rate. We consider systematic uncertainties related to
the number of reconstructed events and the efficiency and

isotopic abundance conversion factors. We have performed
a series of tests varying the assumptions of our background
model to assess the dependence of T1=2 on these choices.
For each test a probability distribution is assumed for the
systematic uncertainty based on the change in the best fit
value with respect to our reference fit. We then compute a
convolution of these distributions and the posterior dis-
tribution from the fit to obtain the posterior distribution
considering all systematic uncertainties. This can be
considered a generalization of adding in quadrature to
non-Gaussian uncertainties.
First we perform tests to check the dependence of our

results on the γ radioactivity source location. We remove far
sources of Th=U radioactivity leading to a slightly lower
2νββ rate (−0.83%) and then close (10 mK) sources of
Th=U radioactivity leading to a higher rate (þ0.22%). In
principle, this uncertainty is already marginalized over in
our analysis. However, our fit favors far sources of radio-
activity, possibly due to some other effects such as pure β
decays, so we take a conservative approach considering an
uncertainty of�0.83% from the first test. This is assigned a
Gaussian distribution to account for the possibility of even
further sources than those included in our model.
Anthropogenic β− decays could contribute to our back-

ground. In our model we include a source of 90Sr þ 90Y,
consisting of two pure β− decays with Q values 546,
2276 keV and ∼60 h delay. This is one of the only
anthropogenic contaminations with a large enough Q value
to correlate with 2νββ decay and a relatively long half-life.
In our model the activity is constrained as 179þ36

−32 μBq=kg.
Since the convergence of this parameter is driven by events
at low energy that could have several origins we repeat the
fit without this contribution. We obtain a half-life value
þ1.0% higher than the reference and we assign a uniform
probability distribution between the reference and this fit.
We repeat the fit removing any contributions where the

smallest 68% interval contains zero activity, which we call
the “minimal model.” In our analysis, all the contributions
are assigned non-negative uniform priors; therefore, a large
number of parameters could bias the fit leading to a smaller
2νββ rate. We find a small shift of þ0.24% in the 2νββ
decay rate for this fit. We assign a Gaussian distribution
with 0.24% uncertainty for this systematic uncertainty. We
also check that our fit is not biased using our set of
pseudoexperiments. The distribution of obtained T1=2 is
consistent with the fit to data.
We perform fits varying the energy scale by ∓ 1 keV

resulting in a 2νββ decay rate shifted by þ0.11
−0.16%, which we

assign an asymmetric-Gaussian distribution.
Our reference fit uses a variable binning described

in [38]. We repeat the fit using fixed binning of 1, 2,
10, 20, and 30 keV. The largest effect is for a binning of
2 keV where the rate is reduced by −0.37%. We take a
conservative approach considering a Gaussian distribution
with �0.37% standard deviation.

500 1000 1500 2000 2500 3000 3500 4000

Energy [keV]

100

200

300

400

500

600

700

C
ou

nt
s/

ke
V

/k
g/

yr
Data
Model

���2
Background

500 1000 1500 2000 2500 3000 3500 4000

Energy [keV]

4�
3�
2�
1�
0
1
2
3
4

R
es

id
ua

l 0

FIG. 1. Fit of the M1;γ=β spectrum showing the main contri-
butions to the model and the residuals defined as
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. The model describes well the experimental
data and the spectrum above ∼500 keV is dominated by 2νββ
events.
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To assess the dependence on the accuracy of the MC
simulations we generate simulations of 2νββ decay where
we vary the Bremsstrahlung cross section by �10%. These
lead to þ0.13

−0.22% change in the 2νββ rate, to which we assign
an asymmetric-Gaussian distribution.
To account for the statistical uncertainty in the MC

simulations we perform a fit adding nuisance parameters to
the model as is done in [22]. This leads to a −0.11% smaller
2νββ rate, which we consider a systematic with a Gaussian
distribution.
The final systematic uncertainties are on selection

efficiency and 100Mo abundance, which are 1.2% and
0.2%, respectively, and are assigned Gaussian distributions.
These systematic uncertainties are summarized in Table I.
Computing the convolution of all systematic uncertain-

ties in Table I and converting to the decay rate we compute
the posterior distribution of T−1

1=2 (see Ref. [21]) for both the
statistical only uncertainty and the combined uncertainty.
From the central 68% credible interval we extract a
measurement of

T2ν
1=2 ¼ ½7.07� 0.02ðstatÞ � 0.11ðsystÞ� × 1018 yr: ð5Þ

With a relative uncertainty of�1.6% this is one of the most
precise determinations of a 2νββ decay half-life. The half-
life is in agreement with our previous result obtained with a
much smaller exposure [24], the value from NEMO-3 [45]
and one obtained using the SSD 2νββ spectral shape model.
Next, we extract the values of the shape factors from the

fit. We find a clear contribution from higher-order terms
with a mild preference for a contribution from ξ5;1 instead
of ξ3;1 (see more details in Supplemental Material [21]).
However, the parameters ξ3;1 and ξ5;1 are strongly anti-
correlated with ρ ¼ −0.92. Thus, the fit is not sensitive to
whether this contribution originates from ξ3;1 or ξ5;1.

However, within nuclear structure calculations the value
of ξ5;1=ξ3;1 can be calculated reliably since MGT−3 and
MGT−5 depend on contributions from low lying states. The
value of ξ5;1=ξ3;1 within pn-QRPA is 0.364–0.368 depend-
ing on gA;eff and the nuclear potential. Within the SSD
hypothesis the value is 0.367 [16] and within the ISM it is
0.349 [46,47]. To reduce the degeneracy in our model we
perform a fit with a Gaussian prior on ξ5;1=ξ3;1 with a mean
of the SSD prediction and a conservative 5% uncertainty.
From this fit we extract the value of ξ3;1 to compare to

theoretical predictions. We consider the same systematic
uncertainties as for the half-life (also shown in Table I). The
largest effects are found to be from the MC bremsstrahlung
cross section and the choice of parameters of the model.
The posterior distribution of this observable both before
and after convolution with the systematics is shown in
Fig. 2. We extract a measurement:

ξ3;1 ¼ 0.45� 0.03ðstatÞ � 0.05ðsystÞ: ð6Þ

We compare our measurement of ξ3;1 to pn-QRPA
theoretical predictions in the lower panel of Fig. 2.
Within pn-QRPA the gpp parameter (the strength of the
particle-particle interaction) is tuned using our measure-
ment of the half-life for each gA;eff . Since the calculated
values of ξ3;1 depend on gA;eff , our measurement of ξ3;1

TABLE I. Systematic uncertainties in the determination of the
2νββ decay rate and ξ3;1. All uncertainties are assigned either a
Gaussian or asymmetric-Gaussian (for asymmetric uncertainties)
posterior distribution with the exception of the 90Sr þ 90Y, where
we assign a uniform distribution.

Systematic test
Uncertainties
T1=2 [%]

Uncertainties
ξ3;1 [%]

Source location 0.83 0.9
90Sr þ 90Y þ1.0a −4.9a

Minimal model 0.24 7.7
Binning 0.37 1.4
Energy bias þ0.11

−0.16
þ3.5
−3.7

Bremsstrahlung þ0.13
−0.22

þ6.0
−6.8

MC statistics 0.11 1.4
Efficiency 1.2 � � �
Isotopic abundance 0.2 � � �

aUniform distribution.
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FIG. 2. Posterior distribution of ξ3;1 both with and without
convolution with the systematic uncertainties (upper figure). In
the lower panel we compare to the pn-QRPA, ISM and SSD
theoretical values as a function of gA;eff for two potentials (CD-
Bonn and Argonne V18; see Supplemental Material [21] for more
details).
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provides complementary information on gA;eff . We find the
experimental value is incompatible (∼8σ) with the pre-
diction of the HSD hypothesis of ξ3;1 ¼ ξ5;1 ¼ 0, some-
what incompatible with that from the ISM (∼2.1σ) but
mostly compatible with that from the SSD hypothesis
(∼1.4σ) and the pn-QRPA predictions if the value of
gA;eff is moderately quenched (> 0.8) or unquenched.
We encourage computation of ξ3;1 and ξ5;1 in additional
theoretical frameworks such as the interacting boson
model [48]. To extract a value for gA;eff within the pn-
QRPA framework, we sample from the distribution of ξ3;1
from our fit and for each sample we extract the correspond-
ing gA;eff values. Assigning equal weights to the CD-Bonn
and Argonne V-18 nuclear potentials we extract a posterior
distribution on gA;eff and thus we extract a value:

gA;effðpn-QRPAÞ ¼ 1.0� 0.1ðstatÞ � 0.2ðsystÞ: ð7Þ

As mentioned previously an analysis of ξ3;1 and the half-
life can be used to extract a measurement of gA;eff ifMGT−3
is known [see Eq. (4)]. Using the value of MGT−3 from the
ISM [46,47] and our fit we reconstruct

gA;effðISMÞ ¼ 1.11� 0.03ðstatÞ � 0.05ðsystÞ: ð8Þ

The statistical uncertainty is obtained by sampling from the
Markov chain; therefore, combining the uncertainties on
T1=2 and ξ3;1, the systematic uncertainty is obtained from
the same tests as previously considered. This is the first
measurement of gA;eff from a spectral shape study of
2νββ decay.
In this Letter, we have reported a measurement of the

2νββ decay half-life of 100Mo. Utilizing excellent back-
ground rejection, a very clean spectrum is obtained that
allowed us to obtain the most precise ever measurement of a
2νββ decay rate in this isotope. Special attention was paid
to the systematic uncertainties affecting the result, particu-
larly to the source location, model choices, and MC
accuracy.
In addition, we obtained a first of its kind measurement

of a novel nuclear structure observable ξ3;1 based on an
improved description of the 2νββ decay process. The value
of this observable is found to be incompatible with an HSD
prediction, mildly incompatible with predictions from the
ISM, but compatible with pn-QRPA predictions and a
moderately quenched or unquenched value of gA;eff .
Finally, we report two novel measurements of gA;eff , the
first of their kind obtained from a spectral shape study of a
2νββ decay.
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