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ABSTRACT OF THE THESIS

Effects of sub-perceptual vagus nerve stimulation on brain activity measured
intra-cranially in humans

by

Yihan Zi

Master of Science in Bioengineering

University of California San Diego, 2020

Professor Eric Halgren, Chair
Professor Gert Cauwenberghs, Co-Chair

The general state of the human organism is modulated by the Autonomic Nervous System

(ANS) comprised of two balancing influences: sympathetic and parasympathetic. The basal

forebrain (BF) cholinergic and the locus coeruleus (LC) noradrenergic system within the brain

innervates the cerebral cortex and regulates cognitive functions such as arousal, attention, learning,

and sleep. The peripheral autonomic nervous system is linked with the cortical projection systems

and modulates cortical activity levels in the human brain, which has been shown in various

studies of vagus nerve stimulation (VNS) effect on cognitive functions, but its mechanism still
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remains unclear. The purpose of this study is to determine if sub-perception stimulation on the

auricular branch of the vagus nerve will produce mild event-related cortical modulation. Our

study provided a detailed view of local neuron population activity through depth electrodes

implanted in 5 epileptic subjects, and analyzed the acute effect of VNS on intracranial EEG

in post-stimulation period versus baseline in the time and frequency domains. We have found

rare but significant (p < .001) small-amplitude modulations: 1) 2 out of 487 channels contain

event-related changes in local field potentials activity (0.1-40Hz) located in insula and postcentral

gyrus; 2) 4 out of 487 channels contain high gamma (70-190Hz) analytic amplitude decrease

located in lateral temporal and frontal cortex, amplitude increase located in cingulate gyrus; and

3) 7 out of 71 channels contain α & β band power reduction located in insula, prefrontal cortex

and cingulate gyrus. These results suggest that sub-perception non-invasive VNS may be able to

modulate cortical activity in widely distributed regions, which provides a potential method for a

variety of illness treatment such as Parkinson disease and Alzheimer’s disease.
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Chapter 1

Introduction

1.1 Autonomic Nervous System

The Autonomic Nervous System (ANS) innervates our internal organs and modulates

their activities, generally not under direct voluntary control. The functions of the ANS are to keep

the internal homeostasis or adjust it as required by changing circumstances [26].

ANS is composed of 2 anatomically and functionally distinct divisions, the sympathetic

system and the parasympathetic system. The parasympathetic nervous system is often considered

the ”rest and digest” or ”feed and breed” system, while the sympathetic nervous system is often

considered the ”fight or flight” system [39]. Both systems provide some degree of nervous input

to a given tissue at all times and either increase/enhances or decrease/inhibits the activity of

the innervated structure. Parasympathetic fibres are sent to various viscera to ensure different

involuntary functions, such as Cranial Nerve X (Vagus nerve) originates from the medulla of the

central nervous system (CNS), interfacing with the parasympathetic control of organs in the neck,

thorax, abdomen and reaching to the colon [45].

Parasympathetic Nervous System presynaptic neuron cell bodies are located in medulla

and the sacral segment of the spinal cord within the central nervous system (CNS). The medulla
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receives information from the hypothalamus, which acts as an integrator for autonomic functions,

receives autonomic regulatory input from the limbic system and cortex. In summary, ANS

activities are modulated by the hypothalamus and the brainstem, also influenced by the cerebral

cortex and the limbic system. Direct outputs to autonomic preganglionic neurons arise from

the paraventricular and lateral hypothalamus, the parabrachial nucleus (PB), the nucleus tractus

solitarius (NTS), certain monoamine groups such as the A5 noradrenergic neurons, serotonergic

raphe neurons, and adrenergic neurons in the ventrolateral medulla. Less direct outputs from the

cerebral cortex, amygdala, and periaquaductal gray matter are relayed into the cell groups with

direct input to the preganglionic inputs [25].

Beyond anatomical structure providing a link between the central and autonomic nervous

system, there are lots of experiments revealed cortical regulation on ANS in humans. A great

number of functional imaging studies have revealed the correlation between cortical regions and

autonomic functions [3]. For lesion data, a study on stroke patients indicated that the cardiac

arrhythmias is very common after acute cerebrovascular events, even in the absence of structural

heart disease. Patients (right-handed) from the studied groups presented higher sympathetic

activation in right hemisphere stroke. These data are according to other results of similar studies,

where it was proved that the right insular cortex seems to modulate the sympathetic tone and left

insular cortex modulates the parasympathetic activity in these patients [16]. In a study applying a

counting Stroop task to probe dorsal (dACC) and ventral (vACC), fMRI data analysis revealed a

cluster of activation in the left vACC which was correlated significantly with high-frequency heart

rate variability and represented the parasympathetic modulatory role of the vACC [38]. There are

also electroencephalographic (EEG) studies have shown that greater right frontal activation was

associated with increases in HR or blood pressure during unpleasant emotional stimuli [48][55].

The cortical neural firing was found co-varying with cardiac-cycle duration from depth electrodes

recordings on epilepsy patients [29]. Theta band activities in the frontal area were correlated

negatively with sympathetic activation based on heart rate variability during the performance of
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an attention-demanding meditation procedure [31].

1.2 Vagus Nerve Stimulation

Due to vagus nerve’s important role in ANS, Vagus Nerve Stimulation (VNS) is widely

studied in clinics to modulate systemic inflammatory responses to endotoxin [7], becoming a new

promising therapeutic tool inflammatory bowel disease [6], and a potential beneficial therapy in

heart failure, cardiac arrhythmias, and other cardiac diseases [49][59]. Besides the descending

regulation of autonomic functions, the vagus nerve comprises more than 80% of afferent nerves

mostly conveying sensory information about the state of the body’s organs to the CNS. Vagal

afferents primarily project to the nucleus tractus solitarius (NTS), which in turn sends fibers to

other brainstem nuclei important in modulating the activity of subcortical and cortical circuitry as

shown in Figure 1.1[22].

Vagus nerve afferent network provides the condition for VNS modulation on the cortical

activity. In implanted VNS therapy on depression patients, blood oxygenation level dependent

(BOLD) signal revealed that over time VNS therapy was associated with ventro-medial prefrontal

cortex deactivation, and acute VNS produced greater right insula activation [41]. Assessed

by questionnaire and clinical evaluation, VNS is also found being able to enhance emotion

recognition ability [15], recognition memory and memory storage [14] in humans. VNS has

shown significant improvement on seizure control by many authors with an overall mean seizure

reduction of 28% to 85%. However, the mechanism of how it works still remains unclear. VNS

induced changes in EEG has long been studied in animal models. VNS at a frequency of 24–50

Hz induced rapid desynchronized activity in the orbitofrontal cortex and cerebellum in cats [9],

and suppressed sleep spindling whereas it attenuates synchronized activities [58][12]. Synaptic

plasticity in the pathway between the infralimbic (IL) medial prefrontal cortex and the basolateral

complex of the amygdala was also found modulated by VNS [13]. But there is still a lack of
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Figure 1.1: The vagus afferent network. Schematic diagram showing the important brain-
stem centers and subcortical and cortical structures that likely underlie VNS treatment effect.
ACC = anterior cingulate cortex; amyg = amygdala; hyp = hypothalamus; ins = insula; PB
= parabrachial nucleus; PFC = prefrontal cortex; S1 = primary somatosensory cortex; thal
= thalamus. Copyright Kate Campbell, Medical & Scientific Visualizations. Published with
permission.

direct evidence of cortical activity level changes from VNS shown for human subjects. An early

cervical VNS study by Hammond et al. [24] brought up a concern that VNS evoked potential

was myogenic in the region of the stimulation, based on amplitude scalp distribution and verified

through chemically induced muscle paralysis. Another study by Salinski and Burchiel [47] failed

to find any acute effect on awake scalp EEG following pre- and post- periods of stimulation

activation, which was 30 to 60s train of square wave pulses at 5 to 10min interval with a total

of 24 epochs. Despite of those two cases, what’s often seen was cognitive functions evaluations

by means of auditory or visual ERP measured from cap EEG, such as visual N2/P3 amplitude

was found affected by VNS [8]. Post VNS treatment, P3 of auditory ERP from mid-line cap

EEG electrodes is found significantly increased and correlated with Hamilton depression score

[42]. EEG-desynchronization is another mainly investigated effect of VNS, which is considered

the major mechanism of anti-epileptic action of VNS in patients with intractable seizures [27].
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Chronic VNS on epileptic subjects was found to increase the power spectrum as well as the intra-

and interhemispheric synchronization of EEG frequencies between 20-50 Hz (gamma frequencies)

[35]. Chronic VNS also affects EEG desynchronization through the entire sleep-waking cycle by

increasing the proportion of rapid eye movements (REM) sleep and decreasing daytime sleepiness

[34][20].

Various medical devices were approved by FDA for treatments like epilepsy, anxiety

and depression, and under investigation as a possible treatment for asthma and Alzheimer’s

disease. Though VNS therapy systems efficacy benefits were more common to be seen in an

implantable device on adjunctive, long-term treatment of chronic or recurrent diseases in patients.

Stimulation-related adverse events, cost and accessibility led to the development of non-invasive

VNS modulators. There is NEMOS & NSS-2 Bridge VNS devices providing stimulation with

electrodes placed on the auricular branch of the vagus nerve for the treatment of epilepsy and

opoid withdrawal, or cervical VNS like gammaCore device for the treatment of migraine and

cluster headache. Stimuli amplitude was commonly adjusted above the detection threshold

and below the pain threshold at the stimulation site. In very few sub-perception stimulation

preliminary findings, one study found that sub-perception threshold auricular trans-dermal vagal

stimulation improved supine cardio-vagal function in POTS patients with low vagal modulation

[17].

Despite numerous preclinical and clinical studies and its widespread applications for

patients, the precise mechanism that enables those clinical benefits still remains unknown. The

effect of VNS on different EEG phenomena is now increasingly investigated in order to understand

mechanisms of VNS at a neurophysiological level. In this thesis, we looked for biomarkers from

human Intracranial EEG recordings with depth electrodes, which provide neuronal information

from relatively local population and temporal resolution at the millisecond scale. Therefore our

study has the potential to track the link between cortical activities and autonomic modulation,

and thus potentially treat a variety of illnesses through a non-invasive method with mild VNS
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stimulation.
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Chapter 2

Materials

2.1 Recording

2.1.1 Subjects

Intracranial-encephalography (iEEG) was obtained in 5 epilepsy patients undergoing

depth electrode implantation to localize seizure onset for surgical treatment at Thornton Hospital,

La Jolla, CA. For detailed patient demographics and clinical information, see Table 2.1.
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Table 2.1: Patients characteristics

Patient no. Gender Age Regions w/ interictal discharges Day of stim

15 F 55 left hippocampus 4

16 M 26 left hippocampal head 11

17 M 21 (posterior) hippocampus 8

19 M 21 left & right hippocampal formation 2

21 F 33 frontal pole & middle frontal sulcus & anterior cingulate 2

’Days of stim’ is relative to implant day.

Patients were from 21 to 55 years old, with no previous excision of brain tissue. All

patients gave fully informed consent for data usage as monitored by the local Institutional Review

Board, in accordance with clinical guidelines and regulations at Thornton hospital.

2.1.2 Electrode localization

Each electrode was 1.27 mm in diameter and 1.5 mm long. Each iEEG shaft had 10

to 16 electrodes (2mm or 4 mm or 4.25 mm spacing). Electrode contacts were localized using

postimplant CT superimposed on the preoperative 3T structural MRI after alignment with the

skull.(See two example shafts in Figure 2.1 ) This allows visualization of individual contacts with

respect to anatomy, which was interpreted in reference to published atlases [18].

Channels from contacts that are located in white matter or regions with interictal discharges

as addressed in Table 2.1 were excluded in further analysis, the same as the epileptogenic zone

right hippocampus of subject 15. Channels were also rejected if they contained frequent interictal

spikes in further abnormal artifact detection. There were in total 487 clean channels accepted for

further analysis, and the recordings were sampled at 512 or 1024 Hz.
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(a) Channel RHT 5-4 from subject #15

(b) Channel LPC 2-1 from subject #19

Figure 2.1: Electrode localization
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Electrode final coverage distribution of each subject within the same six regions is shown

in the brain surface reconstruction Figure 2.2.

Figure 2.2: Electrodes distribution of each subject. The radius of the circles represents the
number of channels grouped in the corresponding brain region.

We can discretize the contacts across all subjects into six regions, recordings were obtained

from: 143 prefrontal cortex channels, 45 cingulate cortex channels, 96 amygdala & hippocampus

channels, 44 insula operculum channels, 37 rolandic cortex & supra-marginal gyrus channels,

and 115 temporal lobe channels.

2.2 Experiment design

2.2.1 Device

We used auricular nerve stimulation techniques [52] designed by Vorso Corp., which

mainly consists of two parts: an earpiece and a signal generator. The earpiece was manufactured

in our lab using the design of Vorso STIM100 Earpiece, which allows us to customize ear mold

having a contoured outer surface shaped to fit against the skin of each subject’s external ear in

order to provide stable and comfortable usability. One of the left or right ear was used for stimuli

application, the picked side was dependent on the contralateral side of the cerebral hemispheres
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(a) Vagus nerve branch on external ear

(b) VNS earpiece

Figure 2.3: Auricular VNS device

electrodes mainly distributed in each subject. Stimuli were delivered through two hydro gel

electrodes attached to the ear mold shown in Figure 2.3b, whose location was specifically designed

to place on the cymba conchae area when wearing the earpiece. The auricular area was chosen

based on the vagus nerve branch location as shown in Figure 2.3a [56], it’s the only place on the

surface of the human body where there is afferent vagus nerve distribution.

The signal generator is connected to a Xbee trigger box who outputs trigger pulses for the

purpose of synchronizing events with data acquisition. Vorso program runs on an Arduino Funnel

I/O board which is connected to a computer through Bluetooth, to control the Inter-stimulus

11



Interval (ISI) of the stimulus current applied between two electrodes.

2.2.2 Stimulation

The signal generator generates the electrical therapy signal with 20 kHz bi-phasic rectan-

gular current pulse in a pulse width 20 microseconds, the amplitude can range from about 0.1

mA to about 10 mA. The stimulation intensity was set individually to 70 or 80 percent of each

subject’s threshold of the current perception.

We tested subjects’ threshold of perception through the stair case method. After the

stimulation electrodes were applied to the ear, subjects received increasing and decreasing series

of 10s stimulation trials, and rated the subjective sensation of the stimulation on an 11-point scale,

ranging from nothing (0), light tingling (3), strong tingling (6), to painful (10). The increasing

series of trials started from an intensity of 0.1 mA and increased 0.1 mA on a trial by trial basis

until participants reported a “tingling” sensation of 9. Before starting the decreasing series, the

same intensity was repeated and then reduced trial by trial in 0.1 mA steps until a subjective

sensation of 6 or below was experienced. This procedure was repeated a second time. The final

stimulation intensity used for the experimental procedure was calculated based on the average of

the four intensities rated as 8 (i.e., 2 from increasing and 2 from decreasing series). Details of

each subject see Table 2.2.
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Table 2.2: Stimulation parameters

Patient State Ear of stim Duration Amplitude Trials

15 Awake Left 1.5h 2.6mA 3k

16 Napping Right 2h 1.7mA 1.5k

17 Awake Left 2.5h 2.3mA 5k

19 Sleep Left 7h 2.3mA 6.7k

21 Sleep Left 4h 1.7mA 3k

2.2.3 Inter-stimulus Interval (ISI)

Stimulation was designed to be applied continuously for 100ms, following by different

ISI in each subject. Detailed diagram see Figure 2.4.

Figure 2.4: Stimulation and ISI in each subject

In subject 15, ISI was fixed to 1400ms. In subject 16, we varied ISI length randomly
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ranging from 1200 to 1800ms in the original phasic trial type (indicated as a block with a letter ”P”

in the diagram). In addition, we tested continuous stimulation application for 1min (indicated as

a block with a letter ”S” in the diagram). We alternated these two types of stimulation with 1min

resting time window in between. The 1min continuous stimulation failed to show any response

and was excluded in further analysis. In subject 17, for the purpose of testing if brainwave

entrainment could be induced by our stimulation, we used a constant ISI in every 100 consecutive

trials and varied ISI randomly ranging from 1050 to 1450ms. Trial average temporal response at

each fixed ISI was examined separately, as well as the comparison between the first trial and the

last trial where every ISI transition happened. No brainwave entrainment effect was observed. In

subject 19 & 21, we used random ISI between trials throughout the whole experiment session,

and extended the ISI length range to 3700 to 4300ms, due to low frequency sleep-grapho elements

(slow oscillation 0.1-4Hz, spindles 10-16Hz) exploration need.

Chapter 2 is coauthored with Jerry Shih, Sharona Ben-Haim, Burke Rosen, Charles

Dickey. The thesis author was the primary author of this chapter.

14



Chapter 3

Method

3.1 Preprocessing

Intracranial-EEG (iEEG) recordings were bi-polarized between adjacent contacts to

provide relatively focal measurements of the local field potentials. Bipolar iEEG signals went

through the preprocessing pipeline as per Figure 3.1 before further stimulation evoked response

analysis.

Explanation for each block is below. Line noise was first cleaned by applying a notch

filter at 60, 120 and 180 Hz. Next, extracted features would be either the desired frequency band

or short transients such as Slow Oscillation (SO) or sleep spindles.

Figure 3.1: Block Diagram of Preprocessing
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Segmentation. Continuous channels were segmented into trials afterwards, where time

0 corresponds to the onset of stimulation recorded through the trigger channel. Each trial was

constructed with three types of time windows: pre-stimulation baseline, stimulation, and post-

stimulation resting (or responsive) window, window length varies according to the ISI of the

stimulation on different subjects.

Artifact detection mainly targeted two types of artifacts: Inter-Ictal Spike (IIS) and

amplitude outliers, in order to exclude trials that contain a pathological signal or large amplitude

artifacts. Stimulation artifacts that occurred during the stimulation window were always excluded.

IIS detection is elaborated further in the epileptic background Section 3.1.1.

Outlier detection. We detected outliers through amplitude threshold. The threshold was

decided based on the distribution of maximum neuronal potentials in each trial. For each subject

and each type of feature, the threshold was manually selected from the superimposed distributions

across all channels. Trials that contained detected outliers were discarded before later analysis.

Examples will be shown in specific feature analysis Sections 3.1.1 3.2.1.

Channel Rejection. Lastly, a channel was excluded if its electrode contact location was in

(1) White Matter (WM), (2) outside of the brain, (3) a clinically diagnosed epileptogenic zone.

Noisy channels were also rejected, if they met the condition of more than 25 percentage of trials

were rejected due to significant epileptiform discharges or large amplitude outliers.

3.1.1 Abnormal epileptic background

An epileptic brain can be characterized by interictal state (between seizures), ictal state

(during a seizure), and post-ictal states (after the seizure). Between seizures, the EEG recordings

usually contain interictal epileptiform discharges (IEDS), which are distinctive waves or com-

plexes, distinguished from background activity. IEDs may be divided morphologically into sharp

waves, spikes, spike-wave complexes and polyspike-wave complexes, which have pointed peaks

and last for 20-70 ms (spike) and 70-200 ms (wave). Each of these will be referred to as spikes
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for simplicity.

Since epileptiform discharges are known to correspond to the frequency band of 4-32 Hz

with a large amplitude and sharp edges associated with high-frequency field oscillations [21], the

detection and rejection of these spikes is important for reconstructing a high Signal Noise Ratio

(SNR) recording in Event Revoked Potential (ERP) analysis. We have designed an auto-spike

pattern recognition algorithm as follows:

Inter-Ictal Spike rejection. (1) apply a zero-phase sixth-order Butterworth band-pass filter

from 4 to 40 Hz, with MATLAB function filtfilt() (process signal in both the forward and reverse

directions which reduce edge effect and avoid phase distortion);

Frequency band 4 to 40 Hz was selected by taking the low cut-off of IEDs (4-32Hz) and

high cut-off of Local Field Potential (0.1-40Hz), the frequency band of interest in the following

analysis. This step works as flattening the background of EEG because spike detection was based

on relative amplitude. Setting the high pass cut-off frequency to 4Hz also prevented physiological

large amplitude transients like slow oscillation from being captured.

(2) apply a zero-phase sixth-order Butterworth high-pass filter with cut-off frequency

at 200 Hz, using MATLAB function filtfilt(). Then we segmented continuous recording to

stimulation trials, converted each trial to z-score, and thresholded it with Standard Deviation (SD).

We rejected trials that had spike amplitude > 10 SD. See Figure 3.2 for the histogram used for

estimating threshold.

Applying a high-pass filter at 200Hz to the IIS frequency band signal, was able to capture

the large and sharp edge of the spikes. According to [30], representing a sharp vertical edge

requires many high frequency sinusoidal components. The cut-off frequency of 200Hz was

selected to exclude any possible physiological ripples. Those regularly occur in normal tissue

and are thought to reflect population spike bursts from 100 to 200 Hz paced and synchronised by

recurrent inhibition, while fast ripples’ frequency range exceeds the maximal firing frequency of

most neurons and may appear as pathological activity under epileptic conditions.[32]
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Figure 3.2: Amplitude histogram in IIS frequency band. Histograms for every channel are
superimposed together creating the shades of color, each histogram represents the distribution
of maximum amplitudes (z-score normalized) in each trial. The dark shade of color suggests
shared distribution across all channels.

3.2 Temporal analysis

3.2.1 Local Field Potential

We got the trial average plot in Local Field Potential(LFP) frequency band through the

following procedure: (1) apply a zero-phase sixth-order Butterworth band-pass filter from 0.1 to

40 Hz, with MATLAB function filtfilt() (process signal in both the forward and reverse directions

which reduce edge effect and avoid phase distortion); (2) Segment continuous bipolar channel

signals into stimulation trials (length is around 2s or 4s dependent on the subject); (3) Detect

outliers by converting amplitudes of each trial to z-score, generating the histogram of maximum

Standard Deviation (SD) of each trial, and superimposing the histogram across all channels.

(Figure 3.3 is an example from subject #15 with 99 channels in 0.1 to 40Hz local field potential

frequency band, from which threshold was picked at 4.5 SD ); (4) Reject trials that contain

outliers or IIS, and average clean trials.
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To decide the threshold for amplitude based outlier detection, we converted each trial to

z-score, generated one histogram containing the absolute value of z-score values of all trials from

one channel, and superimposed histograms from all channels together.

Figure 3.3: Amplitude histogram in LFP frequency band. Histograms for every channel are
superimposed together creating the shades of color, each histogram represents the distribution
of maximum amplitudes (z-score normalized) in each trial. The dark shade of color suggests
shared distribution across all channels.

3.2.2 High Gamma

We generated trial average plot in High Gamma frequency band through the following

procedure: (1) apply a zero-phase sixth-order Butterworth band-pass filter from 70 to 190 Hz, with

MATLAB function filtfilt() (process signal in both the forward and reverse directions which reduce

edge effect and avoid phase distortion); (2) Compute upper Hillbert envelope of the continuous

signal using a Hillbert filter with length 500 and take the magnitude; (3) Smooth the HG envelope

by applying a zero-phase sixth-order Butterworth low-pass filter with cut-off frequency at 20Hz,

down-sample to 125Hz to improve computation speed; (4) Segment continuous envelope into

stimulation trials (length is around 2s or 4s dependent on the subject); (5) Detect outliers by
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converting amplitudes of each trial to z-score, generating the histogram of maximum Standard

Deviation (SD) of each trial, and superimposing the histogram across all channels. (The same

method as detecting LFP outliers); (6) Reject trials that contain outliers or IIS, and average clean

trials.

3.2.3 Statistics

Student’s t-test One-sample, two-tailed student’s t-test was performed on both of the

responses ( Local Field Potential and High Gamma frequency Hilbert envelope) to evaluate the

difference between the post stimulation and pre-stimulation resting neuron activity. Assuming

LFP and HG envelope amplitude values at any time point follow a normal distribution, the

mean amplitude value across all trials at each time point in the time window [50ms 1050ms],

was compared to the average amplitude value across the time window [-250ms -50ms]. Using

MATLAB function ttest(), we got a p-value for each time point, which represents the probability

that each time point’s amplitude is the same as the pre-stimulation amplitude. We chose two-tailed

type test because the polarity of each channel is not consistent and activation or suppression

modulation are both accepted. Given a p-value threshold of alpha = 0.05, we discovered the

responsive time range resutling from stimulation.

FDR Correction Since we performed roughly 1000 tests simultaneously (when sample

rate is 1024 Hz)independently, with a critical value of 0.05, we are accepting the risk of 50 ms of

false positive response. For solving the multiple comparison problem, we used the MATLAB

function mafdr(p, ’BHFDR’, alpha) to correct p-value threshold. ’BHFDR’ represents the

Benjamini–Hochberg step-up procedure False Discovery Rate correction[4].

Due to limited sample size, some visible amplitude modification after stimulation in the

average trial plot didn’t appear significant after correction, although it was consistent on odd

and even average trial plot. To test if the observations are meaningful, we reduced the number

of multiple comparisons by testing only the average value over a short time window. Instead of
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running the t-test on every single sample point, we broke the post stimulation time window [50ms

1050ms] into 10 sub-windows with lengths 50, 50, 50, 50, 100, 100, 100, 100, 200, and 200

ms (sequentially) and ran FDR correction only among 10 tests. For further analysis, we mainly

used significant report from epoch method and sample points reports for supplementary potential

responses.

Effect Size Beyond the usage of the statistical significance test, we also used effect size

to quantify the effectiveness of stimulation. The effect size, the standardized mean difference

between pre-stimulation and post stimulation EEG recordings, uses Equation 3.1.

E f f ect Size =
[Mean o f experimental group]− [Mean o f control group]

Standard Deviation o f experimental group
(3.1)

With the assumption that LFP and HG envelope amplitude values at any time point follow normal

distribution, we used the MATLAB function fitdist() to estimate µ and σ, two parameters needed

to describe normal distribution, in Equation 3.2.

E f f ect Sizet =
µpreµt,post

σt,post
(3.2)

Within each channel, we took the baseline window [-250ms -50ms] amplitude values

across all trials to construct a control group distribution getting µpre. For every time point in the

post stimulation response window [50ms 1050ms], we constructed an amplitude value distribution

getting µt,post and σt,post . Therefore, we were able to keep an accurate record of stimulation

effectiveness varying at different latencies post stimulation.

3.2.4 Time-Frequency analysis

After seeing the amplitude modulation over time from LFP and HG frequency band, we

were interested in taking a closer look across a broader frequency band. We used the EEGLAB

function newtimef() to detect transient event-related spectral perturbation (ERSP). In our case, the
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system is non-stationary, meaning the spectrum characteristic changes at different post stimulation

latencies. In addition, we would like to see from low frequency theta band (4-7 Hz) to HG band

(70-190Hz) power change at the same time. For these two reasons, we picked Wavelet Transform

(WT) method for its temporal and spectral resolution trade-off property. The wavelet cycle’s

range we used was [2 10], because the default lowest frequency window is about 0.5 seconds

long, two cycles in 0.5 seconds sets the lowest frequency analyzed to about 4 Hz. With α = 0.05,

newtimef() was also able to perform two-tailed permutation significance test through shuffling

times. Function fdr() from EEGLAB was used for multiple comparison correction, which is based

on Benjamini & Yekutieli implementation of FDR control [5] for the case when the test statistics

have positive regression dependency on each of the test statistics corresponding to the true null

hypotheses like including multivariate t. Number of permutation replications to accumulate was

set to 1000 to maintain more observations.

3.3 Sleep grapho-elements

Sleep recordings from subjects #16, #19 and #21 were used for studying sleep grapho-

elements like spindles and Slow Oscillation activity modulation that result from stimulation.

While sleep stage transitions can be a latent factor that results in spindles and SO activity

variation, analysis was only performed in the N2 period.

In order to distinguish sleep stages throughout EEG recording for each subject, we created

histograms of superimposed detected spindles and SO peak locations across all channels (see

Figure 3.4 for example). N2 sleep stage was estimated to be time period when spindles distributed

evenly and SO activity is not bursting.

22



Figure 3.4: SO & spindles counts distribution through sleep cycles of subject #21. His-
tograms for every channel are superimposed together creating the shades of color, each his-
togram represents the distribution of detected peaks of SO or spindles in time. The dark shade
of color suggests shared distribution across all channels.

3.3.1 Slow Oscillation

SOs were detected on each channel-based algorithm as follows: (1) apply a zero-phase

eighth-order Butterworth bandpass filter from 0.1 to 4 Hz[36]; (2) reject large amplitude (> 15

standard deviation above mean) events; (3) identify consecutive zero crossings within 0.25-3 s;

(4) calculate amplitude peak between zero crossings and retain only the top 20% of peaks for

intracranial recordings. For each channel, every Slow Oscillation’s time location and amplitude

of peak/trough was saved in a matrix.

Peaks and troughs were corrected to align with upstate and downstate of SO. Through

looking at HG band power, polarity of bipolar channel was inverted if necessary to ensure both

upstate involves an up-regulation in high gamma and downstate involves a down-regulation in

high gamma.
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3.3.2 Spindles

Spindles were detected on each channel-based algorithm as follows: (1) apply a zero-

phase eighth-order Butterworth bandpass filter from 10 to 16 Hz[23]; (2) take the Hilbert envelope

of spindle-band signal, smooth the envelope using 300ms win-length Gaussian kernel and 30ms

sigma; (3) peaks in the envelope were detected using a mean + 3 standard deviation threshold,

merge peaks within 1 sec of each other, the peak with greatest amplitude is taken as the true peak;

(4) onset and offset times were determined based on a mean + 1 standard deviation threshold; (5)

putative sleep spindles that were shorter than 0.5 s or longer than 2 s were rejected, as well as

those with large amplitude broadband increases in power. For every spindle in each channel, time

location of [onset, peak, offset], and amplitude of peak were saved in a matrix.

To study stimulation event revoked SO and spindle activity modulation, we re-referenced

peak location of each transient relative to each trial’s stimulation onset time 0. Then we were able

to create peri-stimulus time histograms, in which each bar’s width represent 100ms time window,

height(y-axis) represents number of transients occurred in total across all trials within 100ms,

and each bar’s location(x-axis) represent latency relative to stimulation onset.

Chapter 3 is coauthored with Charles Dickey. The thesis author was the primary author of

this chapter.
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Chapter 4

Results

VNS responses were observed under five types of analysis methods: Local Field Poten-

tial (LFP), High Gamma (HG) envelope, Event-Related Spectral Perturbation (ERSP) , Slow

Oscillation (SO) and spindles during sleep in different subjects.

4.1 Temporal Response

We first looked for temporal response in the LFP and HG frequency band, which suggests

brain regions where VNS evoked time-locked neuron activities.

4.1.1 Local Field Potential

The following set of figures is presenting local field potential responses grouped by

subjects, from which we are able to spot different kinds of response due to the individual

differences and stimulus differences. Meanings and data used to calculate each element presented

in the figures are explained as follow:

The blue trace represents the mean of all trials within one bipolar channel, shaded with

Standard Error Mean. Solid and dotted vertical lines at 0s and 0.1s indicate stimulation onset
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and offset, respectively. The red horizontal line indicates the baseline (average value) across the

channel. Sample points masked in red represent significant changes relative to the individual

trial baseline with p-value < .05, after point to point multiple comparison correction but without

Bonferroni correction for the number of channels tested. Colored bars located at the bottom of

each figure highlight a significant change in amplitude relative to baseline. Red, green and cyan

colored bars represent p-values smaller than 0.05, 0.01, and 0.001 respectively after window

to window multiple comparison correction but without Bonferroni correction for the number

of channels tested. Yellow star labeled channels are the ones that also passed at p < .05 after

Bonferroni correction for the number of channels in that subject. Figures are grouped by subjects.

Responses’ consistency were validated through comparing the average trace of odd and even

trials. Figures with red and orange traces show odd and even trials’ mean from the channels with

significant responses reported by t-test. In addition to significant test for responses, we also used

effect size to describe the effectiveness of stimulation on different locations.

Subject 15

Figure 4.1 and 4.2 are both LFP results from subject 15, whose time domain responses

are observed in the following brain regions: prefrontal cortex, cingulate, amygdala, hippocampus,

insula, and temporal lobe.
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Figure 4.1: Subject 15 LFP Response Part I Each sub-figure shows LFP of a bipolar channel
varying along time , with the y-axis indicates the amplitude in micro-volts and the x-axis
indicates the time in seconds. Channel notations and anatomical locations: LA 03-02: amygdala,
LA 06-05: fundus of collateral sulcus, LA 04-03: amygdala, LA 08-07: superior temporal
sulcus, LA 09-08: middle temporal gyrus, LF 03-02: anterior superior frontal gyrus, LHH 06-05:
fundus of collateral sulcus, RA 06-05: temporal stem, LHT 05-04: temporal stem, RAC 07-06:
middle frontal sulcus
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Figure 4.2: Subject 15 LFP Response Part II Channel notations and anatomical locations:
RAC 03-02: anterior cingulate gyrus, RAC 09-08: middle frontal sulcus, RFD 06-05 & 09-08:
frontal sulcus, RFS 09-08: frontal grey matter, RHT 04-03: posterior hippocampus, RHT 05-04:
insula, ROF 06-05 & 07-06: anterior middle frontal sulcus
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Out of 85 clean channels in subject 15, significant responses are observed in 19 channels,

when expecting 4 channels by chance with FDR control level α = .05. Most of the responses

occurred in the range around 200 to 400ms post-stimulation onset. In channels ROF 7-6 and 6-5

(located in prefrontal cortex), we also observed non-continuous late responses in the time range

of 600ms - 800ms post-stimulation onset.
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Figure 4.3: Subject 15 LFP Response in Odd/ Even Validation Part I Each sub-figure shows
LFP of a bipolar channel split into odd and even trials, with the y-axis indicates the amplitude
in micro-volts and the x-axis indicates the time in seconds. Channel notations and anatomical
locations: LA 03-02: amygdala, LA 06-05: fundus of collateral sulcus, LA 04-03: amygdala,
LA 08-07: superior temporal sulcus, LA 09-08: middle temporal gyrus, LF 03-02: anterior
superior frontal gyrus, LHH 06-05: fundus of collateral sulcus, RA 06-05: temporal stem, LHT
05-04: temporal stem, RAC 07-06: middle frontal sulcus
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Figure 4.4: Subject 15 LFP Response Odd/ Even Validation Part II Channel notations and
anatomical locations: RAC 03-02: anterior cingulate gyrus, RAC 09-08: middle frontal sulcus,
RFD 06-05 & 09-08: superior frontal sulcus, RFS 09-08: frontal grey matter, RHT 04-03:
posterior hippocampus, RHT 05-04: insula, ROF 06-05 & 07-06: anterior middle frontal sulcus
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(a) Channel RHT 5-4 & 4-3

(b) Channel LHT 5-4

Figure 4.5: Starred channel electrodes localization in MRI image

According to Figure 4.3 and 4.4, the responses not replicating in mean amplitude of odd

and even trials reveals that in most channels the significant difference between pre- and post-

stimulation is not from physiological response. In channel LA 6-5 & 8-7, LHH 6-5, RAC 7-6

the amplitude difference size is not bigger than baseline variation. After consistency validation,

only responses in channel LHT 5-4 (located in temporal stem), RHT 5-4 and 4-3 (located around

insula) were accepted (see their anatomical locations in MRI image in Figure 4.5a4.5b), electrodes

mainly located in white matter explain the small amplitude responses. Those accepted three

channels all contain continuous upregulation of the amplitude starting from 50ms post-stimulation

onset.

Channel LHT 5-4 reached to the peak first at around stimulation offset and gradually fell

32



back to baseline at around 800ms post stimulation onset; channel RHT 5-4 & 4-3 share similar

trend reaching peak at around 180ms post-stimulation and back to baseline at around 800ms post

stimulation onset too. The largest response happened in channel RHT5-4 reaching 5 microvolts

at peak.

Figure 4.6: Subject 15 Effect Size Map and Distribution Example of LFP The left panel
shows the biggest effect size in each channel across the response time window. The color
scale represents the effect size. The right panel shows the distribution, where the x-axis is
micro-volts and y-axis is the probability density. The distribution of LFP amplitude values
during the baseline window across all trials is plotted in blue, and the distribution of those
during responsive window is plotted in yellow bar. The orange and purple Gaussian curves are
calculated from blue and yellow distributions respectively.

The effect sizes are small among all the channels, but channel RHT 5-4 (located in insula)

has the distinguished largest effect size of around 0.24. Shown in the distribution on the right
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panel of Figure 4.6, the stimulation increases the mean of LFP amplitude by 6.441 microvolts

when post-stimulation LFP variance is around 26.64.

Subject 16

Figure 4.7 shows the LFP results from subject 16, in which time domain responses are

found in the following areas: prefrontal cortex, insula and primary somatosensory cortex.

Figure 4.7: Subject 16 LFP responses Channel notations and anatomical locations: RPI 10-09
& 09-08: postcentral gyrus, LPC 09-08 & 08-07: rolandic

Out of 145 clean channels in subject 16, significant responses are observed in 4 channels

when expecting 7 channels by chance with FDR control level α = .05. One response in channel

RPI 10-9 (located in postcentral gyrus) occurs in the range around 200ms - 400ms post-stimulation

onset. Then, in channel RPI 9-8 (located in postcentral gyrus), a response occurs at 600ms and

1s post-stimulation. The remaining two channels LPC 9-8 and 8-7 (located in rolandic) contain

downregulation on LFP amplitude after 1s post-stimulation onset, which is unlikely physiological

response in brain.
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Figure 4.8: Subject 16 LFP Response Odd/ Even Validation Channel notations and anatomi-
cal locations: RPI 10-09 & 09-08: postcentral gyrus, LPC 09-08 & 08-07: rolandic

In Figure 4.8, we can see the two traces of channel RPI 9-8 don’t share a similar trend

during the statistically reported significant time and the amplitude increase is not bigger than

background variation. After consistency validation only response in channel RPI 10-9 was

accepted, which started from stimulation offset and reached to the peak at around 210ms post-

stimulation offset and gradually raised back to baseline at around 500ms post stimulation onset

with peak amplitude reaching 6 microvolts. We can see from Figure 4.9 that the electrode is

mainly located in white matter and outside, which explains the small amplitude response.

Figure 4.9: Starred channel RPI 10-9 electrodes localization in MRI image
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Figure 4.10: Subject 16 Effect Size Map and Distribution Example of LFP The left panel
shows the biggest effect size in each channel across the response time window. The color
scale represents the effect size. The right panel shows the distribution, where the x-axis is
micro-volts and y-axis is the probability density. The distribution of LFP amplitude values
during the baseline window across all trials is plotted in blue, and the distribution of those
during responsive window is plotted in yellow bar. The orange and purple Gaussian curves are
calculated from blue and yellow distributions respectively.

Only very few channels in subject #16 contain significant responses, whose effect sizes

are shown in the color-map. The reported biggest effect size around 0.12 in channel LPC 9-8

(located in rolandic) has already been rejected through odd & even trial average validation. For

channel RPI 10-9 with classic waveform, the mean of LFP was downregulated for about 6.389

microvolts, when the post stimulation variance is about 54, together the effect size is about 0.12.
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Subject 17

Figure 4.11 is from subject 17, in which time domain responses are found in the following

areas: amygdala, hippocampus, lingual gyrus and fusiform gyrus.

Figure 4.11: Subject 17 LFP responses Channel notations & anatomical locations: RHT 3-2:
posterior hippocampus, RHH 4-3: hippocampus, RHH 3-2: subiculum, RHH 2-1: entorhinal,
RHB 10-9: medial temporal gyrus, RD3 4-3: fusiform gyrus/lingual gyrus, RAPHG 3-2:
hippocampus, RA 4-3: amygdala
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Out of 77 clean channels in subject 17, significant responses are observed in 8 channels

when expecting 3 channels by chance with FDR control level α = .05 Three channels located in

amygdala and temporal lobe area have responses occurring in the range of 200ms to 400ms post-

stimulation onset. Five channels RHH4-3-2-1, RHT3-2, RAPHG3-2 (located near hippocampus)

have responses occur in the range around 800ms - 1s post-stimulation onset, which is unlikely

physiological response in brain.
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Figure 4.12: Subject 17 LFP Response Odd/ Even Validation Channel notations & anatomi-
cal locations: RHT 3-2: posterior hippocampus, RHH 4-3: hippocampus, RHH 3-2: subiculum,
RHH 2-1: entorhinal, RHB 10-9: medial temporal gyrus, RD3 4-3: fusiform gyrus/lingual gyrus,
RAPHG 3-2: hippocampus, RA 4-3: amygdala

In Figure 4.12, response in channel RHB 10-9 may result from large stimulation artifact.

In channel RD3 4-3, the two traces share a similar trend during the statistically reported significant

time but it’s problematic that the downregulation seems start before stimulation onset, plus it
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didn’t pass the Bonferroni correction. Response in channel RHT 3-2 and channel RA 4-3 are

highly replicated in both odd and even trial averages. But response in channel RHT 3-2 has already

been ruled out due to the latency. After consistency validation, the only accepted significant

response was in channel RA 4-3, which started from stimulation offset, reached peak 1 microvolts

at around 210ms post-stimulation onset, abruptly ends at around 300ms post-stimulation onset.

We can see from Figure 4.13 that the electrode #4 is mainly located in temporal stem (white

matter), electrode #3 is located in amygdala.

Figure 4.13: Starred channel RA 4-3 electrodes localization in MRI image
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Figure 4.14: Subject 17 Effect Size Map and Distribution Example of LFP The left panel
shows the biggest effect size in each channel across the response time window. The color
scale represents the effect size. The right panel shows the distribution, where the x-axis is
micro-volts and y-axis is the probability density. The distribution of LFP amplitude values
during the baseline window across all trials is plotted in blue, and the distribution of those
during responsive window is plotted in yellow bar. The orange and purple Gaussian curves are
calculated from blue and yellow distributions respectively.

All effect sizes in subject 17 are very small, among all channels which reported significant

responses, channel RA 4-3 located in amygdala has the biggest effect size. Shown in the

distribution on right panel, stimulation downregulates the mean of LFP amplitude by 1.39

microvolts when post-stimulation LFP variance is around 21.16, together the effect size is about

0.065, which is minuscule.
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Subject 19

Figure 4.15 is from subject 19, in which time domain responses are mainly found in the

following areas: prefrontal cortex, cingulate cortex, amygdala & hippocampus.
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Figure 4.15: Subject 19 LFP responses Channel notations & anatomical locations: RPC
12-11:fundus of posterior sulcus, RPC 03-02:, RIA 12-11: superior frontal gyrus, RIA 07-06:
insula, RHH 03-02: entorhinal, RHH 02-01: cisterna ambiens, RA 06-05: amygdala, LPC 03-02
& 02-01: cingulate cortex
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Out of 162 clean channels in subject 19, significant responses are observed in 9 channels

when expecting 8 channels by chance with FDR control level α = .05. Channel RA 6-5 (located

in amygdala) has the LFP modified earliest occurring around the range of 200ms to 400ms

post-stimulation onset. Following by channel RIA 12-11 & 7-6 & 3-2 and channel LPC 3-2 &

2-1 (located in cingulate cortex) have LFP modified at around 600 ms post-stimulation onset. The

rest channels have problematic waveforms.
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Figure 4.16: Subject 19 LFP Response Odd/ Even Validation Channel notations & anatomi-
cal locations: RPC 12-11:fundus of posterior sulcus, RPC 03-02:, RIA 12-11: superior frontal
gyrus, RIA 07-06: insula, RHH 03-02: entorhinal, RHH 02-01: cisterna ambiens, RA 06-05:
amygdala, LPC 03-02 & 02-01: posterior cingulate

45



Figure 4.16 shows that only channel RIA 12-11 & 7-6 exhibit a aligned regulation between

odd and even average trial traces where were reported as significant in Figure 4.15. But response

in RIA 12-11 has problematic waveform and the size is not larger than the variance in baseline.

After consistency validation, no responses were accepted from subject 19 which aligns with the

result that no channels passed Bonferroni correction.

Figure 4.17: Subject 19 Effect Size Map and Distribution Example of LFP The left panel
shows the biggest effect size in each channel across the response time window. The color
scale represents the effect size. The right panel shows the distribution, where the x-axis is
micro-volts and y-axis is the probability density. The distribution of LFP amplitude values
during the baseline window across all trials is plotted in blue, and the distribution of those
during responsive window is plotted in yellow bar. The orange and purple Gaussian curves are
calculated from blue and yellow distributions respectively.

Effect sizes in Subject 19 are all very small and evenly spread out with the biggest effect
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size only about 0.075 and happens in channel RIA 12-11, which is located in superior frontal

sulcus. From the distribution on right panel, we can see that stimulation up regulates the mean of

LFP amplitude by 4.9 microvolts when post-stimulation LFP variance is around 64 which aligns

with the observation in Figure 4.16. The effect size in channel RIA 7-6 is about 0.05 read off the

color map, the reason why we couldn’t accepted it is its minuscule LFP amplitude change by 0.5

microvolts, plus it couldn’t pass the Bonferroni correction.

Subject 21

Figure 4.18 is from subject 21, in which time domain responses are mainly found in the

following areas: prefrontal cortex and cingulate.
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Figure 4.18: Subject 21 LFP Response Channel notations & anatomical locations: RSMA
04-03: middle cingulate, LTH 13-12: inferior frontal gyrus, LMEGOF 13-12: inferior frontal
gyrus

Out of 108 clean channels in subject 21, no channel was accepted for significant response

due to no response is replicated in odd and even trial averages and problematic waveforms.
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Figure 4.19: Subject 21 Effect Size Map and Distribution Example of LFP The left panel
shows the biggest effect size in each channel across the response time window. The color
scale represents the effect size. The right panel shows the distribution, where the x-axis is
micro-volts and y-axis is the probability density. The distribution of LFP amplitude values
during the baseline window across all trials is plotted in blue, and the distribution of those
during responsive window is plotted in yellow bar. The orange and purple Gaussian curves are
calculated from blue and yellow distributions respectively.

Effect sizes in Subject 21 are also all very small with the biggest effect size is lower than

.1 and happens in channel LTH13-12, which is located in inferior frontal gyrus. But this channel

has been ruled out due to problematic latency.
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4.1.2 High Gamma Frequency Band Responses

The next set of figures presents Hilbert transform of High Gamma frequency band

responses (y-axis: analytical amplitude in micro-volts; x-axis: time in second). The figures in

this section use the same notation as the LFP figures in Section 4.1.1 but they are restated here.

For each figure, the y-axis shows the amplitude in micro-volts and the x-axis the time in seconds.

The blue trace represents the mean of all trials within one bipolar channel, shaded with Standard

Error Mean. Solid and dotted vertical lines at 0s and 0.1s indicate stimulation onset and offset,

respectively. The red horizontal line indicates the baseline (average value) across the channel.

Sample points masked in red represent significant changes relative to the individual trial baseline

with p-value < .05, after point to point multiple comparison correction but without Bonferroni

correction for the number of channels tested. Colored bars located at the bottom of each figure

highlight a significant change in amplitude relative to baseline. Red, green and cyan colored

bars represent p-values smaller than 0.05, 0.01, and 0.001 respectively after window to window

multiple comparison correction but without Bonferroni correction for the number of channels

tested. Yellow star labeled channels are the ones that also passed at p < .05 after Bonferroni

correction for the number of channels in that subject. Figures are grouped by subjects. Responses’

consistency were validated through comparing the average trace of odd and even trials. Figures

with red and orange traces show odd and even trials’ mean from the channels with significant

responses reported by t-test. In addition to significant test for responses, we also used effect size

to describe the effectiveness of stimulation on different locations.

Subject 15

Figure 4.20 is from Subject 15, where the time domain responses are found in the following

areas: prefrontal cortex, temporal lobe.
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Figure 4.20: Subject 15 HG responses Channel notations & anatomical locations: ROF 09-08
& 08-07: middle frontal gyrus, RHT 10-09: superior temporal gyrus, RHH 10-09 & 09-08:
middle temporal gyrus, RFS 10-09 & 09-08 & 02-01: frontal grey matter

Out of 79 clean channels in subject 15, the 8 channels presented above are detected to

contain significant responses when expecting 3 channels by chance with α = .05. Channels:

ROF 8-7(middle frontal gyrus), RHT 10-9(superior temporal gyrus), RHH 10-9 & 9-8(middle

temporal gyrus) share similar waveforms and have earliest responses starting at around 180ms
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post-stimulation onset. Amplitude suppression ends first in channel RHH 10-9 & 9-8 at around

220ms post-stimulation onset. In channel ROF 8-7, the suppression of amplitude lasts until

around 600ms post-stimulation onset. Overall HG analytical amplitude change is very small with

the biggest one in channel RHH 9-8 reaching 0.17 microvolts at peak.

Figure 4.21: Subject 15 HG Response Odd/ Even Validation Channel notations & anatomical
locations: ROF 09-08 & 08-07: middle frontal gyrus, RHT 10-09: superior temporal gyrus,
RHH 10-09 & 09-08: middle temporal gyrus, RFS 10-09 & 09-08 & 02-01: frontal grey matter
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(a) Channel ROF 8-7

(b) Channel RHH 10-9& 9-8

Figure 4.22: Starred channel electrodes localization

From figures above, we find channel RFS 2-1 & 10-9 doesn’t have consistent response

in odd and even trial mean. Therefore after consistency validation, total number of significant

responses is 6. But only channel ROF 8-7(middle frontal gyrus), and channel RHH 10-9 & 9-8

(middle temporal gyrus) passed Bonferroni correction for the number of tested channels in subject

#15, see their anatomical location in MRI images in Figure 4.22a4.22b. Besides significant test

for responses, we also used effect size to describe the effectiveness of stimulation on different

locations.
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Figure 4.23: Subject 15 Effect Size Map and Distribution Example of HG The left panel of
figure above shows biggest effect size in each channel across responsive time window. Right
panel: distribution: x-axis unit micro-volts, y-axis probability density. the distribution of
HG amplitude values during baseline window across all trials is plotted in blue bars, and the
distribution of those during responsive window is plotted in yellow bars

The biggest effect size of HG envelope in Subject 15 is about 0.1 and happens in channel

ROF 8-7, which is located in middle frontal gyrus. For channel RHT 10-9 that didn’t pass the

Bonferroni correction, we can see its effect size is minuscule (smaller than 0.03 reading off

color-map). From the distribution on right panel, we can see stimulation downregulates the mean

of HG envelope by 0.069 microvolts when variance of it in post-stimulation is around 0.684.
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Subject 16

The following figure is from subject 16. In subject 16, time domain responses are found

in the following areas: prefrontal cortex, parietal operculum, rolandic.

Figure 4.24: Subject 16 HG responses Channel notations & anatomical locations: LPI 05-04:
parietal operculum, LPC 09-08: rolandic, LOF 06-05: obital frontal

Out of 145 clean channels in subject 16, 3 channels presented above are detected contain-

ing significant responses when expecting 7 channels by chance with α = .05 Channels: LPI5-4

located in parietal operculum has the earliest response occurring at around 150ms post-stimulation

onset, but it’s problematic that the size of response is not larger than the variance in baseline. In

channel LPC9-8 (located in rolandic) and LOF6-5 (located in orbital frontal), we observed late

response in the time range of 800ms - 1s post-stimulation onset, which is problematic latency.
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From odd and even trials plots above, we find channel LPC 9-8 and LOF 6-5 don’t have

aligned odd and even trial average traces. Therefore, the total number of channels with significant

responses was corrected to 1.

Figure 4.25: Subject 16 Effect Size Map and Distribution Example of HG The left panel of
figure above shows biggest effect size in each channel across responsive time window. Right
panel: distribution: x-axis unit micro-volts, y-axis probability density. the distribution of
HG amplitude values during baseline window across all trials is plotted in blue bars, and the
distribution of those during responsive window is plotted in yellow bars

The biggest effect size of HG envelope in Subject 16 is around 0.12, which happens

in channel LPC 9-8, which is located in rolandic. But this channels has been ruled out due to

problematic response latency.
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Subject 17

The following figure is from subject 17. In subject 17, time domain responses are found

only in temporal lobe.

Figure 4.26: Subject 17 HG responses Channel notations & anatomical locations: RHH 10-9:
medial temporal gyrus, RD3 4-3:fusiform gyrus/lingual gyrus, RAPHG 10-9: medial temporal
gyrus

After odd and even trial mean consistency validation, out of 74 clean channels in subject

17, 3 channels presented above are detected containing significant responses when expecting 3

channels by chance with α = .05. But channel RHH10-9 and RAPHG10-9 located in middle

temporal gyrus don’t have the aligned odd and even trial average traces. Only channel RD3

4-3 (located in fusiform gyrus/lingual gyrus) has a significant response occur at around 400ms
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post-stimulation onset, but it’s problematic that the size of response is not larger than the variance

in baseline.

Figure 4.27: Subject 17 Effect Size Map and Distribution Example of HG sThe left panel
of figure above shows biggest effect size in each channel across responsive time window. Right
panel: distribution: x-axis unit micro-volts, y-axis probability density. the distribution of
HG amplitude values during baseline window across all trials is plotted in blue bars, and the
distribution of those during responsive window is plotted in yellow bars

Subject 17 shows the biggest effect sizes of HG envelope among all subjects in the color-

map, but those are from refractory period of neuron firing from stimulation artifact in certain

channels. For channels that have significant responses validated through former amplitude-time

figures, channel RD3 4-3 located in fusiform gyrus/lingual gyrus has the biggest effect size at

around 0.04. From the distribution on right panel, we can see stimulation downregulates the mean

of LFP amplitude by 0.062 microvolts when post-stimulation LFP variance is around 1.424.
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Subject 19

The following two figures are from subject 19. In subject 19, time domain responses

are found in the following areas: prefrontal cortex, cingulate, amygdala & hippocampus, insula,

somatosensory cortex & parietal lobe, temporal lobe.
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Figure 4.28: Subject 19 HG responses Part I Channel notations & anatomical locations: RPC
16-15: supramarginal gyrus, RPC 03-02: cingulate gyrus, RPC 02-01: cingulate gyrus, ROF
12-11 & 11-10 & 10-09 & 08-07: inferior frontal gyrus, RHH 14-13 & 11-10: inferior temporal
sulcus, RHH 06-05: hippocampus
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Figure 4.29: Subject 19 HG responses Part II Channel notations & anatomical locations:
RHB 09-08: superior temporal sulcus, LPC 14-13: postcentral gyrus, LPC 02-01: posterior
cingulate, LIM 11-10: fundus of superior frontal sulcus, LIM 08-07 & 07-06: insula

Out of 163 clean channels in subject 19, 17 channels presented above are detected

containing significant responses when expecting 8 channels by chance with α = .05 Except

channel LPC 2-1(cingulate cortex) contains response reaching 0.07 microvolts and channel RPC

2-1 (cingulate gyrus) contains response reaching 0.06 microvolts at peak, the rest responses

are either minuscule smaller than 0.05 microvolts or have problematic waveforms. Responses

in channel ROF 12-11 & 8-7 (inferior frontal gyrus) occurred in the time range of 0.8s - 1.2s

post-stimulation onset, which are problematic latency.
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Figure 4.30: Subject 19 HG Response Odd/ Even Validation Part I Channel notations &
anatomical locations: RPC 16-15: supramarginal gyrus, RPC 03-02: cingulate gyrus, RPC
02-01: cingulate gyrus, ROF 12-11 & 11-10 & 10-09 & 08-07: inferior frontal gyrus, RHH
14-13 & 11-10: inferior temporal sulcus, RHH 06-05: hippocampus
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Figure 4.31: Subject 19 HG Response Odd/ Even Validation Part II Channel notations &
anatomical locations: RHB 09-08: superior temporal sulcus, LPC 14-13: postcentral gyrus, LPC
02-01: posterior cingulate, LIM 11-10: fundus of superior frontal sulcus, LIM 08-07 & 07-06:
insula

From Figure 4.30, only channel RHH 14-13, LIM 11-10 and LPC 2-1, have the response

replicated in both odd & even trial averages. But the size of amplitude decrease in RHH 14-13 is

not bigger than background variation, and LIM 11-10 has problematic waveform. There was also

only channel LPC 2-1 passed Bomferroni correction for the number of tested channels in subject

#19, therefore it was accepted for significant response. See channel LPC 2-1 electrodes in MRI

image Figure 4.32, who are mainly located in comparing to cingulate cortex, which explains the

minuscule response size.
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Figure 4.32: Starred channel LPC 2-1 electrodes localization
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Figure 4.33: Subject 19 Effect Size Map and Distribution Example of HG The left panel of
figure above shows biggest effect size in each channel across responsive time window. Right
panel: distribution: x-axis unit micro-volts, y-axis probability density. the distribution of
HG amplitude values during baseline window across all trials is plotted in blue bars, and the
distribution of those during responsive window is plotted in yellow bars

Among all the channels, channel RHH 6-5 has the biggest effect size in the color-map

at around 0.06 but its response is not replicated in odd & even trial averages. For the starred

channel LPC 2-1, the analytical amplitude was upregulated for 0.114 microvolts, when the post

stimulation variance is about 2.14, together the effect size is about 0.05.
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Subject 21

The following figure is from subject 21. In subject 21, time domain responses are found

in the following areas: prefrontal cortex, cingulate cortex, and precentral sulcus.

Figure 4.34: Subject 21 HG responses Channel notations & anatomical locations: RSMA
15-14: precentral sulcus, RFAC 06-05: orbital, LTH 07-06: putamen, LMEGOF 13-12: inferior
frontal gyrus, LMEG 16-15: inferior frontal gyrus, LMEG 06-05: anterior cingulate cortex

Out of 109 clean channels in subject 21, 6 channels presented above are detected contain-

ing significant responses when expecting 5 channels by chance with α = .05 Channel LMEGOF

13-12 and LMEGOF 16-15 located in inferior frontal gyrus have the earliest response occurring at

around 200ms post-stimulation onset. Channel RSMA 15-14 contains response with amplitude of

0.03 microvolts, channel LMEGOF 13-12 contains response with amplitude of 0.03 microvolts,
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the rest responses are all minuscule smaller than 0.01 microvolts.

Figure 4.35: Subject 21 HG Response Odd/ Even Validation Channel notations & anatom-
ical locations: RSMA 15-14: precentral sulcus, RFAC 06-05: orbital, LTH 07-06: putamen,
LMEGOF 13-12: inferior frontal gyrus, LMEG 16-15: inferior frontal gyrus, LMEG 06-05:
anterior cingulate cortex

In Figure 4.35, only channel LMEG 16-15 & 6-5 have the responses replicated in both

odd & even trial averages during the statistically reported significant time.
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Figure 4.36: Subject 21 Effect Size Map and Distribution Example of HG The left panel of
figure above shows biggest effect size in each channel across responsive time window. Right
panel: distribution: x-axis unit micro-volts, y-axis probability density. the distribution of
HG amplitude values during baseline window across all trials is plotted in blue bars, and the
distribution of those during responsive window is plotted in yellow bars

Effect sizes of HG envelope in subject 21 are all small. The biggest effect size is about

0.07, which is in channel LMEG 6-5 located in anterior cingulate cortex. From the distribution on

right panel, we can see stimulation downregulates the mean of LFP amplitude by 0.009 microvolts

when post-stimulation LFP variance is around 0.127. Even though the effect size is comparable

to accepted responses in other subjects, this channel didn’t pass the Bonferroni correction for the

number of tested channels in subject #21.
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Table 4.1: Summary of LFP and HG responses across all subjects “Sig Epoch” represents
for event-related LFP and HG responses that are reported through epochs-based t-test and
FDR correction. “Stared” represents for yellowed stared channels in each subject that pass
the Family-Wise Error Rate (FWER) controlling by Bonferroni correction for the number of
channels tested. “Type I errors” represents for the number of truly null responses that have
p-value below threshold .05 by chance among total number of channels been tested.

Anatomical Locations
LFP

(sig epoch)

After FWER
control by sub

(starred)

HG
(sig epoch)

After FWER
control by sub

(starred)

Total
Channels

Type I
errors

Prefrontal cortex 11 0 13 1 143 7
Cingulate cortex 5 0 5 1 45 2
Amygdala
& Hippocampus 9 1 2 0 96 4

Insula operculum 3 2 3 0 44 2
Rolandic
& Supramarginal gyrus 4 1 3 0 37 1

Temporal lobe 8 1 8 2 115 5
Total 40 5 34 4 487 24

4.1.3 Summary across all subjects

After adding up the number of channels containing responses across all 5 subjects, and

clustering the channels by their anatomical locations into 6 brain regions, we got a responses

counts summary table with comparison to the number only due to chance.

All potential significant responses of event-related LFP and HG analytical amplitude are

addressed in details in the sections above. Table 4.1 mainly summarizes the counts of responses

under each cortical regions, and demonstrates the evaluation of the statistical significance of

the responses from another perspectives. Across five subjects, there are in total 40 channels

containing significant LFP responses listed in Section 4.1.1, and in total 34 channels containing

significant HG analytical amplitude response listed in Section 4.1.2, both numbers are larger

than 24 the number of channels by chance with α = .05 (Type I errors). When looking at the

number of responses within each brain region, the number of significant LFP responses is larger

than the number by chance in all regions, and the number of significant HG responses is larger
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than the number by chance in all regions except Amygdala & Hippocampus region, suggesting

that VNS effect is widely spread in cerebral cortex. But when looking at the total number of

responses that passed Bonferroni correction within each subject for the number of tested channels,

only event-related LFP activity in Insula and Rolandic two regions have just the same number of

reported responses as the number by chance. Those responses are considered real effect induced

by VNS also due to their amplitude modulations are replicated in odd and even trial averages as

presented in sections above.

4.2 Time-frequency Exploration

The next set of figures are Event-Related Spectral Perturbation (ERSP) plots showing

modulations on multiple signal frequency bands simultaneously during post-stimulation time.

We ran ERSP analysis on channels that contain significant responses in either the LFP or HG

envelope, and only chose the ones that have significant power modulation to present here.

Each subfigure consists of four parts: 1) the top-center panel shows mean event-related

changes in spectral power relative to pre-stimulus baseline (dotted line represents stimulation

onset) at each time during the epoch (in ms) and at each frequency (8Hz to 190Hz). 2) the left

panel shows the baseline mean power spectrum in log scale. 3) the bottom center panel shows the

ERSP envelope (low and high mean dB values, relative to baseline, at each time in the epoch). 4)

the right panel shows a color bar with 0 dB in the center in green color representing no significant

change in spectral power relative to baseline (masked out by setting). The minimum decrease in

power is represented in blue, and the maximum increase in power is represented in red. The color

bar range is scaled to each channel.

All power change responses shown in the ERSP plot have p-value < 0.0005 after the

random shuffling significant test and BYFDR correction [5], which has more strict threshold

compare to Bonferroni correction.
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The following three figures show the ERSP response from subject 15, subject 17, and

subject 19, in which we observed that modulation is mostly in the beta band (12Hz–30Hz) and

alpha band (8Hz–15Hz). This phenomenon was observed in the following areas: insula, prefrontal

cortex, cingulate gyrus, and a special case of power increase in basal temporal lobe.

Subject 15

Figure 4.37: Subject 15 ERSP Channel notations & anatomical locations: RHT 05-04 & 04-03:
insula; RFS 09-08: frontal pole/rostral middle frontal gyrus; RAC 07-06: middle frontal sulcus

The largest modulation is the reduction of beta and alpha band power in channel RHT

05-04 and 04-03 (located around insula), shown in Figure 4.37. The power reduction in both

channels is about 0.3 dB, which starts from around 150ms post-stimulation onset and lasts for

around 400ms. In channel RFS 09-08 (located in frontal pole/rostral middle frontal gyrus) and

channel RAC 07-06 (located in middle frontal sulcus), both modulations seem coupled with the

theta band (4-7Hz) compared to continuous modulation in insula channels, the power reduction

of beta and alpha rhythm in RFS 9-8 frontal area is around 0.9dB which is larger than the two in

insula and the one in middle frontal sulcus. In addition, modulation in channel RFS 09-08 starts
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at 200ms and lasts until 1s post-stimulation onset, while modulation in channel RAC 07-06 starts

about 200ms later and lasts until 1.2s post-stimulation onset.

Subject 17

The following Figure 4.38 is ERSP from Subject 17, where we observed the special case

that modulation located in basal temporal lobe is power increase in beta band (12Hz–30Hz) and

alpha band (8Hz–15Hz).

Figure 4.38: Subject 17 ERSP Channel notations & anatomical locations: RD3 4-3: fusiform
gyrus/lingual gyrus

The modulation in channel RD3 4-3 (located between fusiform gyrus and lingual gyrus)

is power increase of beta and alpha band, which starts shortly after 50ms stimulation onset and
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stops at around 300ms, but starts again after 100ms and lasts till around 800 ms post-stimulation

onset with size of 0.2 dB.

Subject 19

The following Figure 4.39a 4.39b is ERSP from Subject 19, where we observed that

modulation is mostly in beta band (12Hz–30Hz) and alpha band (8Hz–15Hz).

(a) Channel LPC 02-01 (b) Channel LPC 03-02

Figure 4.39: Subject 19 ERSP Channel notations & anatomical locations: LPC 03-02 & 02-01:
posterior cingulate

Channel LPC 03-02 & 02-01 (located in posterior cingulate) have the power reduction

with the size of 0.3 dB on average. The modulation started around 250ms stimulation onset,

lasted for around 100ms and stopped for another 100ms, then started again and lasts till around

800ms poststimulation onset which is similar to what was observed in subject 17. In channel LPC

02-01, the red power increase around 0.4dB ranging from stimulation onset to offset is obviously

from stimulation artifact, but the following small red clusters with size about 0.3dB is aligned

with high gamma analytical amplitude increase observation in Section 4.1.2.

In summary, alpha and beta band power modulations were found in three out of five

subjects with 71 channels tested in total. Six out of seven modulations found are power reduction

by 0.3 dB on average, four channels located in insula and cingulate cortex share similar modulation
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pattern, though the power reductions in insula started earlier than the ones in cingulate cortex at

around 150ms post stimulation onset, and modulations in cingulate cortex contained a paused

window time between 300ms to 400ms. While two channels located in prefrontal cortex have

distinguished pattern which seems that the power reduction amplitude was modulated by theta

band. The special power increase case was found in subject # 17 only, whose amplitude was

around 0.2dB and located in basal temporal lobe. The modulation started earliest compared to

other regions at around 50ms post stimulation onset, and lasted till around 700ms post stimulation

onset, it also contained a paused window time between 300ms to 400ms post stimulation onset.

4.3 Sleep Grapho-elements exploration

The next set of figures are Peri-Stimulus Time Histograms (PSTH), which present the

counts and the timing of sleep grapho-elements’ occurrence in relation to stimulation. Figures are

grouped by subject. For each figure, the x-axis is time in seconds, the height of each bar represents

the total number of occurrences across all trials within a 100ms time window. Blue, yellow, and

red colored bars represent Slow Oscillation (SO) upstate, SO downstate, and spindles, respectively.

Solid and dotted vertical lines at 0s and 0.1s indicate stimulation onset and offset, respectively.

The red horizontal lines indicate the average counts across 5 bars (equivalent to 500ms). The p1

& p2 values above each figure are p-values of the null hypothesis: there is no association between

the average counts from the first or second 500ms time window post-stimulation and the average

counts from the 500ms pre-stimulation, respectively.

Subject 16

The following figure includes PSTH of SO up state, SO down state, and spindles from

subject 16, whose recording contains one sleep cycle. The modulations are found in the following

brain regions: insula, prefrontal cortex, cingulate cortex and hippocampus formation.
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Figure 4.40: Subject 16 PSTH Channel notations & anatomical locations: RHH 04-03: hip-
pocampal formation, LPC 03-02: posterior cingulate, RMA 02-01: cingulate, RLF 09-08:
middle frontal gyrus, LPC 07-06: rolandic, RPI 05-04: parietal operculum, RPI 04-03: posterior
insula, RHH 03-02: hippocampal formation
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Table 4.2: Subject 16 Sleep Grapho-elements

Sleep

Grapho-elements

Latency

post-stim (s)

# of sig ch

(inc+dec)

total channel

/# by chance only only

SO up
0.1 - 0.6 2 (1+1)

51 / 2
0.6 - 1.1 1 (1+0)

SO down
0.1 - 0.6 3 (0+3)

27 / 1
0.6 - 1.1 0

Spindle
0.1 - 0.6 2 (0+2)

61 / 3
0.6 - 1.1 1 (0+1)

In this subject, most of the regulation occurred during the 1st 500 ms post-stimulation.

The count of SO up states increases while SO down states decreases in channel LPC 07-06

(located in rolandic). The count of SO up states in channel LPC 03-02 and the count of SO down

states in channel RMA 02-01 decreases, both of which are located in the cingulate. In channel

RLF 09-08 (located in middle frontal gyrus), the count of SO down states decreases. As for

spindles, stimulation only exhibits a downregulation effect on this subject. The count of spindles

in channel RHH 03-02 (located in entorhinal/cisterna ambiens) decreases during the 1st 500 ms.

The count of spindles from channel RPI 04-03 decreases first during 1st 500 ms, then decreases

during the 2nd 500 ms in channel RPI 05-04, both of which are located in insula.

Subject 19

The first two figures below are PSTH of SO up state from subject 19, and the rest two

figures are SO down state and spindles separately. The recording from subject 19 contains three

sleep cycle. The modulations are found in the following brain regions: insula, prefrontal cortex,

amygdala & hippocampus, cingulate cortex, temporal lobe and supramarginal gyrus.
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Figure 4.41: Subject 19 PSTH-SO up state Part I Channel notations & anatomical locations:
RHH 16-15: inferior temporal sulcus, RA 07-06: amygdala, LOF 12-11 & 05-04: frontal pole,
LIM 16-15: superior frontal gyrus, LIM 04-03: insula, LIA 07-06 & 04-03: insula
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Figure 4.42: Subject 19 PSTH-SO up state Part IIChannel notations & anatomical locations:
LHH 13-12: middle temporal gyrus, LHH 04-03: hippocampus, LHB 12-11: middle temporal
sulcus, LHB 07-06 & 05-04: hippocampus
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Figure 4.43: Subject 19 PSTH-SO down state Channel notations & anatomical locations:
LIM 11-10: superior frontal sulcus, RHH 10-9: perirhinal, LIP 05-04: insula, ROF 06-05:
inferior frontal gyrus, RHH 08-07: hippocampus, ROF 10-09 & 13-12: inferior frontal gyrus,
RPC 03-02: cingulate gyrus, RPC 15-14: supramarginal gyrus
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Figure 4.44: Subject 19 PSTH-Spindle Channel notations & anatomical locations: ROF 13-12:
inferior frontal gyrus, ROF 02-01: orbital cortex, RIA 06-05 & 04-03: insula, RHH 14-13:
inferior temporal sulcus, LOF 16-15 & 15-14 & 13-12 & 06-05:frontal pole, LHB 08-07:
hippocampus
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Table 4.3: Subject 19 Sleep Grapho-elements

Sleep

Grapho-elements

Latency

post-stim (s)

# of sig ch

(inc+dec)

total channel

/# by chance only

SO up
0.1 - 0.6 7 (3+4)

116 / 5
0.6 - 1.1 6 (3+3)

SO down
0.1 - 0.6 6 (2+4)

95 / 4
0.6 - 1.1 3 (1+2)

Spindle
0.1 - 0.6 4 (0+4)

132 / 6
0.6 - 1.1 8 (0+8)

Among 132 channels in total for sleep grapho-elements detection, there isn’t a channel

that contains both SO up and down state regulation. In addition, around 85% of regulation on

SO up state is in left hemisphere, while around 78% of regulation on SO down state is in right

hemisphere, under the experiment condition that stimulation was applied to left ear. Channels

located in insula, hippocampus area, middle temporal sulcus, first response to stimulation and

shows SO up state regulation during the 1st 500 ms post-stimulation. For SO down state regulation,

channels that response to stimulation in the 1st 500 ms are mostly located in insula, hippocampus,

supramarginal gyrus, and cingulate. Stimulation only shows downregulation effect on spindles

of subject 19. In channel LOF 16-15 & 15-14 & 13-12 (located in frontal pole) and channel

RHH 14-13 (located in inferior temporal sulcus), the count of spindles decrease during the 1st

500 ms post-stimulation. For rest channels located in prefrontal cortex, insula and hippocampus,

downregulation occurs during the 2nd 500 ms.

Subject 21

The first figure below is PSTH of SO up and down state from subject 21, and the other

figure is PSTH of spindles. The recording from subject 21 contains five sleep cycle. The
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modulations are found in the following brain regions: prefrontal cortex and rolandic area.

Figure 4.45: Subject 21 PSTH-SO Channel notations & anatomical locations: LMEGOF
02-01: gray matter of the frontal pole, LPPV 09-08: precentral gyrus, LPPV 08-07: frontal
operculum, RFAC16-15 & 13-12: middle frontal gyrus, LTH 11-10: fundus of inferior frontal
gyrus
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Figure 4.46: Subject 19 PSTH-Spindle Channel notations & anatomical locations: LSMA
14-13: middle frontal gyrus, LMEG 13-12: inferior frontal gyrus, LMEG 03-02: anterior
cingulate, RSMA 12-11: precentral grey matter, RMEG 16-15: precentral sulcus
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Table 4.4: Subject 21 Sleep Grapho-elements

Sleep

Grapho-elements

Latency

post-stim (s)

# of sig ch

(inc+dec)

total channel

/# by chance only

SO up
0.1 - 0.6 0

56 / 2
0.6 - 1.1 4 (0+4)

SO down
0.1 - 0.6 2 (0+2)

57 / 2
0.6 - 1.1 1 (0+1)

Spindle
0.1 - 0.6 1 (1+0)

70 / 3
0.6 - 1.1 4 (2+2)

For channels containing SO up and down state regulation, all significant responses in

subject 21 are downregulation. All the channels that contains SO up state regulation are located

in prefrontal cortex area, in which the responses occur in the 2nd 500 ms post-stimulation. In

Channel LPPV 09-08 and channel LTH 11-10 (both located in precentral gyrus), the count of

SO down state decrease during the 1st 500 ms post-stimulation. The first spindles regulation is

upregulation which occurs in channel LSMA 14-13 (located in middle frontal gyrus) during the 1st

500 ms post-stimulation. Later during the 2nd 500 ms post-stimulation, spindles downregulation

happens in two left hemisphere channels LMEG 13-12 (located in inferior frontal gyrus) & 03-02

(located in anterior cingulate) while upregulation happens in two right hemisphere channels

RSMA 12-11(located in precentral gyrus) and channel RMEG 16-15 (located in middle frontal

sulcus). Table 4.5, a combination of tables 4.2, 4.3 and 4.4, shows significant test results of VNS

modulation effect on three types of sleep grapho-elements across subjects.
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Table 4.5: Summary of Sleep Grapho-elements

Sleep

Grapho-elements

Latency

post-stim (s)

# of sig ch

(inc+dec)

total channel

/# by chance only

SO up
0.1 - 0.6 9

223 / 11
0.6 - 1.1 11

SO down
0.1 - 0.6 11

179 / 8
0.6 - 1.1 4

Spindle
0.1 - 0.6 7

263 / 13
0.6 - 1.1 13

SO down state is the only type of sleep grapho-element that shows significant responses

across subjects. During 0.1s - 0.6s post-stimulation, the number of channels containing SO down

state modulation is bigger than the number of possible false positive chance. Among 179 channels

that contain SO down state, 9 channels show downregulation effect and 2 channels from subject

19 show upregulation. The two channels containing upregulation are ROF 13-12 (located in

inferior frontal gyrus), and RPC 15-14 (located in supramarginal gyrus). The anatomical locations

of the remaining channels are: 2 in cingulate cortex, 2 in rolandic area, 2 in prefrontal cortex, 1 in

insula, 2 in hippocampus/perirhinal area.
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Chapter 5

Discussion

The ascending modulation on cortical activity level from sub-perception stimulation of

electrodes on external ear was studied in epileptic human subjects. In our investigation, non-

invasive auricular VNS output current was set below the threshold of perception, 20kHz biphasic

stimulation was applied for 100ms following by a random Inter-Stimulus Interval (ISI) ranging

from 1050ms to 4300ms, and the entire trial was repeated for around 2h on awake subjects or

throughout sleep cycles of asleep subjects. For measurement, we used depth electrodes and

bi-polarized the recording of adjacent contacts to get activity of a local neuron population.

Our results provide limited support for the hypothesis that sub-perceptual external ear

stimulation induces significant acute intracranial EEG changes in human studies. Statistical

analysis (t-test versus baseline, and FDR correction[4]) was run separately on each of 487

channels, whose anatomical locations were distributed in six main regions: prefrontal cortex,

cingulate cortex, amygdala & hippocampus, insula operculum, rolandic cortex & supra-marginal

gyrus, and temporal lobe.4.1 We then compared the number of channels with a significant response

with an alpha of .05 to that expected given the number of channels. Both the event-related Local

Field Potential (LFP) and High Gamma activity (HG), and estimate of population firing, were

examined. In four of five subjects, a minimum of 3k trials were obtained for each analyzed
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channel, after artifact rejection. Ten epochs were examined in each waveform, from 50ms to

1050ms after stimulus offset.

In all grouped six regions, the number of channels with significant LFP responses was

greater than expected by chance, suggesting that there may be widespread modulation. However,

several considerations argue against this interpretation. First, with two exceptions, the size of the

putative responses were extremely small, about 2 microvolts on average, whereas spontaneous

waves and cognitive or sensory activity in the cortex typically ranges from 100 to 1000 microvolts.

Second, there was no consistency in the waveform or latency of the responses, as would be

expected if they represented a reliable and repeatable phenomenon. Certainly, well-validated

responses in different locations can vary in their waveforms and latencies, but they always begin

relatively soon after the stimulus and have components that repeat across structures, a pattern

that was not observed in our study. Third, the effect size (Cohen’s d) was minuscule; with three

exceptions they were about 0.01 for significant channels (i.e., the difference between response

and baseline was only about 1% of the standard deviation). Significance was only obtained

because there were thousands of trials; typical event-related potential averages have 60 trials,

and high gamma responses can sometimes be seen on single trials. Fourth, and most important,

we constructed for each channel, separate averages of the odd and even trials, which should have

been identical except for noise, and therefore, actual responses should have been visible in both.

However, that was only rarely the case.

Overall, there are five channels passed Bonferroni correction and contained responses

replicated in odd and even trial averages. (two channels share the same electrode located in insula

due to bi-polarization) Two of those channels were the two exception channels mentioned above,

where a recording was obtained that was greater than 3 microvolts in amplitude, with typical

ERP waveforms, and effect size was larger than 0.10. Although these two responses were weak

and small, they are probably reliable responses. The best response was about 5 microvolts in

peak amplitude, with a typical waveform beginning about 50ms after stimulus onset, peaking
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at 180ms, with an effect size of 0.24. This channel was in the insula, an area that is specialized

for the autonomic system. The other channel was about 6 microvolts in peak amplitude, with

a typical waveform beginning after stimulus offset, peaking at 210ms, with an effect size of

0.12. This channel was in the post-central gyrus, raising the possibility that it represents a weak

somatosensory response, which is aligned with a study revealed that the amplitude of vagal

somatosensory evoked potentials (vSEPs) increased with increasing cervical non-invasive VNS

intensity.[43] The other two responses with small sizes are from electrodes located in temporal

stem and amygdala. The response in amygdala was only about 1.2 microvolts in peak amplitude,

without a typical ERP waveform beginning after stimulus offset , peaking at 210ms, ending

abruptly at 310ms, with an effect size of 0.065. None of these channels generated a significant

high gamma response. This would be consistent with the observation that the responsive insula

electrode was probably in the white matter immediately adjacent to the gray matter of the insula.

The same as the responsive post-central gyrus electrode, which was probably in the white matter

next to the gray matter of the sensory receptive area for the sense of touch. As for the response

in amygdala, it’s possible that the LFP amplitude change was not big enough to trigger action

potential in the neurons.

High gamma responses overall were also rare. A total of four channels produced responses

that approximately replicated in split half averages and passed Bonferroni correction, with

fluctuations which were larger than those in the baseline average. Three of these channels were in

subject #15 and located in lateral temporal or frontal cortex. In all cases the response was a small

(0.1 to 0.17uV) decrease beginning shortly before 200 ms and lasting about 50-400ms, effect

size was 0.05-0.10. In all cases a stimulus artifact was present indicating that a technical issue

could be responsible for the response. The other response was in subject #19 where a 0.07uV

increase 350-600ms after stimulus onset, but no stimulus artifact, was recorded in an electrode

in or near the corpus callosum adjacent to the posterior cingulate gyrus (effect size 0.05). The

white matter does not generate high gamma responses. Overall, these responses are very small
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and problematic. The other possible response was in subject #15, although it didn’t pass strict

Bonferroni correction its decrease is replicated in split half averages, it shows HG decrease of

0.03 microvolts beginning shortly after stim onset and lasting for 500ms. Note that high gamma

activation is more often around 0.7 to 8 microvolts or 3 standard deviation in effective behavioral

stimulation that produces a subjective precept and is often visible in single trials [10] [19][44]

In summary, a close examination of the data from 487 channels fails to reveal locations

with evoked local field potential responses which pass minimal accepted criteria with the exception

of one insula channel and one post central gyrus channel. These channels failed to record

significant high gamma modulation, and the five which did were problematic but cannot be ruled

out as genuine responses. We should note that other electrodes in the insula and post central gyrus

failed to record responses, but this is reasonable given that autonomic responses have previously

been found to be localized to only a portion of the insula. However, the responsive electrode was

in posterior insula whereas it is the ventral anterior insula that is thought to be specialized for

autonomic functions[11].

In order to identify possible LFP responses that were not phase-locked with the stimulus

train, Event-Related Spectral Perturbation analysis was performed on the channels which had an

LFP or HG reponse at the p¡.05 level, non-Bonferroni corrected for multiple channels (a total

of 71 channels across all patients). We observed a significant change that passed Bonferroni

correction in 7 channels. The change was mainly in the alpha and beta bands, and small in

power (on average -0.3dB). In six channels, beta decreased and in one it increased. Four of those

channels were found in subject #15, two out of these four channels are located in insula where we

observed significant event revoked LFP responses, and the other two out of these four channels are

located in prefrontal cortex. The other two channels containing beta band power reduction were

found in subject #19, near the cingulate cortex area where we observed significant HG envelop

modulation. Those power reduction effects can start from 200ms post stim onset in insula or start

from 400ms post stim onset in cingulate areas and last continuously for roughly 400ms, while
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the power reduction effect is more phasic in prefrontal cortex area. In addition, increased beta

was observed in the basal temporal lobe of subject #17. we noticed one study from gammaCore

device has beta-band power extracted from cap EEG Cz location, and observed power increase

under non-invasive neck VNS [33]. The trial consists of 120sec stimulation (5kHz sine-wave

stimulus) following a 1-2 min rest and the second round of stimulation. EEG was collected at

four time points: baseline, 15min, 120min, 240min post stimulation on each day. Comparing to

our observation in beta decrease also exist in non-motor cortex, the beta power increase at Cz

location in gammaCore study may just movement-related modulation within sensorimotor cortex

of the subject [57].

Finally, we tested whether upstates, downstates or spindles changed in frequency of

occurrence after stimulus trains in 3 patients. The number of channels with sleep slow oscillation

down-states reduction is slightly larger than the number expected by chance among all three sleep

recordings. For three channels located in cingulate, MFG, and rolandic in subject#16, the average

count of SO down-state during 500ms post stimulation always decreases about 30% comparing

to baseline through 1k trials in N2 sleep stage. For four channels located in cingulate, insula,

hippocampus, and supramarginal gyrus in subject#19, the average count of SO down-state during

500ms post stimulation always decreases about 24% comparing to baseline through 3.5k trials

in N2 sleep stage. For two channels located in fundus of inferior frontal gyrus and precentral

gyrus in subject#21, the average count of SO down-state during 500ms post stimulation always

decreases about 20% comparing to baseline through 2.5k trials in N2 sleep stage. However,

with Bonferroni correction there is only one channel located in inferior frontal gyrus still shows

SO down-state reduction during 500-1000ms post stim onset, which seems result from elevated

baseline. Therefore, our study failed to provide sufficient evidence of VNS modulation on sleep

grapho-elements.

In conclusion, we have shown that VNS is able to induce statistically rare but significant

small modifications on intracranial EEG: 1) event-related average of LFP (0.1-40Hz) activity
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changes in insula and post-central gyrus; 2) High gamma (70-190Hz) analytic amplitude decrease

in lateral temporal or frontal cortex, as well as increase in cingulate gyrus; 3) α & β (8-30Hz)

band power reduction in posterior insula, prefrontal cortex and cingulate gyrus, as well as

power increase in basal temporal lobe. Although those modifications are rare statistically and

not consistent across our five subjects, they are still reliable responses individually and more

concentrated in the VNS afferent network out of 487 channels distributed around the cerebrum.

Therefore, our study supports the hypothesis of sub-perception VNS on external ear modulates

the level of cortical activity in human, which provides a promising direction to modulate various

cognitive and affective functions.

It has been well studied that within the brain, ascending pathways of noradrenergic fibers

from the Locus Coeruleus (LC) and cholinergic fibers from the Nucleus Basalis (NB) widely

project to the cortex and modulate the level of cortical activity [50] [1]. VNS’s facilitation

effect on attention, emotion recognition [51], learning and memory consolidation [37] in many

studies, may be via activation on the cholinergic and noradrenergic systems. ERP component

P3b amplitude was found increase during tVNS via LC-Norepinephrine system activation[54],

in which LC receives direct inputs from the Nucleus Tractus Solitarius (NTS) where vagal

afferents primarily project to. Besides low frequency LFP, our observation in HG frequency

band directly reflected modification on local neuronal firing, whose location may be explained

by that the cholinergic innervation is highest in temporal and frontal lobes in human cortex [28],

especially Ch4 complex of NB provides the major cholinergic innervation to medial cortical

areas, including the cingulate gyrus. With emerging studies showing that the early involvement

of Ch4 has a magnifying effect on Alzheimer’s pathology [40], VNS provides the potential of

regulating corresponding cholinergic circuitry for Alzheimer’s disease treatment. Beta-band

reduction is generally seen in motor cortex stimulation studies, which supports hypothesis of a

structurally connected functional network between frontal cortex and Subthalamic Nucleus (STN)

that operates in the beta-band. [53] Currently STN Deep Brain Stimulation is commonly used to
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treat Parkinson Disease in which there is pathologically high resting beta activity, its behavioral

benefit may be improving the fidelity of information transfer in cortico-basal-ganglia circuits.

Therefore, reducing beta-band power through VNS also has the potential benefit for Parkinson

Disease. In addition, studies suggested low amplitude beta response were often associated with

active, busy or anxious thinking and active concentration [2], which aligns with the clinical

depression treatment with VNS[46].

Finally, some limitations of the our study should be mentioned. First, due to complicated

situation for hospitalized epilepsy patients and we needed to collect enough number of trials in

a limited time, we were not able to study long-term effect that only appear after several VNS

treatment sessions. We looked at acute effect on EEG rhythms in post-stimulation period versus

pre-stimulation at 2s trial base, comparing to most studies on clinical chronic VNS treatment

which showed increased synchronization and power of gamma frequency band (F. Marrosu et

al.,2005; Betty Koo,2001). Second, five subjects is a small sample size. Due to the exploratory

property of this investigation, we had different stimulus parameters (including duration, ISI,

amplitude) applied on each subject with either awake or asleep status which could affect the

consistency of response. Another consideration is the heterogeneous composition of the vagus

nerve across human subjects, which increases the difficulty to verify each type of response

especially when VNS non-responders could potentially mix in the group. Ibrahim GM et al.

found that thalamic connections to the anterior cingulate and insular cortices are stronger in VNS

responders. Third, the VNS output current we applied on external ear is lower than the threshold

of perception comparing to most VNS treatments deliver current above the perception level.

Traditional analysis of trial-by-trial signal averaging may not be suitable for extracting weak

response signal from the low Signal-Noise Ratio EEG recordings. Therefore, a larger scale of

this study could help to provide further information on the mechanisms of VNS-induced cerebral

cortical activity modification and the optimum stimulus parameters for human subjects.
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