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The research presented in this dissertation is a result of several chemical substitu-

tion studies on correlated electron systems. Through careful synthesis and measurement

at low temperatures, we create lanthanide- and actinide-based compounds and environ-

ments in which various exotic phenomena can be studied in detail. Such phenomena

include heavy fermion behavior (HF), superconductivity (SC), exotic magnetic ordering,

the Kondo effect, valence fluctuations, non-Fermi liquid behavior (NFL), quantum criti-

cality, among many others. Not only are these phenomena probed through measurements

at extreme conditions like low temperatures down to 30 mK and high magnetic fields up
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to 65 T, but they are also studied as the electronic structure is modified through the sub-

stitution of atoms. By providing a detailed survey of certain correlated electron systems

through multiple measurement techniques, we hope to better understand the underlying

physical phenomena which drive the macroscopic behavior in these compounds which

have been the subject of great interest for decades.
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Chapter 1

Introduction

We discuss various physical phenomena common to correlated electron systems

and present our research highlights from the dissertation work. In particular, our research

was focused on utilizing chemical substitution as a tuning parameter to observe how

various correlated electron systems behave in response to changes to the chemical

composition which include studying the evolution of these physical phenomena as

a function of chemical substitution, x. The following phenomena are critical to our

understanding of the results of these studies:

1.1 Heavy fermion behavior

Heavy fermion behavior is behavior in a system such that the effective mass of

a fermion system is several orders of magnitude larger than the mass of an electron,

m∗/me >> 1, where me = 9.11×10−31 kg. The fermion mass is characterized in many

ways, the most direct of which is calculation via measurements of the electronic structure,

which provides detailed information on the Fermi surface. Using techniques such as

angle resolved photoemission spectroscopy (ARPES), one can calculate m∗. Additionally,

one can model low temperature resistivity according to Fermi liquid theory using the

equation ρ = ρ0 +AT 2. The coefficient A is proportional to the density of states (DOS),

which is a reflection of m∗. Another method of characterizing m∗ lies in the modeling
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of the low-temperature behavior of a system’s specific heat, C, according to the Debye

approximation, C = γT +βT 3. In this model, γ is the Sommerfeld coefficient which

reflects the electronic contribution to the total specific heat. γ is also proportional to the

effective mass m∗, which means a large Sommerfeld coefficient is indicative of heavy

fermion behavior. A ratio of A/γ2, known as the Kadowaki-Woods ratio (KWR), is

used to classify heavy fermion behavior.6 The KWR is shown to be independent of the

material and is approximately 25 times larger for heavy fermion systems in comparison

to normal metals.

1.2 The Kondo effect

The Kondo effect is a phenomenon in which a conducting material exhibits an

upturn in electrical resistivity at low temperatures. This phenomenon contrasts the typical

behavior of a conductor where resistivity decreases monotonically as T → 0 K, which

reflects the relationship between the cooling of the conductor resulting in weaker phonon

behavior and decreased electron scatter. Jun Kondo provided a theoretical model for

this phenomenon where the increase in low-temperature resistivity can be attributed

to electron scatter off of other conduction electrons which establish spin interactions

with magnetic impurities.3 Since these spin interactions are more favorable at low-

temperature, depending on the amount of magnetic impurity ions, this effect becomes the

main contributor to the electrical resistivity.

When the concentration of magnetic impurities is low, the Kondo effect contribu-

tion to the resistivity is a logarithmic expression and can be expressed as ρ =A lnT , where

A is proportional to the concentration of magnetic impurities. This is often described as

the single-ion Kondo effect.

Additionally, when the spin pairing between conduction electrons and magnetic

ions happens not just with the impurity ions, but with many of the host ions throughout the
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lattice, coherence is developed. Instead of the logarithmic divergence of resistivity with

T → 0 K, one might observe a steady increase in resistivity before sharply decreasing,

leading to a local resistivity maximum. This resistivity maximum is known as a Kondo

coherence peak, where the Kondo effect stops being localized to the impurities (single-ion

Kondo effect) and becomes prevalent across the lattice. The periodicity of this behavior

results in a coherence that develops at lower temperatures, which is why the resistivity

drops after increasing.

1.3 Valence fluctuations in correlated electron systems

Since the focus of this dissertation work was on lanthanide- or actinide-based

correlated electron systems, the valence of the individual 4 f or 5 f ions becomes critical to

the behavior of the overall system. The valence of each of these ions can take on multiple

states, though they often tend to stabilize in the trivalent (3+) state in the compounds we

study. For example, the various ions we might observe are: Ce3+,4+, Sm2+,3+, Yb2+,3+,

or U3+,4+,5+,6+.

1.4 Superconductivity

Since discovery of the superconductivity of mercury in 1911 by Kamerlingh

Onnes,7 and subsequent findings of the expulsion of magnetic fields in superconductors

in 1933, known as the Meissner effect,8 much effort has gone into the research and

development of new superconductors due to their potential for significant applications.

The ability for materials to exhibit zero electrical resistance has huge implications,

from being used as high field magnets, to applications for power transmission, as well

as many other potential uses in the future. One critical development in the medical

field has been the introduction of superconducting magnets, which are high efficiency

magnets that make MRI machines much more accessible as a technology. The history of
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superconductivity will be discussed in the following sections with a brief introduction to

the underlying phenomena and their relation to the development of the field of correlated

electron systems.

key points: how magnetism affects unconventional superconductivity, quantum

critical points, common materials

1.4.1 Conventional superconductivity

When the theory of superconductivity is discussed, one often talks about conven-

tional or “BCS”-type superconductivity, which comes out of Ginzberg-Landau theory9

and is described by Bardeen, Cooper, Schreiffer (BCS) theory.10 The novel description of

the electric current in superconductors below their superconducting critical temperature,

Tc, was that “Cooper pairs” would form at sufficiently low temperatures and move as

part of a superfluid following Bose-Einstein statistics. Cooper pairs can be thought of as

electrons pairing indirectly through an electron-phonon interaction. As an electron moves

through the lattice at low temperatures, it locally attracts the ions in the lattice, which

is treated as a phonon, a quasiparticle. This local displacement of phonons results in an

electric force on another electron, dragging this second electron toward the first electron,

thereby creating a pair of electrons, which can be identified as a boson. BCS theory

was a revolutionary theory for condensed matter, and was long thought to be the only

way for superconductivity to exist in a system and that Tc should accordingly be below

approximately 30 K. However, in 1986, the ”cuprate” superconductor LaBaCuO11 was

found to exhibit superconductivity at 35 K, and later YBaCuO (YBCO) at 92 K.12 This

”high temperature superconductivity” suggested that the BCS theory was not sufficient

for describing all superconductivity, leading to attempts to formulate theory describing

the phenomenon known as “unconventional superconductivity”.
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1.4.2 Unconventional superconductivity

Unconventional superconductors tend to exhibit most phenomena common to

conventional superconductivity, however the underlying mechanisms for their behavior

are different. One possibility is the idea that phonons may not be the pairing mechanism.

Other potential scenarios are the non-zero angular momentum of the electron pair’s

wave function where the symmetry is either p− or d−wave symmetric. Unconventional

superconductivity is what allows researchers to realize superconductivity well above

30 K to the point that they can be commonly used in technology. The development

of Josephson junctions, superconducting electronics, and high powered electromagnets

would be very difficult if limited to conventional superconductivity. While discovered

Tc values continue to approach room temperature, we have yet to discover a useful

superconducting material which can be utilized without cryogenics.

1.5 Quantum criticality

Quantum criticality is the behavior exhibited by a system near what is known as a

quantum critical point (QCP). In a traditional phase transition, thermal fluctuations lead

to abrupt phase changes. Quantitatively a phase transition can be identified with an order

parameter approaching zero as the system nears its phase transition. A quantum phase

transition is therefore a phenomena where quantum fluctuations yield a phase transition

rather than thermal fluctuations. Tuning parameters such as magnetic field H, applied

pressure P, or even chemical substitution x are non-thermal tuning parameters which

can yield quantum phase transitions. A QCP is the point at where this quantum phase

transition occurs at T = 0 K. A system in proximity to its QCP exhibits quantum criticality,

where the system will display non-Fermi liquid (NFL) behavior. This behavior can be

characterized by a low temperature divergence of specific heat divided by temperature
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C/T or sub-quadratic temperature dependence of the resistivity ρ . Systems typically

behave according to Fermi liquid theory near 0 K in a magnetically ordered state, so the

crossover from Fermi liquid behavior to NFL behavior is a good way to characterize

quantum phase transitions.

The goal of the research presented in this dissertation was to learn more about

the various phenomena described above and find new ways to develop our understanding

of these phenomena. Chemical substitution is therefore a very powerful way of probing

these mechanisms, as modifications to the stoichiometry should reflect in slow, but

systematic changes of these phenomena and yield further insight into the physics behind

them. Our research presents the results of such chemical substitution studies where

substitution shows quantitative changes in the heavy fermion behavior and the Kondo

effect, valence fluctuations in Yb, suppression of SC, as well as the characterization of

quantum criticality. Additionally we present results where chemical substitution was

a method of applying chemical pressure rather than an attempt to modify electronic

structure, as well as a study where we performed an intense study on quantum phase

transitions under application of high magnetic fields. These all-encompassing studies

will hopefully shed a broad light on these topics of interest so that future researchers can

better understand which paths to take in further understanding these compounds.

1.6 Research highlights

In this section, we discuss the motivations for the studies conducted as part of

this dissertation as well as the highlights of each study.
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Chapter 1 - Yb1−xScxCo2Zn20

Motivation

We performed various measurements on single crystals of Yb1−xScxCo2Zn20

from the so-called “1-2-20” class of heavy fermion compounds. Our motivation for

studying Yb1−xScxCo2Zn20 came from the study on the YbT2Zn20 family of 1-2-20s,

where M = Fe, Co, Ru, Rh, Os, or Ir.1 These 1-2-20s were studied in particular because

of their ability to provide a dilute environment in which to study Yb. YbCo2Zn20 was

particularly interesting due to its abnormally heavy fermion behavior compared to the

rest of the 1-2-20s, along with an apparent lack of magnetic ordering. This system also

appeared to show a very strong single-ion-like Kondo effect. When pressure was applied

to this system, magnetic ordering developed at very low temperatures.13 Our goal with

Sc-substitution for Yb in YbCo2Zn20 was to attempt to create a chemical pressure on the

system to observe the same type of magnetic ordering without introducing additional

magnetic moment.

Highlights

The major findings of this study include an apparent decrease in the valence of

Yb3+ as Sc is substituted which shown by: (a) the insensitivity of the lattice constant

a(x) to Vegard’s law as Sc is substituted and (b) a drop in the effective magnetic moment

of Yb as x is increased. The other major finding is the behavior of the single-ion

Kondo effect which is suppressed with increasing x which can be characterized using

the decrease of the strength of the Kondo contribution to the electrical resistivity and

the evolution of the angular momentum, J, and the Kondo temperature, TK, which

are parameters extracted from the fitting of the resonance-level model to the specific

heat of Yb1−xScxCo2Zn20.14 Despite substitution of non-magnetic Sc, Yb is shown to

change behavior uncharacteristically in an otherwise dilute 1-2-20 system, and makes
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Yb1−xScxCo2Zn20 a good subject of further study due to the link between the valence

behavior of Yb and the single-ion Kondo effect.

Chapter 2 - Ce1−xYbxRhIn5

Motivation

The chemical substitution study of the compound Ce1−xYbxRhIn5 was highly

motivated by the related study on Ce1−xYbxCoIn5. The “1-1-5” system known as

CeCoIn5 is well-known heavy fermion superconductor which is unique in being Ce-

based while having a relatively high superconducting critical temperature with Tc = 2.3

K. The superconductivity in this compound is unconventional with d-wave symmetry.

Additionally, a Kondo coherence behavior is observed at high temperatures. When

Yb was substituted into CeCoIn5, a myriad of phenomena, such as valence transitions

and Fermi surface (FS) reconstructions, are observed which are further discussed in

the described chapter. The related 115 compound CeRhIn5 exhibits magnetic ordering

in the ground state in contrast to the superconductivity of CeCoIn5. We attempted a

similar substitution of Yb into this system to compare and contrast the behavior of

Ce1−xYbxRhIn5 with that of Ce1−xYbxCoIn5.

Highlights

Ce1−xYbxRhIn5 exhibited various types of phenomena dependent on Yb concen-

tration x, much like the sister compound Ce1−xYbxCoIn5. In particular, Yb exhibited

valence instability as it was substituted into the Ce site, with the valence of Yb decreasing

from 3+ to 2.1+ by xact = 0.2. This valence behavior potentially led to many of the

other observed phenomena which could be better understood if one were to study the

dependence of the Fermi surface on x which would suggest changes in the electronic

structure. One such x-dependent phenomena was the change in the magnetic structure
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from commensurate to incommensurate. While Ce1−xYbxRhIn5 represents a substitution

study on a magnetic system, its similarities to Ce1−xYbxCoIn5 could yield valuable

insight on how to further study Ce1−xYbxRhIn5.

Chapter 3 - Ce1−xSmxCoIn5

Motivation

Our study on Ce1−xSmxCoIn5 was also motivated by the study on Ce1−xYbxCoIn5.

Due to the various phenomena observed in Ce1−xYbxCoIn5 as a result of valence fluctua-

tions in Yb, by using an analogous lanthanide in Sm, which can exhibit both trivalent and

divalent states, we hoped to observe similar effects by substituting Ce for Sm in CeCoIn5.

Highlights

Instead, Sm was found to remain trivalent throughout the full concentration range

0 ≤ x ≤ 1. However, due to the parent compound SmCoIn5 exhibiting three unique

magnetic ordering phases, we instead were able to study a system which had competing

phases in SC from CeCoIn5 and AFM from SmCoIn5. This study yielded a quantum

critical point near the concentration x = 0.15, near which NFL behavior was observed

in both specific heat and electrical resistivity. Ce1−xSmxCoIn5 is a good candidate for

a compound where the competition between magnetism and SC can be studied and its

quantum critical point can be further explored.

Chapter 4 - URu2−xFexSi2
Motivation

The heavy fermion compound URu2Si2 has been an important topic of in the

study of correlated electron systems for decades. At 17.5 K, URu2Si2 goes through a

transition of which the order parameter is unknown. This transition is famously known as

“hidden order” (HO) and has been a highly controversial topic since its discovery.15,16,17
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Numerous theories and hypotheses have been put forth as to what HO is; however, none

have been able to fully explain this phase transition. One common attempt to probe this

phase transition is through the application of pressure on the system.18 Additionally, the

substitution of Fe into the Ru site has been shown to also apply a “chemical pressure” to

the system.19,20,21 This substitution gives us the ability to perform difficult measurements

on URu2Si2 without having to apply external pressure - one such measurement being

the measurement of resistance at high magnetic fields. In applying this pressure, the

introduction of a large-moment antiferromagnetic (LMAFM) phase is made at x= 0.15.22

LMAFM is peculiar because it appears similar to HO throughout multiple measurements,

however the magnetic moment of U in the LMAFM is much higher than that of the

HO. One avenue of study in addition to probing HO is to study the differences between

HO and LMAFM. The motivation of the following study was to study URu2Si2 under

chemical pressure through Fe substitution, at high magnetic fields (0 < B < 45 T) like

the study performed in Ref. 23 with the key difference being that B was applied at some

angle θ to the c-axis of URu2Si2. This thorough study provides us a full phase diagram

of essentially four tuning parameters (T , B, x, θ ) which allows a thorough probing of the

HO phase. The aim is to better understand HO as it responds to these tuning parameters

in URu2−xFexSi2.

Our study follows in the footsteps of two previous reports: Ref. 24 where the

magnetoresistance of URu2Si2 was measured through the HO transition under a magnetic

field which was rotated from H//ab to H//c, and Ref. 23 where URu2−xFexSi2 was

studied at high magnetic fields where H//c. Ref. 24 characterized the behavior of

URu2Si2 under a rotated magnetic field as exhibiting higher-order symmetry (4-, 6-, and

8-fold) at the HO transition. Ref. 23 maps out a full three-dimensional phase diagram

(T , H, and x) for URu2−xFexSi2 and shows the behavior of HO and LMAFM under high

fields, as well as the existence and location of various other high field phases such as spin-
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density wave (SDW), Fermi surface reconstruction (FS), resistance maximum, among

others. Additionally, the study conducted by25 performs high field measurements on the

resistance of URu2Si2 at various angles. This particular study showed that for URu2Si2,

the phase diagram was insensitive to the angle - any apparent angle-dependent behavior

was actually the result of the system depending on H//c, such that H//c = H cosθ ,

where θ is the angle between H and the c-axis of URu2Si2. Our goal was to reconcile

the results of these three studies and to gain further insight into URu2−xFexSi2, and by

extension, the HO.

Highlights

In continuing the study of Ref. 24 on URu2−xFexSi2 at higher fields, using the

facilities at the National High Magnetic Field Laboratory (NHMFL), we attempted to

characterize the apparent high order symmetries introduced in transitions through the

HO phase. In particular, we were curious to see if this behavior extended to compounds

where x > 0, and if the behavior existed in the same capacity at the LMAFM phase

transition. Any changes between the HO and LMAFM phases would yield valuable

insight in making a clear distinction between the two phases which has so far been

difficult to do.

We attempted to reconcile results reported by Scheerer et al.25 with those reported

by Kanchanavatee et al.24 as they should be measuring the same phenomena, and to

do so, we converted R vs. θ data, which was guided by Kanchanavatee et al., into R

vs. H//c. After doing this, we found that any apparent increase in angular symmetry

was actually a reflection of phase transitions at a critical H cosθ , which allowed us to

construct our own phase diagram from these measurements. The phase diagram not only

showed agreement with Scheerer et al. that H cosθ is the tuning parameter, we were also

able to completely reconstruct the phase diagram shown by Ran et al.,23 meaning that
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URu2−xFexSi2 did not depend on H or θ individually, but depends on H cosθ throughout

the entire phase diagram. Our finding was that the study by Scheerer et al. extends up

to x = 0.3 for URu2−xFexSi2 even when the LMAFM phase is the ground state. Finally,

the phase boundaries between LMAFM and HO, LMAFM and the paramagnetic phase

(PM), and the HO and PM phases were all characterized. We show that the transition

between HO and LMAFM has a very weak signature and happens abruptly, whereas

the transition from the PM phase to either the HO or LMAFM phase is near identical

in behavior, which continues to show how indistinguishable the two phases are. The

LMAFM phase appears to be a subset of HO behavior based on the constructed phase

diagram.

The findings presented in this study are useful because we have shown that there

is no angle-dependent behavior of URu2−xFexSi2 for any of the phases, not just HO, and

also because it presents an interesting perspective on the differences between the HO and

LMAFM phases.
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Chapter 2

Yb valence fluctuations and Kondo-like
behavior in the
Yb1−xScxCo2Zn20 system

We report x-ray powder diffraction (XRD), energy-dispersive x-ray spectroscopy

(EDX), magnetization (M), specific heat (C), and electrical resistivity (ρ) measurements

on the heavy fermion system Yb1−xScxCo2Zn20 for 0 ≤ x ≤ 1. The Yb valence, vYb,

calculated from XRD and M(T ) measurements, decreases linearly from ∼ 3+ at x = 0 to

∼ 2.7+ at x = 0.3 before stabilizing back at ∼ 3+ for 0.3 < x≤ 1. Additionally, ρ(T )

measurements reveal a low-temperature upturn consistent with Kondo-like scattering,

where the upturn can be described by a logT -dependence according to the prediction of

the single ion Kondo model. The Kondo-like behavior can be separated into the same

two regimes which correspond to the behavior of the Yb valence, suggesting that the

Kondo-like behavior persists in the range where 2.7≤ vYb ≤ 3+ in Yb1−xScxCo2Zn20.

For 0≤ x≤ 0.3, the Kondo contribution to the resistivity is large and robust but becomes

much weaker in the region 0.3 < x≤ 1. C(T ) measurements also show signatures which

maybe indicative of valence fluctuations of the Yb ion and the strength of the Kondo

effect. The specific heat, C(T ), data are analyzed according to the resonance level model

(RLM). The Yb1−xScxCo2Zn20 system appears to show a confluence of phenomena
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typically found in 4 f electron systems including crystalline electric field effects, valence

fluctuations, the Kondo effect, and heavy fermion behavior.

2.1 INTRODUCTION

Intermetallic compounds containing Yb have attracted considerable interest due

to the possible instability of the Yb 4 f electron shell which is induced by hybridization

between the Yb localized 4 f and conduction electron states. This provides an opportunity

to investigate and tune the interplay of magnetic order, heavy fermion (HF) behavior,

and quantum criticality. In these compounds, two nearly degenerate Yb valence con-

figurations, Yb2+ (4 f 14) (non-magnetic) and Yb3+ (4 f 13) (magnetic) states coexist in

the intermediate valence IV state with temporal and quantum mechanical fluctuations

between these states accompanied by the emission and absorption of an electron to and

from the conduction band. This happens when the difference in Fermi energy EF and 4 f

energy level E f is comparable to the width of the hybridized 4 f level.26,27,28,29

YbCo2Zn20 is a particularly interesting correlated electron system due to the

following qualitative differences observed by Torikachvili et al.1 from thermodynamic

and transport measurements on this system: (1) Magnetization, M(H,T ), measurements

show no apparent contribution from itinerant magnetism as the magnetic susceptibility,

χ(T ), of YbCo2Zn20 strictly obeys a Curie-Weiss law for all temperatures above 1.8 K,

(2) Measurements of ρ(T ) also show a low-temperature feature reminiscent of single-ion

Kondo scattering with phonon contributions apparently comprising the high-temperature

ρ(T ), and (3), though the Kadowaki-Woods ratio is on the same order of magnitude for

YbM2Zn20 M =Fe, Ru, Rh, Os, Ir, the individual values of A, the coefficient of the low-T

quadratic term in ρ(T ), and γ , the Sommerfeld coefficient of the specific heat, are much

larger, indicating abnormally heavy fermion behavior.

The strength of the hybridization between the localized f− and conduction elec-
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trons can be controlled by pressure and chemical substitution, and hence nonmagnetic-

magnetic and/or valence quantum phase transitions are expected. In this system, applica-

tion of pressure to YbCo2Zn20 is shown by Saiga et al. to induce a magnetically-ordered

ground state - this transition is determined by a feature in ρ(T ) at TM and a deviation

from Fermi-liquid behavior.13

To further investigate the relationship between pressure and the magnetically-

ordered ground state of Yb, chemical substitution of Sc for Yb was undertaken to tune

the properties of YbCo2Zn20. Chemical pressure can be introduced by partial substitution

of Yb by smaller Sc ions. Being able to access the magnetically-ordered state without

applying external pressure could allow for a more diverse set of measurements to probe

the nature of the ground state and to better understand the role of Yb in correlated electron

systems.

The major findings of this study include an apparent decrease in the valence of

Yb3+ as Sc is substituted which shown by: (a) the insensitivity of the lattice constant

a(x) to Vegard’s law as Sc is substituted and (b) a drop in the effective magnetic moment

of Yb as x is increased. The other major finding is the behavior of the single ion Kondo-

like behavior which is suppressed with increasing x and can be characterized using the

decrease of the strength of the Kondo contribution to the electrical resistivity as well

as the evolution of the angular momentum, J, and the Kondo temperature, TK, which

are parameters extracted from the fitting of the resonance-level model to the specific

heat of Yb1−xScxCo2Zn20.14 Despite substitution of non-magnetic Sc, Yb is shown to

change behavior uncharacteristically in an otherwise dilute 1-2-20 system, and makes

Yb1−xScxCo2Zn20 a good subject of further study due to the link between the valence

behavior of Yb and the single ion Kondo-like behavior.
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2.2 EXPERIMENTAL DETAILS

Single crystalline samples of Yb1−xScxCo2Zn20 were grown using a molten Zn

flux as described in Ref. 30. The crystal structure was characterized through analysis of

powder x-ray diffraction patterns collected by a Bruker D8 Discover X-ray diffractometer

using a Cu-Kα source. Four-wire electrical resistivity measurements were performed

from 300 K down to ∼ 1.1 K in a pumped 4He Dewar. Magnetization measurements

were performed between 300 and 2 K in a Quantum Design Magnetic Property Mea-

surement System (MPMS) equipped with a 7 T superconducting magnet. Specific heat

measurements were performed down to 1.8 K using a Quantum Design Physical Property

Measurement System (PPMS) DynaCool. The heat capacity measurements employed a

standard thermal relaxation technique. The chemical composition of Yb1−xScxCo2Zn20

was investigated by means of energy-dispersive x-ray spectroscopy (EDX) using an FEI

Quanta 250 scanning electron microscope equipped with an UltraDry EDS detector from

Thermo Scientific.

2.3 RESULTS

2.3.1 Crystal Structure

Rietveld refinements were performed on data collected from XRD measurements

for each sample using GSAS31 and EXPGUI.32 The Yb1−xScxCo2Zn20 system exhibits

a single cubic CeCr2Al20 structure with space group Fd3m over the entire range of x at

room temperature. A representative XRD pattern (x = 0.7) is shown in Fig. 2.1. The

measured XRD data are plotted in black and the calculated Bragg reflection pattern is

plotted as a red line; the blue line is the measured XRD data from which the calculated

XRD data from Rietveld refinement has been subtracted. The agreement between the

patterns and the refinement results was excellent for all samples with typical reduced χ2
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Figure 2.1. Powder XRD pattern for a representative concentration of Yb1−xScxCo2Zn20
(x = 0.7) at room temperature (black squares), fit from Rietveld refinement (red line),
and the difference between the measured data and the fit (blue line). The XRD pattern
shows a small background signal with no clear impurity peaks suggesting a high sample
quality with the expected 1-2-20 structure.

values less than 5.

The calculated lattice parameter a(x) is plotted in Fig. 2.2 and shows two separate

regimes of behavior with increasing x: nearly constant a(x) for 0≤ x≤ 0.3 and a standard

Vegard’s law behavior in a for 0.3 < x ≤ 1. The behavior is visualized in the inset of

Fig. 2.2 by the shifting of the (531) Bragg peak with x. This change in behavior of a(x)

is attributed to the decrease in Yb valence as a function of x in the region 0≤ x≤ 0.3 and

is further discussed in the ‘Discussion’ section. The ionic radius of Sc is less than that of

Yb, suggesting that chemical pressure is induced in Yb1−xScxCo2Zn20, which is aligned

with our goal of trying to observe the pressure-induced magnetic transition in the parent

compound YbCo2Zn20.13 However, this system presents an unexpected, yet interesting

result in that the lattice parameter does not follow a simple adherence to Vegard’s law

due to the decreasing valence of Yb.

17



0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 . 01 3 . 9 0
1 3 . 9 2
1 3 . 9 4
1 3 . 9 6
1 3 . 9 8
1 4 . 0 0
1 4 . 0 2
1 4 . 0 4
1 4 . 0 6
1 4 . 0 8
1 4 . 1 0

3 7 . 5 0 3 7 . 7 5 3 8 . 0 0 3 8 . 2 5 3 8 . 5 0

 

 

Int
en

sity
 of

fse
t (a

.u.
)

2 �

 x  =  0      x  =  0 . 5
 x  =  0 . 1   x  =  0 . 6
 x  =  0 . 2   x  =  0 . 7
 x  =  0 . 3   x  =  0 . 8
 x  =  0 . 4   x  =  1

�  =  1 0 0

 Y b 1 - x S c x C o 2 Z n 2 0

a (
Å)

x

Figure 2.2. Lattice parameter a determined from Rietveld refinements on Yb1−x
ScxCo2Zn20, plotted vs. Sc concentration x. The dashed red line represents Vegard’s
law using published values of a from Torikachvili et al. for x = 01 and Nasch et al. for
x = 1.2 Our data show good agreement with previously published values for x = 0 and
agreement in the range 0.4≤ x≤ 1 with limited scatter. The systematic behavior of the
(531) diffraction peak is shown in the inset of the figure. The dashed line is a guide to the
eye.

2.3.2 Magnetization

Magnetization divided by magnetic field, M/H, is displayed as a function of

temperature T in Fig. 2.3. The measurements were performed in an applied magnetic

field of µ0H = 0.5 T for the samples with higher Yb concentrations. Since the magnitude

of M/H decreases with Sc concentration, measurements were performed in magnetic

fields µ0H = 1 T for the samples with higher Sc concentrations. Almost no magnetic

anisotropy is observed in the temperature-dependence of the magnetization data in the

entire temperature range from 1.8 to 300 K.33 For this reason, magnetization mea-

surements were performed on random directions for Yb1−xScxCo2Zn20 single crystals.

Temperature-dependent data for M/H are described well by a Curie-Weiss law in Eq.2.1

(where C = µ2
effNA/3kB, NA is Avogadro’s number, and kB is Boltzmann’s constant) with
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Figure 2.3. M/H vs. T , measured in an applied magnetic field of µ0H = 1 T for samples
with higher Sc concentrations and 0.5 T for samples with higher Yb concentrations.

no apparent magnetic ordering down to 2 K.

M/H =C/(T −θCW)+χ0, (2.1)

We extracted the effective magnetic moment, µeff, from the Curie constant C.

The values of µeff are reduced with respect to the Hund’s rule value for the Yb3+ (µ =

4.54 µB) free ion as shown in Fig. 2.4(a). This result suggests that the Yb ions in this

compound assume an intermediate valence. Values of the Curie-Weiss temperature, θCW ,

and temperature-independent magnetic susceptibility, χ0, vs. x are also presented in

Fig. 2.4.

2.3.3 EDX

In order to verify the magnetic properties of the Yb1−xScxCo2Zn20 single crystals

described in the prior section, EDX measurements were performed on the same crystals

used for magnetization measurements in order to determine the concentration of Sc, xEDX.

Data were collected on the atomic ratio of Yb to Sc from multiple EDX measurements on
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Figure 2.4. Plots of obtained values from the fitting of the Curie-Weiss law (Eq. 2.1) to
the M/H data, as a function of x: a) effective magnetic moment per Yb ion, µeff/[Yb],
with the dashed line as a guide to the eye to indicate the theoretical free ion moment of
4.54 µB for Yb3+ b) Curie-Weiss temperature, θc, and c) the temperature-independent
susceptibility, χ0.
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Figure 2.5. Measured Sc concentration, xEDX, vs. nominal Sc concentration, xnom, for
single crystals used in the magnetization measurements. Values of xEDX and xnom are
in good agreement, with moderate scatter in the range 0.4 ≤ xnom ≤ 0.8. The red line
drawn through xEDX = xnom is a guide to the eye.

the surface of the single crystals and averaged to provide a reasonable estimate of xEDX,

which is plotted vs. the nominally-substituted concentration of Sc, xnom, in Fig. 2.5. For

each sample, xEDX was calculated using the equation:

xEDX =
[Sc]EDX

[Sc]EDX +[Yb]EDX
(2.2)

Significant inhomogeneities in [Sc]EDX and [Yb]EDX were observed in the concentration

range 0.4 ≤ x ≤ 0.8. Since EDX measurements can only collect data on the surface,

which is shown to vary significantly, it is difficult to make conclusions on xEDX for the

bulk single crystals which were analyzed through magnetization measurements. In the

later discussion of valence fluctuations of Yb in this manuscript, where we use µeff/[Yb]

data to calculate the valence of Yb, we use xEDX instead of xnom.
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Figure 2.6. Specific heat divided by temperature, C/T , vs. T 2 for selected x of
Yb1−xScxCo2Zn20. Shown in the inset is a zoomed-in plot of C/T vs. T 2 where
low-temperature upturn in C(T )/T is reminiscent of the Kondo effect. The C/T vs.
T 2 data are linear in the temperature range 10K . T . 20 K, consistent with the Debye
approximation with a Debye temperature θD ≈ 80 K.

2.3.4 Specific Heat

Specific heat divided by temperature, C/T , of Yb1−xScxCo2Zn20 is plotted vs. T 2

in Fig. 2.6. Consistent with the specific heat measurements on YbCo2Zn20 by Torikachvili

et al.,1 a low-temperature upturn is observed in C(T )/T . High-temperature behavior of

C/T appears to be consistent across all x; however, at low T , the magnitude of the upturn

is shown to change with x. The electronic and phonon contributions to the specific heat

as well as other characterizations are discussed later in the manuscript.

2.3.5 Electrical Resistivity

Measurements of ρ(T ) were performed on the Yb1−xScxCo2Zn20 system for

selected samples and the data are displayed in Fig. 2.7. A sharp upturn in ρ(T ) as

T → 0 K is observed in samples with low values of x. This upturn, which has a nearly

logarithmic behavior in T , is reminiscent of single-ion Kondo-like scattering of elec-
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Figure 2.7. Electrical resistivity normalized to its value at 300 K, ρ(T )/ρ(300 K), vs.
temperature for Yb1−xScxCo2Zn20 with various values of x.

trons by the magnetic moment of Yb ions that act as magnetic impurities. To further

evaluate the Kondo contribution to the electrical resistivity from localized 4 f -electrons

in Yb1−xScxCo2Zn20, ρKondo, the electron-phonon scattering component has been sub-

tracted using ρ(T ) data for the ScCo2Zn20 reference compound which does not contain

4 f -electrons. This component of ρ is described by

ρKondo = ρ−ρScCo2Zn20 ≡−A ln(T/µ), (2.3)

where A represents the strength of the Kondo contribution to the resistivity and is

proportional to the concentration of magnetic impurities.3 The resistivity attributed

to the Kondo effect, ρKondo(T ), is vs. T in Fig. 2.8, and vs. logT in the inset of Fig. 2.8.

The linear portion of the resistivity on the semi-log plot is consistent with the predictions

of the Kondo effect for T >> TK , where TK is the Kondo temperature.3,4
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Figure 2.8. Electrical resistivity normalized to its value at 300 K, for the resistivity of
the nonmagnetic ScCo2Zn20, ρKondo, vs. T . A significant, low-temperature logarithmic
upturn is observed in correlation with the Yb concentration, consistent with the Kondo
effect. (Inset) ρKondo vs. log T showing linear behavior in accord with the predictions of
the Kondo effect for T >> TK , where TK is the Kondo temperature.3,4

2.4 Discussion

2.4.1 Yb valence

The valence of Yb, vYb, was calculated from the lattice parameter, a, obtained

through Rietveld refinement of XRD data,32 and the effective magnetic moment, µeff,

was extracted from the fits of a Curie-Weiss law (Eq. 3.2) to the magnetic susceptibility

data.

Calculating Yb valence from XRD measurements

Vegard’s law was employed to estimate vYb.34 In the Vegard’s law analysis, the

lanthanide sites in LnCo2Zn20 are occupied by lanthanide ions according to their nominal

concentrations, and the deviations of the lattice parameters from Vegard’s law can be

used to estimate the valence of the lanthanide ions.35,36

The lattice parameter, a, of Yb1−xScxCo2Zn20 should follow Vegard’s law be-

24



tween the Yb and Sc end-member compounds and decrease linearly with increasing Sc

concentration, according to Eq. 2.4, if the valence of Yb and Sc do not change. Because

Vegard’s law is simply a linear relationship representing the weighted average, we can

even introduce a third term to represent a for Yb2+.

a(x) = (1− x)aY b3+ + xaSc (2.4)

Since aYb2+ for the hypothetical Yb2+Co2Zn20 is unknown, the following method

was used to estimate its value. We make use of work by Jia et al.5 which relates the

lattice parameter for various trivalent lanthanides in the system Ln3+Co2Zn20 to the

known ionic radii, rion, for a lattice coordination number (CN) of 9, taken from Ref. 37.

A linear extrapolation of the lattice parameter vs. ionic radius was used to estimate a for

Yb2+Co2Zn20. The final step to determine aYb2+ is to find an ionic radius for Yb2+ with

CN = 9. This value was not available in Ref. 37. Instead, using established examples of

the ratios of ionic radii between Yb3+ and Yb2+ for various CNs < 9, an estimation can

be made, yielding rion ≈ 1.20 pm for Yb2+ with CN = 9. Using this value, aYb2+ = 14.14

Å is calculated from the lanthanide contraction shown by Jia et al.5 which is displayed

in Fig. 2.9 along with the extrapolation of aLnCo2Zn20 vs. Ln ionic radius through other

selected Ln2+.

With a known for the 3 potential occupants of the Yb site in Yb1−xScxCo2Zn20,

(Yb3+, Yb2+, or Sc(3+)), Vegard’s law can be constructed according to the following

relation:

a(x) = (1− x)[(vYb−2)aY b3+ +(3− vYb)aY b2+]+ xaSc (2.5)

where a(x) is calculated from Rietveld refinement32 of the XRD data, x is the nominal

concentration of Sc, and the lattice parameters for Yb3+ and Sc which are in good

agreement with published literature values for YbCo2Zn20
1 and ScCo2Zn20

2. The lattice
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Figure 2.9. Lattice parameter a for LnCo2Zn20 vs. Ln ionic radius (CN = 9), based on
the work of Jia et al.5
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Figure 2.10. Using the approximation for a of Yb2+Co2Zn20 from Fig. 2.9, the valence
of Yb, vYb(x), can be calculated in Yb1−xScxCo2Zn20 by looking at the weighted average
of a between Yb3+ and Yb2+ as it falls in accordance with Vegard’s law.
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parameter for Yb2+ is established in the prior discussion along with the extrapolation

demonstrated in Fig. 2.9. With all these known parameters, the resulting unknown in

Eq. 2.5 is vY b which can now be calculated as a function of the lattice parameter. The

amount of deviation from Vegard’s law between just Yb3+ and Sc represents the closer

the valence is to 2+. Fig. 2.10 demonstrates Vegard’s law being traced out for the lattice

parameter from the parent ScCo2Zn20 at x = 1 back to Yb3+ and Yb2+, as well as a few

intermediate valences which are simply weighted averages of the two integer valence

states. The valence of Yb at a particular value of x is determined by the Vegard’s law

linear relation between aYbv+ and aSc3+ that passes through the value of a at x.

Estimation of Yb valence from mangetization measurements

Values of the effective magnetic moment, µeff, per Yb ion, calculated from fits of

a Curie-Weiss law to data in Fig. 2.3, are plotted in Fig. 2.4 and can be used to estimate

the valence of Yb. A similar analysis was performed for Yb in the Ce1−xYbxRhIn5

system by Jang et al. (2018).38 Since µ2
eff can be calculated as the weighted average of

the squared magnetic moment of each potential occupant of the site R in RCo2Zn20, and

both Sc and Yb2+ are non-magnetic, the following equation can be used:

µ
2
eff = (vYb−2)(1− x)µ2

Yb3+ (2.6)

With µYb3+ = 4.54 µB, the calculated µeff(x) can be used to directly calculate vYb which

should lie between 2 to 3. Since the Sc concentration was analyzed for the single crystals

whose magnetization measurements were performed, we use xEDX in the analysis in an

attempt to correct for any deviations in µeff(x) from their expected values. Significant

deviations of the valence calculations on µ2
eff data from the a(x) data may therefore be

attributed to the fact that EDX can only measure the Sc concentration, x, on the surface,

which may be different from x of the bulk sample since inhomogeneities in x are common
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in flux-grown single crystals.

Yb valence results

From the calculations detailed above, we plot vYb data from XRD and magnetiza-

tion measurements as a function of Sc concentration, xnom for XRD (red), and xEDX for

magnetization (black) for Yb1−xScxCo2Zn20 in Fig. 2.11. For x≤ 0.3, the Yb valence

calculated from the lattice parameters and µeff show almost identical behavior where vYb

linearly decreases from 3+ at x = 0 to ≈ 2.8+ at x = 0.3. The calculated valence values

show discrepancies for x > 0.3, where the values for the actual and nominal concentra-

tions of Sc deviate from each other. Calculated vYb from XRD data show scatter around

3+ for x > 0.3 which is reasonable due to Sc being trivalent.

In contrast, magnetization measurements show significant scatter of the Yb va-

lence at x≥ 0.4, but this may be from the inhomogeneity of Sc concentration in the single

crystals or due to large errors in the measured magnetization at lower Yb concentration,

since the magnetization signal is significantly weaker for the concentrations near x = 0,

as well as the calculations for magnetic moment being potentially influenced by the

negative magnetization background measured in the end-member compound ScCo2Zn20.

Despite these discrepancies at higher x, the Yb1−xScxCo2Zn20 system appears

to show a robust change in the valence of Yb, which is not surprising given the re-

ported behavior of Yb in other correlated electron systems such as Ce1−xYbxCoIn5
39

and Ce1−xYbxRhIn5
38 where in both cases Ce remains trivalent, much like Sc in

Yb1−xScxCo2Zn20. One difference is that for the aforementioned “1-1-5” system,

Yb is being substituted for Ce and, as a result, has its valence reduced, whereas in

Yb1−xScxCo2Zn20, Sc is being substituted for Yb whose valence is reduced. These

substitution effects on the Yb valence appear to be opposite, in some regards, perhaps

either due to the fact that Sc has a smaller ionic radius than Yb whereas the radius for

28



0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 02 . 0
2 . 2
2 . 4
2 . 6
2 . 8
3 . 0
3 . 2
3 . 4
3 . 6
3 . 8
4 . 0

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0

 

x n o m

 X R D
 M a g .  S u s c .
 S c 3 +

v Yb

x E D X

Figure 2.11. Values of Yb valence, vYb, which were independently calculated from XRD
and magnetization measurements, are plotted as a function of Sc concentration, xnom
for XRD (red), and xEDX for magnetization (black). For x ≤ 0.3, both sets of valence
calculations show good agreement, indicating a decrease in valence from vYb = 3+ down
to ≈ 2.8+. Valence data from XRD measurements show scatter around 3+ for x > 0.3. In
this concentration range, valence data calculated from M/H show significant scatter due
to likely possible inhomogeneities in the single crystals, as measured by EDX. Another
potential explanation is since Yb is the main contributor to the observed phenomena,
samples in the Sc-rich region will have larger errors in the Yb concentration, yielding
larger deviations from expected behavior of the data.

Ce is larger or because Sc is non-magnetic while Ce is very magnetic, or very likely it is

a combination of both of these factors. Further analysis using techniques such as x-ray

absorption spectroscopy (XAS) may allow independent measurement of the Yb valence.

2.4.2 Kondo Effect in Yb1−xScxCo2Zn20

Kondo behavior in the electrical resistivity

The Kondo contribution to the electrical resistivity from localized Yb 4 f -electron

states in the Yb1−xScxCo2Zn20 system is characterized using Eq. 2.3.3 The extracted

parameters A (black), A/[Yb] (blue), and Tmin, are presented as a function of Sc concen-
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Figure 2.12. Parameters extracted from fitting the Kondo equation to the resistivity from
Fig. 2.8: a) A, the strength of the Kondo scattering in black (A/[Yb] in blue), and b) Tmin,
the temperature of the resistivity minimum, are plotted against Sc concentration x.

tration x in Fig. 2.12 to observe how the Kondo effect changes as Yb is systematically

replaced by Sc. A/[Yb] is fairly large and robust at high Yb concentrations in the range

0≤ x≤ 0.3, which is consistent with theory for a Kondo system. However, at x = 0.3, the

same concentration where there appears to be a shift in change in the behavior of the Yb

valence, there is a precipitous drop in A/[Yb] to much lower values, which reflects a very

weak Kondo-like contribution in the range 0.3 < x≤ 1. In this region, Yb is observed

to have a constant valence of 3+. Because of this stable valence, the region 0.3 < x≤ 1

may more accurately represent a magnetically dilute regime. The range 0≤ x≤ 0.3 may

be more reflective of strong correlations between the Yb ions, due to the co-existence of

a robust Kondo-like behavior and an apparently changing Yb valence.

Resonance level model in specific heat

We attempt to characterize Yb1−xScxCo2Zn20 using measurements on C(T )/T

from Fig. 2.6 by fitting the resonance level model (RLM) for the Kondo effect derived

30



by Schotte and Schotte.14 The low-temperature upturns were fit well by the equation

described in Ref. 14 for x≤ 0.6, in addition to a fit for the phonon contribution to C/T

of βT 2, up to T = 25 K. We used values of β to calculate the the characteristic Debye

temperature, ΘD using the relation

β =
12π4NAkB

5Θ3
D

. (2.7)

Calculated values for ΘD are plotted in Fig. 2.14(a). The RLM fits, shown in Fig. 2.13,

yielded two useful parameters in describing the behavior of Yb1−xScxCo2Zn20. An

approximation for the Kondo temperature, TK, was extracted from the RLM fit and

plotted in Fig. 2.14(b). TK appears to increase with x and saturate at TK ≈ 5 K before

dropping back to 0 in the region where the RLM fails to accurately describe the system.

The parameter for the effective angular momentum, J, was also extracted from the fit,

and is shown to decrease monotonically from J ≈ 3 for x = 0 down to near J = 0 at x = 1,

where the RLM fails to properly fit the data. Angular momentum per Yb ion, J/[Yb]

was also plotted and may show behavior consistent with changes in the Yb valence

near x = 0.3, however it is difficult to distinguish between abrupt changes in J and the

quality of the RLM fit. It is possible that there is a correlation between J/[Yb] and the

calculated valence of Yb, vYb. The Hund’s rule ground state for Yb would suggest a value

of J = 7/2, which is close to the calculated value of J/[Yb] ≈ 3 from the RLM fit for

0≤ x < 0.2. For concentrations 0.2≤ x < 0.6, we observe intermediate valence behavior

for Yb which may explain the behhavior of J in this range, dropping near J/[Yb] = 1

before slowly climbing up to ≈ 2.8. In the region where the RLM fit fails to accurately

describe C, 0.6 ≤ x ≤ 1, J converges to 0. From this model, it appears there is some

relationship between the valence of Yb and the angular momentum in the ground state J.
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x≥ 0.6, the RLM fails to accurately describe the C/T data due to the decreasing presence
of the Kondo effect.
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Figure 2.14. a) Debye temperature, θD, calculated from the fitted phonon contribution to
C/T , βT 2, using Eq. 2.7, b) calculated Kondo temperature, TK using fitting of C/T to
the RLM, c) angular momentum of Yb1−xScxCo2Zn20, J, in black and J per Yb, J/[Yb],
in blue and d) 2J+1 representing the ground state degeneracy.
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2.5 Concluding Remarks

The initial goal of studying Yb1−xScxCo2Zn20 was to observe the effects of

“chemical pressure” induced by Sc-substitution on a Yb-based heavy fermion system

where the two components (γ , A) of the Kadowaki-Woods ratio were abnormally high,

suggesting a heavy fermion mass well beyond typical values for Yb-based 1-2-20s.1

YbCo2Zn20 also showed a very robust single-ion Kondo-like logarithmic behavior at low

T . The applied pressure effects on this Yb parent compound have also been previously

studied, showing magnetic ordering and development of non-Fermi liquid behavior in

the resistivity.13 The presence of these phenomena suggest that pressure can induce a

QCP in a system which tends to hybridize, providing valuable insight into one of the few

Yb-based 4 f -electron systems. Were Sc-substitution to provide similar effects, one could

observe an array of interesting phenomena at ambient pressure, allowing for even more

challenging measurements into the system allowing us to gain valuable information on

this class of Yb-based heavy fermion systems. However, subverting our expectations

was a more interesting observation in that Sc-substitution in the Yb-rich regime did not

appear to induce any pressure, but instead resulted in a fairly robust lattice volume as a

function of x. The behavior of a(x), along with µeff(x)/[Yb], shows that the Yb valence

actually decreases linearly with x from 3+ at x = 0 to 2.8+ at x = 0.3.

In a system where the Yb valence is expected to be stable, as applied pressure

tends to do with valence-fluctuating lanthanides, the decrease in unit cell volume with x in

the Yb1−xScxCo2Zn20 system results in a decreasing of the Yb valence. Only when the Yb

substitution is significantly diluted by non-magnetic Sc in the region 0.3 < x≤ 1, does Yb

appear to return to its trivalent state. In addition to this unexpected behavior, we observe

that the Kondo contribution to ρ(T ) depends on the Yb concentration. According to the

Kondo impurity model, this Kondo contribution to ρ(T ) should be a linear function of Yb
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ocncentration.3 However, two regimes, correlated with the Yb valence, are observed; the

Kondo contribution to ρ(T ) is large and stable for 0≤ x≤ 0.3, but then drops abruptly

by ∼ 90% in the Sc-rich region 0.3 < x≤ 1. This, along with characterization of C(T )

according to the RLM which yields fitting parameters of TK and J, suggests there is a

strong link between the behavior of the Yb valence and the nature of the Kondo effect in

this compound. The Yb1−xScxCo2Zn20 system provides an unexpected intersection of

a variety of fascinating phenomena found in correlated f−electron systems and can be

a subject of great interest for future investigations using more advanced measurement

techniques.

Though valence fluctuations appear to be present in Yb for 0≤ x≤ 0.3, accord-

ing to measurements of a and M(T ), further measurements are useful to confirm the

behavior of the valence such as x-ray absorption near edge structure (XANES). XANES

measurements can characterize the valence of Yb by looking at the Yb LIII edges and the

relative step heights at energies corresponding to both Yb2+ and Yb3+. The ratio of Yb2+

to Yb3+ is derived from Yb LIII edges. This method was used to estimate the valence of

Yb in the correlated electron systems Ce1−xYbxCoIn5
40 and Ce1−xYbxRhIn5.38
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Chapter 3

Tuning the magnetic ground state of
Ce1−xYbxRhIn5 by Yb valence fluctua-
tions

We characterize the properties of Ce1−xYbxRhIn5 single crystals with 0≤ x≤ 1

using measurements of powder x-ray diffraction (XRD), energy dispersive x-ray spec-

troscopy (EDS), electrical resistivity, magnetic susceptibility, specific heat, x-ray ab-

sorption near edge structure (XANES), and neutron diffraction. The Yb valence, vY b,

calculated from the magnetic susceptibility and measured using XANES, decreases from

3+ at x = 0 to ∼2.1+ at xact = 0.2, where xact is the measured Yb concentration. A tran-

sition from incommensurate to commensurate antiferromagnetism (AFM) is observed in

neutron diffraction measurements along Q = (0.5, 0.5, l) between 0.2≤ xact ≤ 0.27; this

narrative is supported by specific heat measurements in which a second robust feature

appears at a temperature TI (TI < TN) for the same concentration range. Magnetic suscep-

tibility measurements also reveal features which provide additional evidence of magnetic

ordering. The results of this study suggest that the evolution of the Yb valence plays a

critical role in tuning the magnetic ground state of Ce1−xYbxRhIn5.
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3.1 Introduction

Numerous studies on Ce-based heavy fermion compounds, notably the CeMIn5

(M = Co, Rh, Ir) family of compounds, have demonstrated the crucial role played by 4 f

electrons in unconventional superconductivity (SC), magnetic order, quantum criticality,

and valence fluctuations.41,42,43,44 The compound CeRhIn5 is an ideal system in which

to study the coexistence between magnetism and SC. Its temperature−pressure (T −P)

phase diagram shows antiferromagnetic (AFM) ordering below a Néel temperature

TN = 3.8 K at ambient pressure, with TN being suppressed to a quantum critical point

as pressure is applied at a critical pressure Pc = 2.25 GPa. Near Pc, a broad dome of

unconventional superconductivity with a maximum superconducting critical temperature

of Tc = 2.2 K is found. The compound CeRhIn5 is a relatively rare case in which the

characteristic temperatures TN and Tc are of the same magnitude, indicating a robust

competition between antiferromagnetism and superconductivity.45,46,47,48,49

Neutron diffraction experiments on CeRhIn5 in zero applied magnetic field re-

vealed that the antiferromagnetic ground state consists of antiferromagnetically-coupled

spin spirals that propagate along the c-axis as characterized by propagation vector qM

= (0.5, 0.5, 0.297) in terms of the reciprocal lattice 2π/a, 2π/b, 2π/c [r.l.u.] and with

Ce ion magnetic moments that reside within the tetragonal basal plane.46,50 Neutron

spectroscopy further demonstrated that this complex spiral ground state is a consequence

of frustrated nearest and next-nearest neighbor exchange interactions along the c axis.51

A spin-flop transition is observed when an external magnetic field of µ0H = 2 T is

applied within the ab-plane.52,46. Here the magnetic field induces a surprisingly large

easy-axis magnetic anisotropy that together with frustrated exchange interactions results

in a rich low magnetic field phase diagram that can be explained by a model related to

the Axial Next-Nearest-Neighbor Ising (ANNNI) model.53 At low temperatures T < T1
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the field-induced easy-axis anisotropy results in a commensurate, “+ + – –” magnetic

structure, where the magnetic moments lying in the ab-plane follow an up-up-down-down

periodicity along the c-axis.46,53 A third, incommensurate magnetic phase is observed in

the region T1 < T < TN , where the effect of the anisotropy is softened due to magnetic

fluctuations arising near TN . This results in an elliptical spin spiral with modulated

magnetic moments that are predominately oriented along the easy axis but exhibit small

components perpendicular to it.46 In agreement with the ANNNI, model the propagation

vector of the elliptical phase is strongly temperature dependent.53 A study at higher

magnetic fields uncovered evidence for nematic ordering similar to what is observed

in iron-based superconductors.54 These recent studies suggest that the magnetic order

in CeRhIn5 is highly tunable and here we explore this in more detail by means of Yb

substitution on the Ce site.

The striking effects of Yb substitution on the physical properties of the heavy-

fermion superconductor CeCoIn5, which have been reported in detail,55,28,56,57,58 moti-

vated us to study the related system Ce1−xYbxRhIn5. One interesting materials science

issue encountered in the Ce1−xYbxCoIn5 system is the discrepancy between the nominal

Yb concentration, xnom, and the actual Yb concentration, xact , of the flux-grown single

crystals; this issue is discussed in Refs. 59,40. While the Ce valence remains stable at 3+

for all x in the Ce1−xYbxCoIn5 system, the Yb valence decreases from 3+ to 2.3+ near

xnom = 0.2.39 At the critical concentration of xnom = 0.2 where the Yb valence stabilizes,

various unusual phenomena emerge. At this Yb concentration, the Fermi surface under-

goes a reconstruction60 and the quantum critical field, HQCP, is suppressed.61 There is

also evidence from London penetration depth measurements that the nodal superconduct-

ing energy gap of CeCoIn5 crosses over to a nodeless gap at this Yb concentration;62 on

the other hand, recent thermal conductivity measurements are consistent with a robust

nodal superconducting energy gap for all Yb concentrations.63 Identifying the symmetry
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of the superconducting order parameter remains an interesting and unresolved issue in

the system Ce1−xYbxCoIn5.

In this manuscript, we report the results of powder x-ray diffraction, energy

dispersive x-ray spectroscopy, electrical resistivity, magnetization, specific heat, and

neutron diffraction measurements on the Ce1−xYbxRhIn5 system; these measurements

reveal many similarities with the Ce1−xYbxCoIn5 system. The unit cell volume vs. x

exhibits an analogous deviation from Vegard’s law, demonstrating a discrepancy between

Yb concentrations xact and xnom. The Yb valence, which is determined through multiple

experimental techniques, is found to change from 3+ to 2.1+ near xact ≈ 0.2. Neutron

diffraction measurements show that there is also a crossover from an incommensurate to

a commensurate magnetic structure near this Yb concentration. Furthermore, a second

feature, presumably of magnetic origin, emerges in specific heat measurements for

samples with xact ≥ 0.18. These and other observations hint at a potential relationship

between the magnetic ground state in Ce1−xYbxRhIn5 and the valence of Yb. Since

the discrepancy in Yb concentration of Ce1−xYbxRhIn5 single crystals is qualitatively

identical to that of Ce1−xYbxCoIn5 and thoroughly explained in the paper of Jang et

al.,40 all of the references to Yb concentration x in the present manuscript represent the

actual Yb concentration (x = xact).

3.2 Experimental Details

Single crystalline samples of Ce1−xYbxRhIn5 were grown using a molten indium

flux method.64 For concentrations xnom > 0.9, heat treatment at significantly higher

temperature (T > 1300 ◦C) is required with the elements sealed in a metallic crucible,

such as a Ta or Mo tube, as opposed to quartz in order to successfully grow the crystals.65

Since our lab did not have access to these temperatures or metallic crucibles, we attempted

to grow these Yb-rich compounds with T < 1200 ◦C in a quartz crucible. This resulted
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in an inability to form high quality single crystals with 0.28 ≤ xact ≤ 1. Additionally,

the reported discrepancies in the Yb concentration could be attributed to this difficulty

in synthesizing crystals with higher Yb concentrations due to the lower than ideal

melting temperatures in conjunction with the potential for the Yb to react with the

excess In to form the binary compound YbIn3. For these reasons, we were unable

to perform reliable measurements, including neutron scattering, on single crystals of

Ce1−xYbxRhIn5 for 0.28 ≤ xact ≤ 1. Polycrystalline ingots of Ce1−xYbxRhIn5 were

formed using traditional arc-melting techniques for selected Yb concentrations. X-ray

diffraction (XRD) measurements were performed on powdered single crystals in a Bruker

D8 Discover x-ray powder diffractometer using a Cu-Kα source to characterize the crystal

structure. Analysis of chemical compositions was performed through transmission x-ray

spectroscopy (TXAS) and energy dispersive x-ray spectroscopy (EDS) measurements, as

described previously.40

Magnetic susceptibility measurements were performed between 300 and 2 K using

a Magnetic Property Measurement System (MPMS) equipped with a 7 T superconduct-

ing magnet from Quantum Design (QD). Four-wire electrical resistivity measurements

were performed from 300 K down to ∼ 1.1 K in a pumped 4He Dewar. Specific heat

measurements were performed down to 1.8 K in a QD Physical Property Measurement

System (PPMS) DynaCool using a standard thermal relaxation technique. Extended x-ray

absorption fine structure (EXAFS) measurements were collected on powdered samples at

the SLAC National Accelerator Laboratory on beamline 4-1. Transmission spectroscopy

measurements were performed on the Ce and Yb LIII edges and on the Rh K edge.

Neutron diffraction measurements were made on BT-4 and BT-7 triple-axis

spectrometers at the NIST Center for Neutron Research (NCNR).66 Single crystals were

mounted in the HHL scattering plane and measured with neutrons of incident energy

Ei = 14.7 meV (λ = 2.359 Å). Coarse collimations of open 80’-80’-120’ or 40’-40’-40’-
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open full-width-at half-maximum (FWHM) were used on BT-7 and BT-4, respectively,

while 10’-10’-40’ and open-50’-40’-radial were used for the high-resolution diffraction

with the position sensitive detector on BT-7. Measurements were performed either in a

helium cryostat with a base temperature of 1.5 K, or a He3 system with a base temperature

of 0.3 K.

3.3 Results and Discussion

3.3.1 X-ray Diffraction

The crystal structure of Ce1−xYbxRhIn5 is tetragonal with space group P4/mmm

for all temperatures below 300 K and for all x values. Rietveld refinements were per-

formed on several XRD patterns using GSAS31 and EXPGUI32. In Fig. 3.1, the powder

XRD pattern for a representative sample is shown. The Rietveld refinement is plotted

in red and the measured XRD data are plotted as a black curve. We obtained good

agreement between the measured XRD pattern and the refinement calculations for the

expected crystal structure, which is quantified by reduced χ2 values of less than 3 for

most concentrations, but with some deviation when x is large. The inset of Fig. 3.1

illustrates the shift in Bragg-peak positions as x increases, indicating systematic changes

in the lattice parameters. Using the Rietveld refinement technique, lattice parameters

a and c were determined and are plotted along with the calculated unit-cell volume in

Fig. 3.2.

Single crystals of Ce1−xYbxCoIn5, synthesized using an indium flux technique,

are well-known to have a sub-nominal Yb concentration. As part of this study, we found

that our Ce1−xYbxRhIn5 single crystals also contain a sub-nominal Yb concentration. To

address this issue in the Rh system, we compare the results from XRD, EDS, TXAS, and

neutron diffraction measurements in Fig. 3.2. The initial indication of the discrepancy
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x = 0.03
x = 0.17
x = 0.9x = 0.17

Figure 3.1. A representative XRD pattern for the x = 0.17 sample is plotted. The
expected Bragg peak positions are indicated with small ticks above the labeled 2θ

axis. The calculated fit from Rietveld refinement is plotted as the top (red) curve
and the deviation from the fit is shown as the bottom (black) curve above the Bragg
peak indicators. The inset illustrates differences in the XRD patterns for different Yb
concentrations over a narrow window of 2θ . The peaks shift slightly between x = 0.03
and x = 0.17, and then shift significantly for x = 0.9.

between the nominal Yb concentration xnom and the actual Yb concentration xact comes

from unit-cell volume data, where a deviation from Vegard’s law is shown in Fig. 3.2(a).

Since the valences of Ce and Yb are known to be constant from supporting measurements

of XAFS and magnetic susceptibility for x > 0.2, the deviation from Vegard’s law can be

explained by a discrepancy between xact and xnom; this is resolved by shifting unit-cell

volume data so that it coincides with the linear extrapolation of Vegard’s law and defining

the resulting x value as the actual concentration of Yb, xact . When xact is plotted as a

function of xnom in Fig. 3.2(b), we see a relationship between the two concentrations

which can be represented by the equation xact = xnom/3 up to about xnom = 0.7. There

is a sharp deviation from this behavior over a narrow concentration range between

0.7 ≤ xnom ≤ 0.85 before Vegard’s law (xact = xnom) is obeyed for xnom ≥ 0.9. The

conclusions drawn from this application of Vegard’s law are supported by EDS and

TXAS measurements on the single crystals, which are also shown in Fig. 3.2(b). This
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scenario is qualitatively identical to that of the Co series, which is discussed in the paper

of Jang et al.40 We found that polycrystalline samples of Ce1−xYbxRhIn5, which were

also studied using XRD and EDS measurements, show an agreement between xnom and

xact ; the discrepancy, therefore, appears to be limited by the solubility of Yb in Ce for

the temperature range (Room temperature ≤ T ≤ 1200 ◦C) covered in our flux growth

technique. With the relationship between actual and nominal concentrations of Yb being

well-established, all mentions of Yb concentration x for Ce1−xYbxRhIn5 hereafter refer

to the actual concentration of Yb (x = xact) in this manuscript.

3.3.2 XANES

The step height in the absorption edge in transmission x-ray spectroscopy (TXAS)

is a direct measurement of the number of atoms in the unfocused x-ray beam. Conse-

quently, the ratio of the edge step heights for different elements in a sample, keeping the

illuminated region of the sample the same for each edge energy, provides a measure of

the relative concentrations. To get actual concentration ratios each edge step height must

be divided by the absorption cross-sectional area for that element.67 The absorption edge

step height was determined by a simple linear construction technique above and below

the edge. We have used this approach recently to determine concentration ratios in the

Ce1−xYbxCoIn5 system.40 and use a similar approach here. For such measurements, thin

layers of powdered material were used to minimize the effects of pinholes, inclusions of

indium flux, and to prevent saturation effects.

The XANES for Ce LIII, Yb LIII, and Rh K edges are shown in Fig. 3.3 parts

(a), (b), and (c) for the x = 0.03, 0.1, and 0.17 samples, respectively. The ratio of the In

(edge not shown) concentration to the Rh concentration was roughly 4.8 ± 0.2 for each

of the three concentrations measured, indicating that the Rh site is nearly fully occupied.

The occupation of the Ce LIII and Yb LIII edges were determined by comparing the
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Figure 3.2. (a) Unit-cell volumes, plotted as a function of xnom, calculated from XRD
and neutron diffraction measurements on single- and polycrystalline samples. A linear
extrapolation representing Vegard’s law between the two parent compounds is shown
as a guide to the eye; the horizontal (black) arrow emphasizes the discrepancy between
the measured behavior of V (x) and the Vegard’s law construction. Plotted in the inset
are the lattice parameters a and c vs. xnom. (b) Comparison between the nominal and
actual Yb concentrations determined from EDS, TXAS, and XRD measurements. A
dashed line is drawn with slope xact = xnom/3, which fits the single crystal data well
for concentrations xnom < 0.7. For higher concentrations, the data deviate from this line
and approach the xact = xnom line. The results from EDS and XRD measurements on
polycrystalline samples fit the expected relation shown by the line xact = xnom. Error bars
where indicated represent one standard deviation throughout the article. These analyses
establish a relationship between xact and xnom, ensuring that all subsequent discussions
of Yb concentration can be limited to the actual concentration, such that x = xact , unless
otherwise stated.
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Figure 3.3. Un-normalized XANES data for Yb, Ce, and Rh. (a) shows the Ce LIII
XANES for Ce1−xYbxRhIn5 where x = 0.03 is the top black line, followed by x = 0.1 as
the red intermediate line, and x = 0.17 as the lower blue line. (b) The Yb LIII XANES,
and (c) the Rh K XANES are shown for the same concentrations. All data were collected
at T = 200 K and the ‘pre-edge’ has been subtracted from the data.

aforementioned cross-section adjusted edge height ratios to the Rh K edge for the same

concentration. These results are presented in Fig. 3.2(b) for Yb for comparison with EDS

and XRD measurements.

The Ce LIII edge and Rh K edge exhibit only a single-edge feature which indicates

that only a single valence state is present for these atoms in the material. In contrast,

the Yb LIII edge, shown in detail in Fig. 3.4, is composed of two slightly offset edges,

indicating a mixed valence state. We briefly describe the XANES analysis used to

determine the valence states for the different concentrations. The Yb2+ and Yb3+

valence states have different edge energies which are offset by several eV; Yb2+ absorbs

near 8938 eV and Yb3+ near 8946 eV. To quantitatively determine the valence, two
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different offset edges were fit to the XANES data. Each edge is a sum of a broadened

step function plus a Gaussian peak, centered at the same energy; the edge step is modeled

as a convolution of a Gaussian distribution with a unit step function, and all Gaussians

are assumed to have the same width, σ . The relative amplitudes of the Gaussians, the

locations of each edge, E1 and E2, σ , and relative step heights were all determined

from non-linear fits for each concentration. The fit was conducted only in the immediate

vicinity of the edges where additional features of the XANES edge are minimal compared

with the first, large peaks. In a recent XANES study of CaF2:Yb, the absorption matrix

element for the 2+ valence was found to be about 7% lower than for the 3+ valence

state.68 This correction was included in estimating the fractions pYb2+ and pYb3+ of the

2+ and 3+ valences respectively. Then the Yb average valence, z is given by z = 2 pYb2+

+ 3 pYb3+ . These measurements show that the substituted Yb ion shifts from nearly

trivalent Yb3+ at x = 0 down to intermediate-valence Yb2.1+ by x = 0.2.

3.3.3 Electrical Resistivity

Electrical resistivity measurements were performed on selected Ce1−xYbxRhIn5

samples. These data are plotted in Fig. 3.5 and show an evolution of the Kondo lattice

with Yb concentration in the range 0≤ x≤ 0.27. We observe a coherence peak associated

with the Kondo lattice behavior which is manifested as a knee-like feature.

In Fig. 3.6, the Kondo coherence temperature, T ∗, and ρ(T ∗)/ρ(200 K) are

plotted as a function of x. We defined T ∗ as the temperature where the slope of the

resistivity exhibits the largest change; an example of this procedure is provided in the

inset of Fig. 3.5. Values for T ∗ and ρ(T ∗)/ρ(200 K) remain relatively stable with a

slight dip as x increases from 0 to 0.2, before being rapidly suppressed as the Kondo

lattice loses coherence at higher values of x; this coincides with the concentration where

the Yb valence stabilizes at vY b = 2.1+. The stability of the Kondo lattice in the region
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Figure 3.4. Measured Yb LIII edge data for Ce1−xYbxRhIn5 is plotted as black circles.
The fit to the two-edge model is shown as the red solid line, while the dashed green
line represents the contribution from Yb2+, and the dashed blue line represents the
contribution from Yb3+. The results are shown over the same energy ranges for x = 0.03,
0.1, and 0.17 in panels (a), (b), and (c), respectively.

x< 0.2 may suggest a cooperative relationship between a decreasing, unstable Yb valence

and the decrease in number of host Ce3+ ions with increasing x. Once the Yb valence

becomes stable at about 2.1+, the Kondo lattice behavior weakens as Ce is replaced by

Yb. This x-dependent behavior of the Kondo lattice is consistent with other findings

in the Ce1−xYbxRhIn5 system where the valence of Yb and the magnetic structure are

intertwined.

For the samples whose measurements are presented in Figs. 3.5 and 3.6, the

residual resistivity ratio (RRR) was calculated according to the relation

RRR = ρ(300 K)/ρ(0 K), (3.1)

where the values of ρ(0 K) were estimated by extrapolating the ρ(T ) data to 0 K.

The evolution of the RRR with xnom shows significantly large values of the RRR for
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Figure 3.5. Electrical resistivity data for selected samples of Ce1−xYbxRhIn5, normalized
by electrical resistivity values measured at 200 K. The Kondo coherence feature for
samples is observed near 25 K. (Inset) Example of T ∗ being calculated for the x = 0.2
sample.

both parent compounds (x = 0 and x = 1). However, as xnom is increased from 0, the

RRR drops precipitously, which suggests a possible relationship between the RRR and

the difficulty in synthesizing substituted samples of Ce1−xYbxRhIn5 (described in the

Experimental Details section).

3.3.4 Magnetic Susceptibility

Measurements of magnetic susceptibility as a function of temperature were made

with the magnetic field, H, oriented both in the ab-plane and along the c-axis; the

measured magnetization, M, was divided by the applied magnetic field µ0H = 0.5 T to

obtain the magnetic susceptibility. These data are plotted as a function of temperature in

Fig. 3.8. Two features are apparent in the data at low temperature, which are highlighted in

the inset of Fig. 3.8(a). The inflection point, which is the signature for the AFM transition,

is indicated by a dotted black line that acts as a guide to the eye. The maximum value of

the magnetic susceptibility is observed at a temperature TM that decreases with increasing

x. This maximum at TM corresponds to a deviation from Curie-Weiss behavior and is
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Figure 3.7. Calculated RRR values from ρ(T ) plotted vs. xnom for Ce1−xYbxRhIn5. At
xnom = 0, the RRR≈ 150. As Yb is introduced, the RRR drops precipitously. For the pure
YbRhIn5 compound, the RRR increases to above 110, suggesting that substituted samples
are likely to yield low RRR values, potentially related to the issues raised regarding
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consistent with the crystalline electric field effects observed in CeRhIn5.69,70 The inset

of Fig. 3.8(b) shows the ratio of magnetic susceptibility with magnetic field applied in

both orientations at 10 K. The ratio is roughly constant at χab/χc = 0.5 for x < 0.3.

The inverse of the magnetic susceptibility, χ−1, vs. T is plotted over a large

temperature range in Fig. 3.9(a). For all x, the χ(T ) data can be described by the

Curie-Weiss relation,

M/H =C0/(T −ΘCW ), (3.2)

where C0 is the Curie constant and ΘCW is the Curie-Weiss temperature. The average

effective magnetic moment of the rare-earth ions, µe f f , is estimated using the relation

C0 = µ2
e f f NA/3kB, where NA is Avogadro’s number and kB is Boltzmann’s constant.

Values of µe f f (x) are found to decrease monotonically from ∼ 2.5 µB for x = 0

to approximately 1.6 µB at x = 0.27. To obtain an estimate for the valence of Yb, vY b,

data for µe f f (x) can be modeled using the equation:

µe f f =
√

(µCe3+)2(1− x)+ [(µY b3+)2(vY b(x)−2)(x)] (3.3)

where the free ion values of µCe3+ and µY b3+ are 2.54 and 4.54 µB, respectively, and vY b

represents the valence of Yb.

Values of µe f f are plotted in Fig. 3.9(b) as a function of x. The dashed lines

represent the theoretical behavior for µe f f (x) using Eq. 3.3 and assuming that all Yb

ions are either divalent or trivalent. In these calculations, Ce is always assumed to be

trivalent. We observe that µe f f (x) follows the behavior expected for Yb3+ for very low x

until it crosses over to being more consistent with Yb2+. This result is consistent with the

study of Ce1−xYbxCoIn5 where Yb is trivalent near x = 0, but its valence decreases to an

intermediate value of 2.3+ at x≈ 0.07.39 We applied Eq. 3.3 to extract values for vY b as

a function of x; the values obtained are consistent with results from TXAS measurements
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Figure 3.8. (a) Magnetic susceptibility measured in an applied magnetic field of µ0H =
0.5 T along the ab-plane is plotted from 0 to 300 K. The inset shows data for 0≤ T ≤ 20
K where a black, dotted line is drawn through an inflection point, which is a signature
of the AFM transition. The maximum value of magnetic susceptibility decreases with
x. The temperature of the maximum is denoted TM and is shown by the dash-dotted
line. Due to a low-T upturn in the magnetic susceptibility for x = 0.27, TN is difficult
to define, and thus not indicated with the dashed line. (b) Magnetic susceptibility data
measured with magnetic field applied along the c-axis are plotted from 0 to 300 K. For
this orientation, only some concentrations exhibit a clear feature at low temperature
associated with AFM ordering; other concentrations are dominated by an upturn in this
temperature range. The inset shows the ratio χab/χc at 10 K, which is above the AFM
transition but below the temperature range exhibiting Curie-Weiss behavior. The values
of χab/χc are scattered about 0.5 over the range of concentrations measured.
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Figure 3.9. (a) Inverse magnetic susceptibility, χ
−1
ab , plotted for temperatures up to

300 K, exhibits linear Curie-Weiss behavior at high temperatures. (b) The effective
magnetic moment, µe f f , for x < 0.33 was calculated from the c-axis measurements and
is plotted as a function of x. Dashed curves indicate theoretical calculations for µe f f in
Ce1−xYbxRhIn5 assuming Yb valences of Yb2+ and Yb3+.

as described in the discussion section.

3.3.5 Specific Heat

Specific heat measurements were performed in zero magnetic field on samples in

the system Ce1−xYbxRhIn5 with actual Yb concentrations of xact = 0, 0.07, 0.13, 0.15,

0.17, 0.18, 0.2, 0.23, and 0.27. These data are displayed in Fig. 3.10(a) with C/T plotted

as a function of temperature below 20 K. A dramatic evolution of the magnetic phase

transition with Yb concentration is evident both in the suppression of TN and in the change

in magnitude of the feature at TN . These results are consistent with a similar evolution

with x that was observed in the systems Ce1−xLaxRhIn5 and Ce1−xYxRhIn5.71,64 The

magnitude of the peak at TN decreases with increasing x as a broad hump feature emerges

near TN . This broad hump is a signature of short-range magnetic correlations that take
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an increasing amount of the entropy, leaving a smaller peak feature with less entropy at

TN .71

The Sommerfeld coefficient, γ , and Debye temperature, ΘD, were determined

from these data by plotting C/T vs. T 2 and fitting the linear portion for T > TN with

the expression, C/T ' γ +βT 2, where β = 12π4NAkB
5Θ3

D
. Such a procedure is shown for

representative data in Fig. 3.10(b), where a linear region is seen for T > TN . The best-fit

results for γ and ΘD are plotted as functions of x in Figs. 3.10(c) and (d), respectively. The

Sommerfeld coefficient for most Yb concentrations is roughly γ ≈ 200 mJ mol−1 K−2. γ

was previously determined from low-temperature (T < TN) fits to C/T data in two studies

of the system Ce1−xLaxRhIn5;72,71 this procedure resulted in smaller values of γ : ≤ 100

mJ mol-Ce−1 K−2 and ∼50 mJ mol−1 K−2.72,71 Kim, et al. discussed the difficulty of

extracting γ from data for CeRhIn5 because of the contributions due to magnetic order.72

Our results for γ may be higher than previous results due to partial gapping of the Fermi

surface that is associated with the formation of the SDW ground state.50 We extracted γ

using data measured at T > TN where the Fermi surface is presumably ungapped, while

Refs. 72,71 used fits to data in the temperature range T < TN . The Debye temperature

is relatively x-independent, as expected, maintaining a value of ΘD ' 200 K for all Yb

concentrations.

In zero magnetic field, the compound CeRhIn5 exhibits an incommensurate

antiferromagnetic structure below TN , characterized by a wave vector qM = (1/2, 1/2,

0.297) and Ce moments that reside within the easy ab-plane.50 When a magnetic field

is applied within the ab-plane, a field-induced phase transition is observed.52,46 Such

a transition has also been observed in measurements on the system Ce1−xLaxRhIn5

under similar conditions.71 Below T1, as field is applied, CeRhIn5 enters the “+ + – –”,

commensurate magnetic phase.46 Data from heat capacity measurements on CeRhIn5

in magnetic fields up to µ0H = 9 T are shown in Fig. 3.11(a). A magnetic field-induced
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Figure 3.10. (a) Specific heat divided by temperature, C/T , plotted as a function of
temperature, T . (b) C/T plotted as a function of T 2 for selected concentrations; the linear
region of data in the temperature range T > TN obeys the relationship C/T ' γ +βT 2.
Best fit results are plotted as functions of actual Yb concentration, xact , for (c) the
Sommerfeld coefficient, γ , and (d) the Debye temperature, ΘD.

feature at T1 < TN is observed when µ0H ≥ 3 T and H ‖ ab, and TN is observed to

increase with increasing H. When H ‖ c, TN is slowly suppressed and it appears that no

magnetic field-induced features emerge. These results agree with those from previous

reports.71

Zero-field specific heat measurements for Ce1−xYbxRhIn5 single crystals are

displayed in Fig. 3.11(b); these data have been offset by an amount δC/T = 0.5 J mol−1

K−2 for visual clarity. Yb substitution for Ce suppresses TN at a rate that appears to

be consistent with that for La- and Y-substitution.72,71,64 On the other hand, unlike in

previous work on La- and Y-substitution, we observe a second feature that emerges at a

temperature TI < TN for x≥ 0.18. TI decreases slowly with increasing x. The character

of this broad feature seems to preclude it from being associated with a first-order phase

transition.

Specific heat measurements were performed in the vicinity of the AFM transition
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Figure 3.11. (a) Specific heat divided by temperature, C/T , for CeRhIn5 in applied
magnetic fields µ0H of up to 9 T; H was applied parallel to both the ab-plane (filled
circles) and along the c axis (open circles). Note that data measured in different magnetic
fields have been offset from one another by an amount δC/T = 1.0 J/mol K2 for visual
clarity. When H ‖ c, we observe a single feature at TN which is gradually suppressed to
lower temperature with increasing H. When H ‖ ab and µ0H > 3 T, we observe a feature
at TN and a magnetic field-induced phase transition at T1 (T1 < TN). (b) C/T data for
Ce1−xYbxRhIn5 are plotted in the vicinity of TN . The data for different concentrations
have been offset from one another by an amount δC/T = 0.5 J mol/K2 for visual clarity.
A second feature emerges at temperatures TI < TN for xact > 0.18. Dashed lines are
guides to the eye which emphasize the evolution of TN and TI with Yb-concentration.
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for Ce1−xYbxRhIn5 with xact = 0, 0.07, 0.13, 0.20 in applied magnetic fields up to

µ0H = 9 T. These results are summarized in Fig. 3.12. The data measured at different

magnetic fields have been offset by amounts δC/T to more clearly follow the evolution

of behavior with H. A first-order magnetic-field induced phase transition is observed

for xact = 0, 0.07, and 0.13 when µ0H ≥ 3 T; we were unable to observe any strong

signature of this magnetic field-induced transition in data for xact = 0.20. It appears that

the separation between T1 and TN decreases with increasing x, suggesting that disorder

may promote a commensurate magnetic structure over the incommensurate magnetic

structure of CeRhIn5.

One explanation for the tendency towards commensurate magnetic order may be

that disorder weakens the next-nearest neighbor exchange interactions, thus lifting the

magnetic frustration between antiferromagnetic nearest (J1) and next-nearest neighbor

(J2) exchange along the c axis that drives the emergence of the incommensurate antiferro-

magnetic structure for xact = 0.51 Another possibility is that changes in the Yb valence as

x is increased could affect the orbital characteristics of the 4 f electronic wave function

and, in turn, result in additional magnetic anisotropies that favor commensurate order. We

note that such changes in orbital character have recently been reported both as a function

of chemical substitution73 and magnetic field.74 Both T1 and TN increase with increasing

H, which is consistent with the H−T phase diagram determined by Light et al. for

the case of La substitution.71 One possibility is for the two effects described above to

work in tandem to generate the observed behavior. However, based on similarities to the

Ce1−xYbxCoIn5 system, which exhibits a valence transition at the same value of x where

there is a change in the electronic structure, and the fact that the RRR is consistently

large throughout the full range of x shown in Fig. 3.7, it seems more likely that the latter

mechanism involving changes in the orbital characteristics of the 4 f electronic wave

functions causes the modifications in the magnetic structure.
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Figure 3.12. Specific heat divided by temperature, C/T , vs. temperature T for selected
Yb concentrations in the system Ce1−xYbxRhIn5: (a) x = 0, (b) x = 0.07, (c) x = 0.13,
and (d) x = 0.20. For each concentration, measurements were performed in applied
magnetic fields of µ0H = 0, 1, 3, 5, 7, and 9 T (applied along the ab-plane). Data
measured in different magnetic fields have been offset from one another by an amount
δC/T = 0.5-1 J/ mol K2 for visual clarity. Two distinct features are observed in CeRhIn5
for µ0H ≥ 3 T. At constant magnetic field, these features appear to merge with increasing
x, such that a single broad feature is observed for x = 0.20 in magnetic fields of up to 9 T.

3.3.6 Neutron Diffraction

Neutron diffraction measurements, collected in the HHL scattering plane with

neutrons of incident energy Ei = 14.7 meV, are able to probe the crystal structure,

magnetic moments of the constituent ions, and the magnetic structure of the ordered

ground states. We performed such measurements on our Ce1−xYbxRhIn5 single crystals

to determine whether or not there is a link between the variation of the Yb valence

and the magnetic structure. To extract meaningful magnetic moments from neutron

scattering data, corrections for neutron-neutron absorption must be made.75 Due to the

large neutron absorption cross-sections of both In and Rh, and the irregular shape of

the samples, making the corrections is problematic in the present case, and hence, the

moment values from the magnetic susceptibility measurements are likely more reliable.

An incommensurate AFM structure was found for samples with x = 0.17 and
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0.2 that could be described by a propagation vector q = (0.5, 0.5, 0.297(0.002)); this

magnetic structure is identical to that of CeRhIn5.50 The magnetic scattering intensity

is obtained in terms of absolute units by normalizing the integrated intensity of these

magnetic reflections by the (110) and (002) nuclear reflections. Using the details of the

magnetic structure determined by Bao et al.76 for the parent compound, the results from

neutron diffraction for Ce1−xYbxRhIn5 were expressed in units of µ2
B/f.u. and plotted as a

function of temperature in Fig. 3.13(a)-(c); the resulting intensities show the development

of magnetic order as the temperature is cooled below the Néel temperature, TN .

A region of the HHL zone in reciprocal space was mapped using the position-

sensitive detector (PSD) for a representative concentration, x = 0.17; it is shown in

Fig. 3.13(d). The PSD covers an angular range over five degrees in scattering angle,

and hence data were collected for several scattering angles separated by 5◦, rotating the

crystal in steps on 0.25◦ over a range of 100◦. This measurement was conducted to ensure

that no extraneous reflections are present which would suggest additional modifications

to the magnetic structure, relative to that of the parent compound. In addition to the

bright (110) and (002) nuclear reflections, we find a series of peaks along the q = (0.5,

0.5, l) vector in the inset of Fig. 3.13(d). Note that because of the small dimensions of

the sample relative to the aluminum sample plate, a substantial background contribution

is observed for parts of the map appearing as temperature-independent streaks or peaks

of elevated intensity at larger ‘radii’.

The Néel temperatures, TN , for x = 0.17, 0.20, and 0.27, were extracted by fitting

the integrated intensity of a representative magnetic reflection at Q = G+q, where G is

a reciprocal lattice vector, with a mean-field order parameter function. The best fits are

denoted by the solid lines in Fig. 3.13(a)-(c). The ordering temperatures are plotted in

Fig. 3.14(b).

In contrast to the results for the other concentrations, the x = 0.27 sample exhibits
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commensurate order along the unit-cell diagonal described by a propagation vector q =

(0.5, 0.5, 0.5). No evidence for the incommensurate phase was observed along the (0.5,

0.5, l) direction as shown in the inset of Fig. 3.13(c).

For the compound with x = 0.27, a second transition, TI , below TN is observed

in C(T ). However, neutron diffraction measurements show only one transition in this

compound, described above as commensurate AFM order at TN , revealing that TI is

unaccounted for in the neutron diffraction measurements. Possible reasons for this can be

that the changes in the magnetic structure below TI are subtle, or that a different magnetic

structure with a distinct propagation vector coexists with the identified commensurate

order. Additionally, the inability to detect this potential propagation vector may suggest

that the second modulation may have a miniscule magnetic moment. Finally, the transition

TI may be associated with a different phenomenon such as a Lifshitz transition that reflects

subtle changes in the electronic density of states. This may be related to changes in the

hybridization of conduction- and f -electron states due to the observed valence change.

The difference in magnetic structure for Ce1−xYbxRhIn5 between the x = 0.17,

0.20, and the x = 0.27 samples suggests that there is a crossover or transition from

incommensurate to commensurate AFM order between 0.20≤ x≤ 0.27, which coincides

with changes observed in the behavior of electrical resistivity, magnetic susceptibility,

and specific heat measurements for this concentration range.

3.4 Concluding Remarks

3.4.1 Phase Diagram

Shown in Figs. 3.14(a) and (b) are the Yb valence, vY b, and the Néel temperature,

TN , vs. Yb concentration, respectively. Plots of these vY b and TN vs. x are shown to

emphasize a potential link between the magnetic structure of Ce1−xYbxRhIn5 and the
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valence of Yb. The incommensurate AFM phase appears to correspond to the region over

which the Yb valence varies between 3+ and 2.1+, while the commensurate AFM phase

appears when the Yb valence becomes stable at 2.1+.

3.4.2 Discussion

The phase purity and crystal structures of Ce1−xYbxRhIn5 single crystals, syn-

thesized using a molten In flux technique, were confirmed through Rietveld refinement

analysis on powder XRD patterns. Given the well-documented subnominal Yb concentra-

tions found in single crystals of the related system, Ce1−xYbxCoIn5, we determined the

actual Yb concentrations in our Ce1−xYbxRhIn5 single crystals using EDS and TXAS

measurements. Combining the results from these measurements with a Vegard’s law

analysis of the unit-cell volume as a function of x, we determined that the actual Yb

concentrations, xact , are lower in our Ce1−xYbxRhIn5 single crystals than the nominal

values, xnom. In contrast, results of similar chemical and structural analysis on poly-

crystalline samples of Ce1−xYbxRhIn5 showed xact ' xnom. Using measurements of

magnetic susceptibility and XANES, we estimated the Yb valence as a function of x. Just

as has been observed in Ce1−xYbxCoIn5, we found that the Yb valence decreases as a

function of x until stabilizing at an intermediate valence of 2.1+ near x = 0.2. Since the

behavior of the valence of Ce1−xYbxRhIn5 is similar to that of Ce1−xYbxCoIn5, where

there is also a Fermi surface reconstruction at x = 0.07 indicating an overall change in the

electronic structure, it is reasonable to expect a Fermi surface reconstruction at x = 0.2

for Ce1−xYbxRhIn5. However, additional and difficult types of measurements such as

Shubnikov-de Haas would need to be performed to confirm this scenario, although it

could potentially provide an explanation for the observed magnetic phase transitions.

Neutron scattering experiments demonstrate that the abrupt change in the x-dependence

of the Yb valence near x = 0.2 coincides with a change in the magnetic structure from
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Figure 3.13. Neutron diffraction measurements on the BT-4 and BT-7 triple-axis spec-
trometers at the NIST Center for Neutron Research. (a)-(c) The Néel temperature TN was
determined for concentrations x = 0.17, 0.2, and 0.27 by fitting the integrated intensity
of a representative magnetic reflection at Q = G+q, where G is reciprocal lattice vector,
with a mean-field order parameter function denoted by the solid line. Examples of curves
for selected temperatures are shown in the inset of (a), where at the lowest temperature,
the peaks were resolution limited. A shoulder-like feature is observed at a slightly lower
l; however, no shoulder is observed in scans of the nuclear reflections which indicates
a distribution of q values. The inset of panel (c) demonstrates that no evidence for the
incommensurate phase was observed for x = 0.27 along the (0.5, 0.5, l) direction. (d)
A region of the HHL zone in reciprocal space was mapped at 1.5 K for x = 0.17. No
additional magnetic reflections are present, which would suggest additional modifications
to the magnetic structure. The inset of the panel (d), plotted using DAVE,77 shows that,
in addition to the bright (110) and (002) nuclear reflections, we observed a series of peaks
along (0.5, 0.5, l), which are indexed using the same magnetic propagation vector, q.
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Ce1−xYbxRhIn5. The Néel temperature TN is taken from measurements of the electrical
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x = 1. The orange region delineates incommensurate AFM order and the clear region
represents commensurate AFM order.
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an incommensurate AFM ground state for 0≤ x≤ 0.2 to a commensurate AFM ground

state for 0.2 < x ≤ 0.27. Heat capacity measurements reveal that a second phase tran-

sition of magnetic origin emerges in this concentration range at a temperature TI < TN .

Taken together, these results suggest a correlation between the magnetic structure of the

heavy-fermion system, Ce1−xYbxRhIn5, and the intermediate valence of Yb.
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Chapter 4

Temperature vs. Sm concentration
phase diagram and quantum critical-
ity in the correlated electron system
Ce1−xSmxCoIn5

We report electrical resistivity, magnetization, and specific heat measurements

on the correlated electron system Ce1−xSmxCoIn5 (0≤ x≤ 1). Superconductivity (SC)

in the heavy fermion compound CeCoIn5, which is suppressed with increasing Sm

concentration x, and antiferromagnetic (AFM) order of SmCoIn5, which is suppressed

with decreasing x, converge near a quantum critical point at xQCP ≈ 0.15, with no

indication of coexistence of SC and AFM in the vicinity of the QCP. Non-Fermi liquid

(NFL) behavior is observed in the normal state electrical resistivity, ρ(T ), and specific

heat, C(T ), in the vicinity of the QCP; e.g., the coefficient and the exponent of the power-

law T -dependence of ρ(T ) exhibit pronounced maxima and minima, respectively, at xQCP,

while C(T )/T exhibits a logarithmic divergence in T at xQCP. A low-temperature upturn

in ρ(T ) develops in the range 0.70≤ x≤ 0.85 which is reminiscent of a single impurity

Kondo effect, suggesting that Sm substitution tunes the relative strength of competing

Kondo and Ruderman-Kittel-Kasuya-Yosida (RKKY) energy scales. The suppression of

SC with increasing x is probably associated with the exchange interaction between the
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Ce quasiparticles involved in the superconductivity and the magnetic moments of the Sm

ions.

4.1 Introduction

Quantum criticality has been an important and fascinating area of correlated elec-

tron research due in large part to its presence in disparate classes of materials including

cuprates and iron pnictide high-temperature superconductors, as well as lanthanide- and

actinide-based heavy-fermion (HF) metals.78 A quantum critical point (QCP) emerges

when a second-order phase transition is suppressed to zero temperature by tuning non-

thermal control parameters such as chemical composition, applied pressure, or magnetic

field, frequently yielding an observable superconducting state.79 The proximity of su-

perconductivity to magnetism in these materials has lead to an ongoing debate about the

underlying mechanism behind the emergent superconductivity and continues to drive a

great deal of research in this area.80 The HF superconductors CeT In5 (T = Co, Rh, Ir)

are a prototypical class of strongly correlated systems in which unconventional super-

conductivity (SC) emerges in close proximity to an antiferromagnetic (AFM) quantum

critical point (QCP).81,82,80,49

The compound CeCoIn5 is a d-wave superconductor83,84,85,86 that has provided

an opportunity to study the effects of impurities, either magnetic or non-magnetic, on an

unconventional superconductor. The compound SmCoIn5 is iso-structural with CeCoIn5,

but undergoes three successive phase transition87 and has not been found to exhibit

superconductivity under ambient or applied pressure up to 8 GPa.88 This is in contrast

with the related compound PuCoIn5 in which superconductivity was observed89; PuCoIn5

and SmCoIn5 have the same crystal structure and Pu3+ shares the same f -electron shell

configuration as Sm3+.

Our study of the system Ce1−xSmxCoIn5reported herein was motivated by a
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series of studies on the system Ce1−xYbxCoIn5.28,55 Ytterbium, which can have the same

valence states as Sm (2+, 3+), was found to display valence fluctuations when substituted

into the Ce site, while Ce remained trivalent.39,28 The Yb valence decreases rapidly

from 3+ at low x until stabilizing at 2.3+ for x > 0.07.39 The decrease in Yb valence

in Ce1−xYbxCoIn5 is accompanied by other anomalous phenomena at x = 0.07, such

as suppression of the quantum critical field, HQCP,61 a Fermi-surface reconstruction,60

and a possible crossover from a nodal to nodeless superconducting energy gap.62 This

last result was observed in measurements of the London penetration depth, λ (T );62

though, recent thermal conductivity measurements do not show this change in the SCing

energy gap.63 This nodeless superconductivity has been explored by a composite pairing

scenario in which a fully-gapped d-wave molecular superfluid of composite pairs form.90

By substituting Sm into the Ce site in this study, we were interested in seeing whether we

could observe some of the same phenomena reported in the Yb-substituted system.59,40

Our measurements of the specific heat of SmCoIn5 indicate that there are two

additional phase transitions besides AFM order at TN ∼ 11.6 K, including a first-order

transition at 10.2 K, and another transition with a smaller feature at 6.0 K. This behavior,

with three transitions, is similar to that observed in a previous study of SmIn3;91 however,

the origin of these additional phase transitions is unknown in SmCoIn5. From µSR

measurements on SmIn3, it is suggested that these ordering temperatures are associated

with a transition between commensurate and incommensurate AFM states,92 though the

signatures of the transitions are qualitatively different when we compare specific heat

measurements on SmCoIn5 and SmIn3. Additional experiments such as anomalous x-ray

diffraction must be conducted to determine the nature of these transitions. Introducing Ce

into SmCoIn5 disrupts the additional phase transitions observed in SmCoIn5 and results

in a single, broad transition in the specific heat for concentrations down to x = 0.175.

On the Ce-rich side of the phase diagram, we find that superconductivity is rapidly
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suppressed by x = 0.15. Electrical resistivity data demonstrate that the Kondo coherence

temperature T ∗ is also suppressed with increasing x. The evolution of SC and AFM order

across the Ce1−xSmxCoIn5 phase diagram provides information about the interplay of

these two phenomena and non-Fermi liquid (NFL) behavior of the physical properties

near a QCP in this system.

4.2 Experimental Details

Single crystalline samples of Ce1−xSmxCoIn5 were grown using a molten In

flux as described in Ref. 64. The crystal structure was characterized through analysis

of powder x-ray diffraction (XRD) patterns collected by a Bruker D8 Discover x-ray

diffractometer using a Cu-Kα source. The chemical composition was investigated by

means of energy-dispersive x-ray spectroscopy (EDX) using an FEI Quanta 600 scanning

electron microscope equipped with an INCA EDX detector from Oxford Instruments.

Four-wire electrical resistivity measurements, ρ(T ), were performed from 300 K down

to ∼ 1.1 K in a pumped 4He Dewar and down to 1.8 K in a Quantum Design Physical

Property Measurement System (PPMS) DynaCool. For selected samples, ρ(T ) was also

measured down to 25 mK in an Oxford Kelvinox-300 3He-4He dilution refrigerator.

Magnetic susceptibility measurements were performed between 300 K and 2 K in a

Quantum Design Magnetic Property Measurement System (MPMS) equipped with a 7 T

superconducting magnet. Specific heat measurements were performed down to 1.8 K in

a Quantum Design PPMS DynaCool and down to 0.5 K using a 3He option. All specific

heat measurements were made using a standard thermal relaxation technique.
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Figure 4.1. Energy-dispersive x-ray spectroscopy (EDX) measurements were performed
on selected single crystals of Ce1−xSmxCoIn5. We observed excellent agreement between
the measured and nominal Sm concentrations. EDX measurements were performed at
several locations for each sample to evaluate the chemical homogeneity of synthesized
single crystals. The dashed line is a guide to the eye.

4.3 Results

4.3.1 Crystal Structure

EDX measurements were performed on selected single crystals used for mea-

surements in this study; we observed excellent agreement between measured (xEDX) and

nominal Sm concentration values (xnom) over the entire range of x as shown in Fig. 4.1.

Deviations from this agreement may represent inhomogeneity within the single crystals

being measured by EDX or experimental error from the analysis on Sm concentration.

Another plausible explanation is the formation of SmIn3 using excess In from the molten

flux melt which would contribute to a Sm deficiency in the single crystals. This expla-

nation is backed by observations in C(T ) measurements of rare Ce1−xSmxCoIn5 single

crystals showing multiple peaks associated with SmIn3 transitions.91 Crystals exhibiting

this behavior were screened; however, this could still account for small deficiencies in

Sm which can be manifested in EDX and powder XRD data for the lattice parameters.
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These results suggest that there is neither a solubility limit nor a miscibility gap in the

Ce1−xSmxCoIn5 system.

Rietveld refinements were performed on powder XRD patterns for each sample

using GSAS 31 and EXPGUI 32; the lattice constants are presented in Figs. 4.2(a) and

(b), while the unit-cell volume is shown in Fig. 4.2(c). The Ce1−xSmxCoIn5 system

exhibits a single tetragonal crystal structure with space group P4/mmm over the entire

concentration range. A representative XRD pattern for an x = 0.1 sample is displayed

in Fig. 4.2(d). The expected Bragg reflection pattern is shown in red and the measured

XRD pattern is displayed as a black scatter plot that overlaps the refined XRD pattern.

The agreement between our data and the refinement results was excellent for all samples

with typical reduced χ2 values of less than 5. The lattice constants, a and c, along with

the unit-cell volume, V , decrease linearly with increasing Sm concentration which is

in agreement with Vegard’s law (see Figs. 4.2(a)-(c)). This adherence to Vegard’s law

suggests that the Sm valence remains constant at 3+ for all concentrations.

4.3.2 Electrical Resistivity

Electrical resistivity, ρ(T ), measurements were performed on selected samples

in the Ce1−xSmxCoIn5system, and the data are displayed in Fig. 4.3. The behavior

of ρ(T ) evolves with increasing Sm concentration through three distinct regions: low

Sm concentrations with x≤ 0.6 (panel (a)), intermediate region 0.7≤ x≤ 0.85 (panel

(b)), and high Sm-concentration region of x≥ 0.9 (panel (c)). From published studies,

we expect a superconducting transition in CeCoIn5
81,82,80 and three successive phase

transitions, one of which is AFM, for SmCoIn5.87,88 Our data for the parent compounds

are consistent with published studies; rare-earth substitution (Sm for Ce or Ce for Sm)

away from the Ce- and Sm-based parent compounds suppresses these transitions to lower

temperatures.
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Figure 4.2. (a), (b) Lattice constants, a and c, plotted as a function of x, respectively.
(c) Volume of the unit cell, V , plotted as a function of x. (d) Representative powder
x-ray diffraction pattern for an x = 0.1 sample (black circles) and calculated fit from the
Rietveld refinement (red line) used to determine the lattice constants a and c. In panels
(a)-(c), dashed lines are guides to the eye. Error bars for all concentrations and most are
less than or of the order of 10−4 Å; however, the x = 0.5 sample has a larger error bar of
the order of 10−3 Å.
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Figure 4.3. Electrical resistivity, ρ , normalized by its value at 300 K, plotted vs. tem-
perature, T , for Ce1−xSmxCoIn5. (a) Samples with low Sm concentration display both a
coherence peak associated with the formation of a coherent Kondo lattice and supercon-
ductivity (see inset) that is suppressed with increasing x. (b) As x increases above 0.6,
we observe a crossover into a single-ion-like Kondo effect in which Ce ions behave as a
magnetic impurity in SmCoIn5. (c) On the Sm-rich side of the phase diagram, the only
salient feature observed is a sharp, “knee-like” feature consistent with AFM order of the
Sm sublattice, as observed previously (see inset).88

Upon chemical substitution away from the Ce- and Sm-based end member com-

pounds, both TN and Tc appear to be suppressed linearly initially (see the phase diagram

in Fig. 4.4); we were unable to observe evidence for co-existence of SC and AFM order

in measurements down to ∼ 25 mK at any Sm concentration, x. We note that it was

difficult to clearly identify AFM order for some concentrations due to the presence of the

coherence peak and the decreasing size of the drop in ρ(T ) associated with the onset of

the AFM order. Therefore, only electrical resistivity data are used to identify Tc, while

TN is determined from specific heat data that will be discussed below. These results are

summarized in the phase diagram in Fig. 4.4.

As we alloy away from each parent compound, we also observe a change in

the interplay between the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction and the
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T2, and T3 (where T1 is the Néel temperature, TN) vs. Sm concentration, x. Lines are
guides to the eye.

Kondo effect. For CeCoIn5, a coherence peak in ρ(T ) associated with the formation of a

Kondo lattice involving Ce3+ ions is observed. With increasing x, the coherence peak

gradually shifts to lower temperature and broadens as seen in Fig. 4.3(a). The magnitude

and position of the peak in ρ(T ) associated with Kondo lattice behavior may not evolve

smoothly throughout the alloy series due to the influence on the aforementioned Kondo

lattice of single-ion Kondo-like behavior, AFM and other types of order of the Sm ions,

RKKY interactions between Ce and Sm ions, crystalline electric field (CEF) effects,

atomic disorder, etc. These effects are highly sensitive to the Ce to Sm ratio which

may vary somewhat throughout a Ce1−xSmxCoIn5 single crystal. For x≥ 0.7, the Ce3+

ion concentration is so dilute that a coherent Kondo lattice can no longer form, which

explains the absence of a coherence peak for x≥ 0.7. Instead, a minimum followed by

an upturn in ρ(T ) with decreasing temperature is observed as shown in Fig. 4.3(b). This

behavior is reminiscent of the single-ion Kondo effect associated with a moderately dilute

concentration of Ce3+ ions dissolved into SmCoIn5. The RKKY interaction dominates

for x≥ 0.9 which leads to long-range magnetic ordering of Sm3+ ions.
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Figure 4.5. Magnetization, M/H, vs. temperature, T , measured in an applied magnetic
field H = 5 kOe. The magnetic field was oriented parallel to the ab-plane.

4.3.3 Magnetization

Magnetization measurements were performed on single crystals in the

Ce1−xSmxCoIn5 system with an applied magnetic field H = 5 kOe oriented parallel to the

ab-plane; M(T )/H data are shown in Fig. 4.5 for representative samples. This behavior

is consistent with a Curie-Weiss law, shown in Eq. 4.1, for temperatures above ∼ 50 K.

M
H

=
C

T −θCW
(4.1)

It is challenging to perform a Curie-Weiss analysis of our M/H data since we have

two distinct magnetic species with an easy axis along the c-axis83 on the Ce-rich side

and perpendicular to the c-axis87 on the Sm-rich side. These issues along with the

likelihood of the samples hosting minor amounts of magnetic impurities contribute to the

magnetic susceptibility’s non-monotonic behavior with x. Therefore, we are unable to

provide a detailed analysis of the evolution of the effective magnetic moment, µe f f , and

Curie-Weiss temperature, θ , with Sm concentration x.
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Figure 4.6. Magnetization, M/H, and (M/H− χ0)
−1, where χ0 is a constant, vs. tem-

perature, T , for SmCoIn5. Best-fit values for the effective magnetic moment, µe f f ,
Curie-Weiss temperature, θ , and χ0 were extracted from a fit of the Curie-Weiss law to
the data and are given in the panel. Features corresponding to magnetic transitions are
observed at low temperatures.

A Curie-Weiss analysis of the M(H,T ) data for SmCoIn5 is shown in Fig. 4.6.

This analysis yielded an effective magnetic moment µe f f = 1.00 µB and a Curie-Weiss

temperature θ =−73 K. The value of µe f f for Sm is slightly larger than the Sm3+ free

ion Hund’s rule value of 0.84 µB.93 A negative value for θ reflects the influence of AFM

interactions and the Van Vleck temperature-independent contribution to χ(T ).

4.3.4 Specific Heat

Specific heat measurements from 2 to 30 K are shown in Fig. 4.7. Additional

measurements down to 0.5 K were also performed for selected samples with concentra-

tions near the concentration where TN is completely suppressed (AFM QCP) to look for

non-Fermi liquid (NFL) behavior. Data for Ce1−xSmxCoIn5 and LaCoIn5 single crystals

for T > 30 K are similar, particularly the T 2 dependence of C/T which suggests that

LaCoIn5 is a suitable non-magnetic reference compound due to the similarity in the

phonon contribution to the specific heat. The superconducting transition in CeCoIn5 is
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Figure 4.7. Specific heat, C, vs. temperature, T , between 2 and 30 K for Ce1−xSmxCoIn5
and a non-magnetic reference compound, LaCoIn5.
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Figure 4.8. (a) Electrical resistivity, ρ , (b) magnetization divided by magnetic field, M/H,
and (c) specific heat, C, vs. temperature, T , in the range 0≤ T ≤ 20 K. Corresponding
magnetic transitions can be observed in the different measurements with the vertical red
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Figure 4.9. Specific heat, C, plotted vs. temperature, T , for LaCoIn5 and Ce1−xSmxCoIn5
(x = 0, 0.05, 0.25, 0.5, 0.7, 0.8, 0.9, and 1) to demonstrate the evolution of behavior;
we move from superconductivity on the Ce-rich side to antiferromagnetic order on the
Sm-rich side.

observed with a sharp jump at Tc = 2.3 K. For Sm-rich compounds, we can identify up

to three different phase transitions which are consistent with electrical resistivity and

magnetization measurements as shown in Fig. 4.8; these transitions are likely associated

with magnetic order, but two of them are currently unidentified as will be discussed

later. The evolution of the specific heat data as we move from x = 0 to x = 1 is shown in

Fig. 4.9 (where data for LaCoIn5 are included for reference). These data were used to

construct the phase diagram displayed in Fig. 4.4.

The highest transition temperature, T1, is the Néel temperature, TN , as reported by

Inada et al. 87 As we substitute Ce into SmCoIn5, we observe a continuous suppression

of T1 down to x = 0.175. The second temperature, T2, is also suppressed; however, it

is not suppressed at the same rate as T1, which eventually leads to an overlap of both
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due to the proximity to their respective phase transitions, distance from the QCP, and the
limited temperature range over which logarithmic behavior in T can be identified.

transition signatures. This coincidence of features indicates either that we have only one

distinct transition for these concentrations, or that they cannot be separately resolved

by specific heat measurements. The third characteristic temperature, T3, only appears

as a very subtle feature in the data for both x = 0.9 and 1 (see Fig. 4.8). For all other

concentrations (including x = 0.95), the feature at T3 is either too small to detect, or it

disappears. It is also possible that, like T2, this transition merges with the other magnetic

transitions. As seen in the phase diagram, T3 appears to increase with decreasing x.

Three distinct transitions have been observed in other Sm-based members of

the SmnMmIn3n+2m family of compounds (M = Rh or Ir; n = 1, 2; m = 0, 1), such as

SmIn3, SmIrIn5, SmRhIn5, Sm2IrIn8, and Sm2RhIn8.94,91,95 It is particularly instructive

to consider the compound SmIn3, which is closely related to SmCoIn5 (in analogy with

the well-known structural relationship between CeIn3 and CeCoIn5). Muon spin rotation
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(µSR) measurements have been performed on SmIn3 to clarify the nature of the three

phase transitions; the results of this study demonstrated they are all associated with

magnetic ordering. 94 From specific heat data91, we see similar features indicative of

phase transitions. We conclude that SmCoIn5 and SmIn3 each exhibit a similar AFM

transition at their highest transition temperature, T1. The nature of the remaining two

transitions at T2 and T3 is still unknown. From the aforementioned study on SmIn3
92,

there is evidence of a transition from incommensurate to commensurate AFM order

at T2; though, the shape of the specific heat feature is qualitatively different from our

data presented herein. In either case, the nature of T3 is still unknown. Additional

measurements such as anomalous x-ray diffraction will need to be conducted to identify

the nature of these ordered phases.

Heat capacity measurements were performed down to 0.5 K to characterize the

Ce1−xSmxCoIn5 system around the potential AFM QCP. Figure 4.10 shows C(T )/T

data plotted on a semi-logarithmic scale for selected concentrations in the vicinity of

the possible QCP near x = 0.15. Consistent with NFL behavior, C(T )/T for x = 0.15

diverges logarithmically with decreasing T over a large temperature range. Neighboring

concentrations do not exhibit this strong logarithmic divergence in T due to the higher

values of Tc (x = 0.1) and TN (x = 0.175, 0.225, 0.25, 0.3, and 0.4), restricting the range

within which NFL behavior can reasonably be distinguished. This picture is consistent

with the current phase diagram in Fig. 4.4. As we see from our measurements, SC is

observed up to a concentration x = 0.1 where Tc ≈ 1 K and AFM is last observed at

x = 0.175 below TN ≈ 1.2 K. Despite performing measurements down to 0.5 K, we were

unable to observe any additional phase transitions at the concentration x = 0.15. The

suppression of Tc and TN with x becomes non-linear in this concentration range; instead,

SC is suppressed much more rapidly with x for x > 0.1, while AFM order is suppressed

more rapidly with decreasing x for x < 0.175. From this picture, we suggest that a QCP,
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associated with the suppression of both the SC and AFM phases where Tc and TN are

driven to zero temperatures, lies in very close proximity to the concentration x = 0.15.

The apparent AFM QCP at xQCP ≈ 0.15 for Ce1−xSmxCoIn5reveals a gradual

suppression of TN with decreasing x in comparison to other substituted 115 compounds

in which the AFM QCP occurs at larger values of x, such as CeCo1−xRhxIn5
96,97

(xQCP ≈ 0.25), Y1−xCexRhIn5
64 (xQCP ≈ 0.65), and La1−xCexRhIn5

98 (xQCP ≈ 0.5).

This may suggest a robust AFM phase in SmCoIn5, supported by evidence of three

distinct magnetic transitions, when compared to the AFM phase in CeRhIn5. The

measurements reported herein do not provide any evidence for the co-existence of the

SCing and AFM phases associated with the Ce and Sm ions, respectively, in contrast to

CeCo1−xRhxIn5 at ambient pressure, in which the Ce ions are responsible for both the

SC and the AFM ordering. Thus, the Ce1−xSmxCoIn5 system may fall into the class of

magnetically-ordered superconductors which consist of a superconducting subsystem

involving electrons associated with Ce ions that interact via the exchange interaction with

a magnetically-ordered subsystem consistenting of the localized f -electrons of the Sm

ions. In these types of systems, SC has been found to coexist with AFM order and to be

suppressed by ferromagnetic order of localized magnetic moments.99

4.4 Discussion

4.4.1 Electronic and Phonon Contributions to Specific Heat

Further analysis was performed on the specific heat data for Ce1−xSmxCoIn5

using the Debye model, C/T = γ +βT 2. By fitting a straight line to the C/T vs. T 2

data in the temperature range T > TN , we extracted best-fit values for β . We used the

values of β to calculate the values of the characteristic Debye temperature, ΘD, using the
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relation,

β =
12π4NAkB

5Θ3
D

(4.2)

These results are plotted in Fig. 4.11 where ΘD increases monotonically with x.

Due to the broad features from magnetic ordering and the limited temperature range in

which the Debye model is applicable, characterized by the calculated Debye temperature,

it is difficult to extrapolate meaningful values of γ . We looked at two characteristic “γ”

values as a general observation, one at 15 K and another at 2 K to compare to the value

(γ = 53 mJ/mol K2) from a study of SmCoIn5 by Inada et al.87 To do this, we extracted

values for Ce/T at 2 K, where Ce/T ≡C/T −βT 2 is the electronic contribution to the

specific heat divided by temperature; we performed a similar analysis above the magnetic

ordering temperature by selecting Ce/T at 15 K. The results for Ce/T are plotted in

Fig. 4.11, where we observe that values for Ce/T at high and low T behave in opposite

manners; at 2 K, the value of Ce/T simply decreases with x for x≥ 0.25 (concentrations

where the AFM transition is clearly observed). This trend can be easily understood since

the closer TN is to 2 K, the larger the magnetic contribution is to Ce/T . For Ce/T at 15 K

(a high-temperature, normal-state γ), we observe a similar trend with x as we did at 2

K for x < 0.25; however, for x≥ 0.25, there is a monotonic increase in Ce/T due to the

introduction of the AFM transition above x = 0.225.

4.4.2 Entropy Calculations from Specific Heat

Entropy calculations were made using measured specific data via numerical

integration of Eq. 4.3.

S(T ) =
∫ Ce(T )

T
dT (4.3)

Calculations of S(T ) associated with magnetic ordering are compared to various
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Figure 4.11. Electronic contribution to the specific heat divided by temperature, Ce/T ,
at 2 K (black squares), temperature-independent contribution to Ce/T at 15 K, above the
magnetic ordering temperature (blue triangles), and Debye temperature ΘD (red circles),
all plotted as a function of Sm concentration x, in Ce1−xSmxCoIn5. Dashed curves are
guides to the eye. The procedures for determining the values of Ce/T at 2 K and 15 K
are described in the text.

values of the entropy R ln(2J + 1) in Fig. 4.12 with dashed lines for J = 1
2 , 1, and

3
2 . Concentrations exhibiting large peaks in C vs. T data (x ≥ 0.5) show a change in

slope near characteristic entropy values. For 0.5≤ x≤ 0.8, the entropy associated with

magnetic ordering is around R ln2. For Sm-rich concentrations (x ≥ 0.9), the change

in entropy is about R ln3; we have already described a cross-over in behavior of the

electrical resistivity data that also occurs near x≈ 0.9 (see Fig. 4.3).

4.4.3 Non-Fermi Liquid Behavior in Low-Temperature Electrical
Resistivity

Low-temperature electrical resistivity, ρ(T ), data in the paramagnetic state are

often fitted using a power-law function of the usual form:

ρ = ρ0 +AT n (4.4)
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Due to errors in the geometrical factor A/L (A = cross-sectional area, L = length) used to

convert electrical resistance R to electrical resistivity ρ = R(A
L ), the following equation

was fitted to the normalized resistivity, ρ(x,T )/ρ(300 K), data:

(ρ−ρ0)/ρ(300 K) = A′T n (4.5)

where A′ = A/ρ(300 K).

Exponents, n, that are sub-quadratic, indicative of NFL behavior, were observed

to develop in the 0≤ x≤ 0.5 concentration region. This fitting procedure is reasonable

around the projected QCP near x = 0.15; however, due to the proximity to the SCing and

magnetically-ordered phases, the temperature range in which this fit can be achieved is

very small. By plotting log[(ρ−ρ0)/ρ(300 K)] vs. logT (see Fig. 4.13), we observed

a linear region which corresponds to a constant value of n. Extracting n as the slope

of the line in these plots, we plotted ρ0/ρ(300 K), A′, and n vs. x to characterize the

behavior of the electrical resistivity around the QCP as shown in Fig. 4.14. We observe a

decreasing NFL exponent of n≈ 1 at x = 0 to n≈ 0.13 at x = 0.15 before n returns to
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n≈ 1 as x increases beyond the QCP near x = 0.15. The normalized residual resistivity,

ρ0/ρ(300 K), increases steadily as a function of x, likely due to the increasing number

of magnetic ions introduced via Sm substitution. The normalized coefficient, A′(x),

shows a sharp cusp near the QCP, which is indicative of NFL behavior. The behavior

of n(x) is consistent with quantum critical behavior where proximity to a QCP in the

normal state results in a departure of the physical properties from Fermi-liquid behavior

where n = 2. The residual resistivity, ρ0(x), and the coefficient, A(x), can be determined

by multiplying the normalized residual resistivity, ρ0(x)/ρ(x,300 K), and normalized

coefficient, A′(x) = A(x)/ρ(x,300 K), by the value of ρ(x,300 K) determined by making

a least-squares fit of the relation ρ(x,300 K) = ρ(0,300 K)+αx to the ρ(x,300 K) data.

This fit yields the values ρ(0,300 K) = 0.21±0.19 mΩ-cm and α = 2.23±0.80 mΩ-cm.

The errors reflect the scatter in the measured values of ρ(x,300 K), which are partially

due to uncertainties in the geometrical factor used to convert R(T ) to ρ(T ).

The power-law behavior of the electrical resistivity in this system is consistent

with a previous study of other Ce1−xRxCoIn5 systems (R = Yb, Y, Lu, Er, Dy, Gd)

by Paglione et al.100, in which values of n . 1 were found for various R substituents.

Furthermore, an inverse proportionality between n and ρ0 for each R ion was found,

similar to what we have observed in the Ce1−xSmxCoIn5 system.

4.5 Concluding Remarks

Based on powder x-ray diffraction, electrical resistivity, magnetization, and

specific heat measurements on Ce1−xSmxCoIn5 single crystals, we constructed a T vs. x

phase diagram for this system. As Sm is substituted for Ce, we observe a crossover from

superconductivity on the Ce-rich side to antiferromagnetism and other types of order

whose origin is currently unknown on the Sm-rich side. We observed NFL behavior

consistent with quantum criticality in the intermediate region 0.1 < x < 0.225. There
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appears to be an AFM QCP in the vicinity of x = 0.15 with no indication of coexistence

of SC and AFM. An evolution from Kondo coherence to single-ion Kondo behavior

and then eventually to magnetic ordering via the RKKY interaction (and other types of

order) occurs as x increases from 0 to 1. Since Sm has a high neutron absorption cross-

section making it unsuitable for neutron scattering measurements, further studies into

this compound using techniques such as anomalous x-ray diffraction will be necessary to

elucidate the nature of magnetic order in the Ce1−xSmxCoIn5 system.
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Chapter 5

Angular-dependent magnetoresistance
measurements on the
URu2−xFexSi2 system

We explored the role of angle, θ , as a tuning parameter in the correlated electron

system URu2−xFexSi2, where θ is the angle between magnetic field, H, and the c-axis.

To accomplish this, we performed electrical transport measurements on single crystals

of URu2−xFexSi2 in high magnetic fields at several temperatures, T , to construct an

angle-dependent phase diagram. The goal of this investigation was to observe whether

θ becomes a tuning parameter as Fe substitution increases and the system is driven

toward large-moment antiferromagnetic order (LMAFM) which can help distinguish the

HO and LMAFM phases in URu2−xFexSi2. Measurements on R(θ) at µ0H = 20, 33,

40, and 45 T were conducted in the temperature range 0.33 ≤ T ≤ 20 K and showed

θ -dependent behavior in the various phase transitions of URu2−xFexSi2 (HO(∗), LMAFM,

SDW, Fermi surface, etc.). These phase transitions were plotted in a phase diagram of

T vs. H//c for multiple x which showed that H//c, not θ , is a tuning parameter of

URu2−xFexSi2 throughout all Fe concentrations. These findings provide more evidence

for the similarity between the HO and LMAFM phases, as well as an alternate perspective

on the relationship between the LMAFM and re-entrant HO* phase.
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5.1 Introduction

The heavy fermion superconductor URu2Si2 has been a topic of significant

interest in the field of correlated electron systems due to its so-called “hidden order” (HO)

phase, whose nature and the identity of its order parameter have eluded researchers for

decades.101 In particular, the HO has been studied extensively via tuning of non-thermal

parameters such as pressure, P,102 magnetic field, H,103 and chemical substitution, x,

like in URu2−xMxSi2 (where M = Fe,22 Os,104 Re,105 etc.).

In particular, studies on the system URu2−xFexSi2 can probe the nature of the HO,

since URu2−xFexSi2 transitions to a large-moment antiferromagnetic (LMAFM) phase

through increasing the Fe concentration, with the LMAFM first appearing at x = 0.15 at

ambient pressures.22 This phase can also be induced under the application of pressure

(Pc = 0.8 GPa) at x = 0.102 These two methods of introducing LMAFM can even be

combined, suggesting that Fe-substitution is akin to a “chemical pressure”.20,19,21 This

also means that measurements which are difficult to perform on URu2Si2 under pressure

can instead be performed on URu2−xFexSi2 with an equivalent chemical pressure in order

to accomplish the same result. Also, the LMAFM phase observed in URu2−xFexSi2 under

both applied pressure and Fe-substitution is specifically intriguing due to the similarities

it has with the HO phase.106,107 Both the HO and LMAFM phases have been further

explored through the application of high magnetic field,23 where a “re-entrant” hidden

order (HO*) was even observed as large magnetic field was applied at low temperatures

of the LMAFM phase.108,109,23 With the continuing efforts to understand the underlying

physics of the HO, a crucial endeavor would be to probe the field-induced transition

between the HO and the LMAFM phases for several x in URu2−xFexSi2.

One such effort to characterize the HO by Kanchanavatee et al. was the attempt

to study what appeared to be an introduction of higher-order angular symmetry in
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magnetoresistance, R(θ), of URu2Si2 under applied field of H up to 9 T, directed at an

angle θ with respect to the c-axis (see Fig. 5.1), as the temperature, T , was lowered

through the HO transition (THO = 17.5 K).24 In this study, the magnetoresistance of

URu2Si2 was measured as a function of θ for various temperatures ranging from 1.8 K to

well above THO. The magnetoresistance, R(θ), could be apparently fit to a Fourier series,

according to Eq. 5.1:

R(θ) = R0 +A2 cos2θ +A4 cos4θ + ...+A2n cos2nθ , (5.1)

where A2n represents the Fourier coefficient of the 2n-fold angular symmetry term and

A2 represents the inherent two-fold symmetry of magnetoresistance since the resistivity

along the ab-plane is lower than the resistance along the c-axis for H > 0. Introduction

of higher-order symmetry due to the HO transition would therefore appear as significant

increases in the coefficients of the four-fold and higher symmetry terms (A4, A6, etc.).

The study showed jumps in the 4, 6 and 8-fold symmetry terms as URu2Si2 went through

the HO transition; however, the reason for this could not be explained.

A potential explanation for this angle-dependent behavior is outlined for the

parent compound URu2Si2 in Ref. 25. Scheerer et al.. report on electrical resistivity

measurements of URu2Si2 in high magnetic fields applied at angle θ to the c-axis and

characterized its various phase transitions as a function of θ . The ultimate finding was that

the observed θ -dependent behavior of the T vs. H phase diagram of URu2Si2 is actually

a reflection of the phase transitions depending on the magnetic field projection onto the

c-axis, where H//c = H cosθ . This study showed that neither H nor θ independently

are tuning parameters of URu2Si2, but instead H//c is the tuning parameter, possibly

due to the symmetry of the g-factor of URu2Si2.110,111

Our primary motivation for the study presented herein was to continue to char-
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Figure 5.1. Graphic of the sample rotation in a vertical magnetic field representing the
experimental setup at both the Pulsed Field facility at LANL and the DC Field facility at
FSU.

acterize the θ -dependent behavior of R for several x in URu2−xFexSi2. We wanted to

determine whether the fact that H//c is a tuning parameter remains true across the

range of Fe concentrations, x, or perhaps θ may become a tuning parameter since the

introduction of Fe in URu2−xFexSi2 can induce the LMAFM phase. Additionally, these

measurements can help probe the transition between LMAFM and HO* (“re-entrant

HO”), as well as potentially allowing us to distinguish the closely-related LMAFM and

HO ground states. These motivations can be explored by constructing a T vs. H phase

diagram for URu2−xFexSi2, as presented in the work by Ran et al.,23 but with variation of

θ . Our construction of the URu2−xFexSi2 phase diagram with varying T , H, and θ , not

only confirmed the results for URu2Si2 presented by Scheerer et al.,25 but also showed

that H//c being a tuning parameter, as opposed to θ , was a phenomenon that extended

throughout all x in URu2−xFexSi2.

5.2 Results

Electrical transport measurements on single crystals of URu2−xFexSi2 were made

under high field on the 65 T pulsed-field magnet at National High Magnetic Field Lab

(NHMFL), Los Alamos, NM and on the 45 T dc hybrid magnet at NHMFL, Tallahassee,
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FL. The electrical transport properties of the single crystals, with cleaved surfaces

perpendicular to the c-axis, were measured using a standard four-wire technique in the

ab-plane, where voltage was measured in the same direction as current. The magnetic

field, H, is applied at an angle, θ , to the c-axis, such that θ = 0 represents H//c and

θ = 90◦ represents H//ab. Figure 5.1 shows a depiction of this setup at both facilities.

5.2.1 Angular-dependent magnetoresistance measurements on the
URu2−xFexSi2 system

Measurements of the electrical transport properties of URu2Si2 were taken under

a pulsed field of µ0Hmax = 65 T directed at various angles 0≤ θ ≤ 90◦ for T = 1.5, 10,

and 13 K. The results of these measurements are presented in Fig. 5.2(a-c). Electrical

resistance, R, of URu2Si2 is measured as H is pulsed to 65 T, and several features

associated with phase transitions appear at various values of Hphase, dependent on T

and θ . For fixed T , the θ -dependent behavior as θ → 90◦ shows these transitions

being shifted to higher fields, suggesting strong correlation between Hphase and θ , where

θ = 90◦ makes these transitions impossible to observe. We follow this idea by using the

trigonometric relation, cosθ , which represents the projection of H onto the c-axis, and

can reduce the scaling of H by cosθ on the bottom panels of Fig. 5.2(d-f) to determine

if the transitions observed in URu2Si2 are dependent on H//c. This reduced scaling,

based on the geometry of the setup, shows that the transitions observed in URu2Si2 are

indeed solely dependent on the application of magnetic field along the c-axis. Despite a

very large µ0H up to 65 T being applied in the ab-plane, there is no deviation from this

behavior. These results confirm the findings of Scheerer et al. and give strong indication

that not only the HO, but all phases (Fermi surface reconstruction, spin-density wave,

etc.) in URu2Si2 are only susceptible to H applied along the c axis, suggesting that the

magnetic properties of the 5 f -electrons are linked to that of the Fermi surface.25
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Figure 5.2. (a-c) Resistance, R, vs. magnetic field, H, of URu2Si2 at multiple angles
θ for T = 1.5, 10, and 13 K, respectively. (d-f) Resistance curves from (a-c) plotted
versus the projection of the magnetic field onto the c-axis of URu2Si2, H//c, where
H//c = H cosθ . The behavior of magnetoresistance in URu2Si2 appears to only depend
on H//c, consistent with Scheerer et al.25

5.2.2 Magnetoresistance versus θ in URu2−xFexSi2

In an effort to further understand the study on URu2Si2 by Kanchanatavee et

al.24, measurements of R vs. θ were performed on URu2−xFexSi2 in the 45 T hybrid

magnet at NHMFL to characterize the angular symmetry of R(θ) at higher fields and

across the phase diagram for URu2−xFexSi2 constructed by Ran et al.23 Measurements

on R(θ) were made as θ was swept through the range 0≤ θ ≤ 180◦ for fixed magnetic

fields µ0H = 20, 33, 40, and 45 T at multiple temperatures above and below the HO and

LMAFM transitions in URu2−xFexSi2 for selected x. The data taken for this measurement

on x = 0.2 at µ0H = 45 T are shown in Fig. 5.3 as an example. As T is lowered below

TLMAFM, the R(θ) data appear to develop higher-order angular symmetry which could

be fit to Eq. 5.1. This analysis is consistent with the previous study on just the parent

compound URu2Si2;24 however, it is difficult to explain due to the unknown nature of

the symmetry.
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the LMAFM phase of URu2−xFexSi2, but instead appears to be development of features
at high fields representing phase transitions occurring at θc(T,H).

An alternate, more reasonable analysis is that the features in R(θ), which initially

appear to be associated with higher-order angular symmetry in the magnetoresistance,

are actually representative of phase transitions. This explanation utilizes the knowledge

that the T vs. H phase diagram for URu2Si2 does not explicitly depend on the angle,

but instead on the projection of H onto the c-axis, as shown by Scheerer et al.25 and

confirmed in the prior discussion in this manuscript using an independent, but similar

experiment on URu2Si2. Much like in Fig. 5.2, where the magnetic field sweeps of R(H)

at several θ were reduced to a system of just R vs. H//c, a reduction of parameters can

be attempted where θ is converted to H//c using the magnitude of the field (45 T, for

Fig. 5.3) and the relation H//c = H cosθ . This conversion is shown for a single R vs. θ

dataset in Fig. 5.4, with x-axis values of θ being converted to H//c and shown on the

top x-axis. Using the first angular derivative of resistance, dR/dθ , the features in R(θ)

can be more easily identified at specific θ and H//c, as shown by the red line in Fig. 5.4.

The features, identified by sharp peaks in dR/dθ , were plotted in phase diagrams
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Figure 5.4. Single R vs. θ curve (black) for x = 0.05 at T = 4 K with its angular
derivative dR/dθ as an overlay (red). Sharp features in the derivative data at specific θ

can be converted to H//c (top x-axis). This reduction of H and θ into H//c shows that
these features actually correspond to phase transitions which were previously mapped
out by Ran et al.23

for all T and H, for several x, with no guidance from prior studies. The phase diagrams

constructed from these data are shown in Fig. 5.5. The newly constructed phase diagram

shows a remarkable similarity to the phase diagrams explored by Ran et al.,23 suggesting

that like in URu2Si2, the T vs. H phase diagrams for URu2−xFexSi2 are strictly dependent

on H//c and exhibit no angle-dependent behavior. Overlap in the T vs. H//c phase

diagram confirms no angle-dependence of the phases by noting that an increase in field

magnitude H does not change the anisotropy. This is particularly insightful, as one would

expect that perhaps the LMAFM phase of URu2−xFexSi2 could be perturbed by a large

magnetic field being applied along the ab-plane. Instead, it is shown, that no matter

the Fe concentration of URu2−xFexSi2, all field-induced phase transitions in this system

happen along the c-axis and may be closely intertwined. Further, the inability to show a

difference in the anisotropy between the HO and LMAFM phases using this measurement

technique represents a significant finding.
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Figure 5.5. A T vs. H//c phase diagram is constructed for several x using extracted
values of θ(T,H) from various R(θ) curves using the method shown in Fig. 5.4. The
phase diagrams presented show shocking similarity to what was mapped out by Ran et
al.,23 suggesting that various phases in URu2−xFexSi2 are only susceptible to H along
the c-axis.

In the phase diagram we show, for samples with Fe concentration x≥ 0.1, that the

LMAFM ground state transitions into re-entrant HO as H is increased, which is expected

from prior studies on re-entrant HO in URu2−xFexSi2.23 Since our measurements yielded

a large amount of data in a T vs. H vs. x phase diagram, and the reduction of θ and H into

H//c provides redundancies in this phase diagram, we can thoroughly explore the phase

boundary between LMAFM and HO*. One such visualization is presented in Fig. 5.6,

where, for x = 0.1 at µ0H = 33 T, we can show the signatures of the LMAFM and HO*

transitions in dR/dθ . As expected, at higher temperatures, there is only a LMAFM phase

before transitioning into the normal state, but as the temperature is lowered, a transition

to HO* is observed at high fields.

The interesting behavior shown in Fig. 5.6 is the smooth nature of the transition

from the normal state to HO* or LMAFM as a function of T . The normal state boundary

traces out continuously with T from the LMAFM to the HO* phases for the Fe concentra-
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Figure 5.6. Demonstration of the LMAFM and HO* signatures in dR/dθ data for x = 0.1
at µ0H = 33 T as HO* comes into the fold at lower temperatures. This picture is
consistent with the idea that the LMAFM phase is interrupting the larger HO phase.

tions where both phases are observed. The transition between HO* and LMAFM is very

abrupt, however, and its behavior may lend insight into the nature of the LMAFM phase.

A possible scenario is that the substitution of Fe is actually “interrupting” the HO phase,

rather than a separate re-entrant HO phase “growing out” of the LMAFM ground state.

This idea may be supported by characterizing the shape of the outer boundary of the

phase diagrams: HO for x = 0 and 0.05, LMAFM + HO* for x = 0.1, 0.12, 0.15, 0.2, and

0.3, and LMAFM for presumably x > 0.3. This characterization is presented in Fig. 5.7,

much like what was done by Ran et al.,23 where the phase boundaries are normalized

to 1 at the T and H endpoints, such that the qualitative behavior of the boundary can be

observed and characterized according to Eq. 5.2. Using this fitting of the curvature, the

data can be organized into essentially 3 clusters. The first cluster, where fitting parameter

n = 1.8, is the same as observed by Ran et al.23, and applies to x = 0, 0.05, and 0.1

where HO is the dominant phase. The second cluster represents a flatter boundary where

LMAFM is the dominant phase and n = 1.45 for x = 0.15, 0.2, and 0.3. This suppression

of n may be related to the fact that T0 increases significantly between x = 0.1 and 0.15.
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Figure 5.7. Normalized T/T0 vs. H/H0 phase boundary for both LMAFM and HO(*)
phases for all x and H. Curvature of this boundary is analyzed using Eq. 5.2, showing
two clusters for the HO(*) phases: n = 1.8 for x = 0, 0.05, and 0.1 where HO is the
dominant phase and n = 1.45 for x = 0.15, 0.2, and 0.3 where LMAFM is the dominant
phase. As expected, the AFM boundary does not fit into this smooth curve due to the
abrupt nature of the transition into HO*.

The final cluster is a more general grouping where this boundary was mapped out to

where H0 = HLMAFM, instead of the usual HHO. As discussed, the LMAFM phase cuts

into the HO phase rather abruptly, yielding a phase boundary which is not smooth and

therefore cannot be cleanly fit to Eq. 5.2.

(T/T0)
n +(H/H0)

n = 1 (5.2)

Further visualization of the behavior of the LMAFM/HO* to normal state bound-

ary is provided in the 3D phase diagram shown in Fig. 5.8, with the color of the data

points corresponding to the various phases in URu2−xFexSi2. The transition from the

normal state to LMAFM/HO* follows a continuous boundary with x, whereas the HO*

to LMAFM boundary cuts in abruptly. This LMAFM to HO* transition “wedge” in

the 3D phase diagram cuts in at an angle such that it eventually converges with the

HO* boundary at x ≥ 0.3, but near x = 0.1, this boundary rapidly disappears as the

95



Figure 5.8. 3D phase diagram combining all of the 2D phase diagrams from Fig. 5.5,
except for x = 0.12, due to likely discrepancy in the Fe concentration. In 3D space, the
joint LMAFM-HO boundary appears to curve smoothly in a consistent matter, with the
only variation being where the AFM phase cuts in at higher T based on x.

URu2−xFexSi2 system moves into a HO-only regime. The 3D phase diagram reflects the

possible explanation that Fe-substitution leads to an abrupt interruption of the HO phase

via introduction of the LMAFM phase at µ0H = 0 T. As Fe continues to be substituted

into URu2−xFexSi2, the space in the phase diagram previously occupied by the HO phase

is quickly replaced by LMAFM. One can picture a tall “dome” of LMAFM growing into

a large “bubble” of HO in this 3D phase diagram. While no angular-dependent behavior

is clearly observed in this phase diagram, the data collected from our measurements show

a more detailed picture of the interaction between the LMAFM and HO phases in the

URu2−xFexSi2 system.

5.3 Concluding Remarks

We performed a series of measurements on URu2−xFexSi2 in order to both

characterize the T vs. H phase diagram as a function of θ , the angle between H and
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the c-axis, and to further study the introduction of the high-order angular-symmetry of

magnetoresistance R(θ) of the HO and LMAFM phases in order to better understand the

nature of both phases, which was initially explored in URu2Si2.24 We show that these two

studies are actually probing the same phenomenon, which is that the phases in the T vs. H

phase diagram are strictly dependent on the magnetic field applied along the c-axis, H//c.

The reduction of these two seemingly independent problems to a single phenomenon

was allowed when magnetoresistance R(H) curves at various θ for fixed T could be

understood as being independent of θ by converting H into its c-axis projection, such that

H//c = H cosθ . This characterization of the phases as a function of H//c was initially

provided by Scheerer et al.25 and then separately verified with our own measurements

on URu2Si2. By applying this technique to the substitution study in URu2−xFexSi2, the

phase diagram behavior could be reduced by converting values of θ at fixed H to an

equivalent H//c. After construction of the 2D phase diagram for several x, we found

recovery of the original 2D phase diagrams constructed by Ran et al.23, where H was

strictly parallel to c, suggesting that, despite large H being applied along the ab-plane,

potentially causing perturbations to the T vs. H phase diagram, the various phases in

URu2−xFexSi2 are resistant to magnetic fields H//ab, and that phenomena such as HO,

LMAFM, Fermi surface reconstruction, SDW, etc. are all exclusively dependent on H//c.

This suggests that these various phases are closely related to each other, with H//c, and

not H or θ , being a non-thermal tuning parameter. Further, we can continue to observe

the x-dependence of these various phases in URu2−xFexSi2 to provide further insight

into their nature, particularly the HO and LMAFM. By studying the characteristics of

the various phase boundaries, we can actually imagine an explanation of the relationship

between HO(*) and LMAFM, where LMAFM is interrupting the continuous HO phase,

as a potential alternative explanation to the idea that re-entrant HO* grows out of LMAFM

at high fields. Thus, this study potentially offers two new insights into URu2−xFexSi2:
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(1) not only are the phases in the parent URu2Si2 solely dependent on H//c,25 but so is

URu2−xFexSi2 despite the introduction of LMAFM via Fe-substitution (this also provides

a clear explanation for the observed “symmetry” in R(θ) for µ0H ≥ 0 T)24 and (2) we

provide an additional visualization of the T vs. H phase diagram for several x, allowing

for an alternate explanation of the interaction between HO and LMAFM induced via

Fe-substitution.
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Chapter 6

Concluding Remarks

In this dissertation, we show several methods of surveying correlated electron

systems through chemical substitution. In lanthanide- and actinide-based compounds, f -

electron hybridization often yields phenomena such as heavy fermion behavior, the Kondo

effect, unconventional superconductivity, magnetic ordering, and quantum criticality.

Developing a better understanding of when and why these phenomena occur is crucial to

bridging the gap between theory and experimental results in condensed matter physics.

In Chapter 2, we present a study on the system Yb1−xScxCo2Zn20, which is

known to exhibit abnormally heavy fermion behavior and the Kondo effect. Prior studies

by Saiga et al. show that applying pressure on the parent compound YbCo2Zn20 can

drive it through a quantum critical point and into a magnetically ordered state.13 By

substituting Sc for Yb, we decreased the size of the unit cell and hoped to apply a

chemical pressure without affecting the underlying magnetism since Sc is nonmagnetic.

Instead, what we find is that low amounts of Sc surprisingly change the valence behavior

of Yb, and with sufficient Sc substitution, the magnetic properties of Yb1−xScxCo2Zn20

are significantly decreased. These results are apparent in the characterization of the

lattice parameters a(x), the strength of the Kondo effect, and the magnetization. This, in

conjunction with other studies on Yb-based heavy fermion systems would suggest that

Yb is highly susceptible to changes in valence through chemical substitution no matter if
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it is being replaced by other lanthanides, or a nonmagnetic rare earth element. A more

detailed study on this system with a direct measurement of the Yb valence would help

in identifying the specifics of the valence behavior. Additionally, more measurements

on the electronic structure of Yb1−xScxCo2Zn20 could further illuminate the underlying

mechanisms resulting in this interesting behavior.

Continuing on the discussion of Yb, we studied the “1-1-5” heavy fermion system

Ce1−xYbxRhIn5 and present the results in Chapter 3, which was guided by the study

on related compound Ce1−xYbxCoIn5. A comparison of the Co and Rh series show

differences which are highlighted by the details that CeCoIn5 has a SC ground state while

CeRhIn5 exhibits magnetic ordering which is modified by applied field and transitions

into SC with applied pressure. We wanted to study the behavior of Ce1−xYbxRhIn5 when

Yb is introduced and compare it to Ce1−xYbxCoIn5 in order to thoroughly understand the

role of Yb in the 1-1-5 family of compounds. Remarkably, we find that in both systems,

the valence of Yb decreases as Yb concentration is increased, while the valence of Ce

stays the same. This is almost the opposite effect of what happens in Yb1−xScxCo2Zn20.

The valence behavior of Yb in Ce1−xYbxRhIn5 may also be related to the change in

magnetic ordering going from incommensurate AFM to commensurate AFM. From

the results presented in Ce1−xYbxCoIn5, it is not unlikely for this valence behavior to

be related to the modification of the electronic structure, and so it would not be out

of the question to see this same related behavior in Ce1−xYbxRhIn5. Much like in

Ce1−xYbxCoIn5, the system Ce1−xYbxRhIn5 also exhibited interesting behavior where

nominally substituted Yb did not replace Ce at a 1:1 ratio. This made it difficult to

study Yb concentrations in the range 0.4 ≤ x ≤ 1. If one were to follow up this study,

focus on synthesizing high quality single crystals in this region and verifying both the

valence behavior and the magnetic structure would provide a lot more information on this

system without having to extrapolate based on the available data. Additionally, studies
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on the electronic structure could also highlight the similarities and differences between

Ce1−xYbxRhIn5 and Ce1−xYbxCoIn5.

Chapter 4 presents an analogous study to Ce1−xYbxRhIn5, where the initial moti-

vation is provided by the results of Ce1−xYbxCoIn5. The lanthanide Sm, much like Yb,

can take on valence states of 3+ and 2+. Our goal was to determine whether Sm behaves

analogously to Yb when substituted in for Ce in the heavy fermion superconductor

CeCoIn5. Additionally, the parent compound SmCoIn5 displays three types of magnetic

ordering, only one of which can be reasonably identified as an AFM ordering.87 This

provides potential motivation for studying the interaction between magnetic ordering and

SC near T = 0 K. A similar study on PuCoIn5 revealed SC likely due to proximity to an

AFM QCP.89 Since Pu has an analogous structure in the 5 f shell versus the 4 f electron

shell of Sm, one might imagine that similar behavior can be observed in SmCoIn5. No

SC in the parent compound SmCoIn5 was observed, however a robust AFM QCP was dis-

covered at x≈ 0.15 in Ce1−xSmxCoIn5. The location of this QCP was also characterized

by locally strong NFL behavior. This study provides yet another way of learning about

the interaction between AFM and unconventional SC. This compound may be of further

interest with additional studies in proximity of the QCP with additional measurement

parameters or techniques. One might be interested in the behavior of this compound

under magnetic field or applied pressure at dilution refrigerator temperatures. Also, a

detailed study to uncover the nature of the three types of magnetic ordering from the

parent SmCoIn5 could shed a lot of light on this system.

In Chapter 5, we present an alternative explanation for the angle-dependent

behavior of the various phases in URu2Si2 shown by Ref. 24. This explanation falls

in line with the study presented by Scheerer et al. in Ref. 25, where the phases of

URu2Si2, including the HO, are only sensitive to magnetic field applied along the c-axis.

We continued these measurements on the URu2−xFexSi2 system to determine whether
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this anisotropy extended throughout the phase diagram, considering URu2−xFexSi2 goes

through a LMAFM transition, and to see whether the HO and LMAFM phases could be

distinguished with this technique. We found that the anisotropy of URu2Si2 carried over

to the Fe-substituted series, even as it went through the LMAFM transition. Additionally,

both the HO and LMAFM phases remained sensitive to the magnetic field in only the

c-direction. These findings suggest that the underlying mechanisms for all the phases

in URu2Si2 including those found under applied pressure102 or magnetic field23 are the

same, and have strong anisotropy. This is consistent with the idea that the anisotropy

of the g-factor is what drives these phases.110,111 Finally, in addition to demonstrating

the anisotropy of URu2−xFexSi2 across a large range of T , H, and x, we showed with

additional data that there may be another way of understanding the relationship between

the LMAFM and the HO. Follow-up studies should certainly benefit from the vast amount

of measurements performed on this system and can narrow down the search parameters

to move us closer to revealing the true nature of the HO.

This dissertation hopefully demonstrates to the reader that chemical substitution

is a very powerful way of probing and understanding the various exotic phenomena

exhibited by correlated electron systems. In many systems, chemical substitution can

allow more effective access to phases that typically require specialized measurement

techniques to observe. Therefore, substitution studies can be a good method of surveying

a compound without investing heavily into difficult measurement techniques until the

basics of the system can be understood.
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