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The LHC beam luminosity monitor is based on the following principle. The neutrals that originate in LHC at
every PP interaction develop showers of minimum ionizing particles in the absorbers placed in front of the sepa-
ration dipoles. The shower energy, measured by suitable detectors in the absorbers is proportional to the number
of neutral particles and, therefore, to the luminosity. The principle lends itself to a luminosity measurement on a
bunch-by-bunch basis. However, to make such a measurement feasible, the system must comply with extremely
stringent requirements. Its speed of operation must match the 40 MHz bunch repetition rate of LHC. Besides,
the detector must stand extremely high radiation doses. This paper discusses the solutions adopted to comply
with these requirements.

1. Introduction

The instrument described here, whose purpose
is the luminosity optimization of the colliding
beams at LHC, is based on the following idea [1].
Neutrals created at every PP interaction develop
showers of minimum ionizing particles in the ab-
sorbers that are placed in front of the separation
dipole to shield them from the energy deposition
by the neutral flux. If detectors are located inside
the absorbers close to where the maximum of the
shower is expected, the luminosity can be esti-
mated from the energy released in the detectors.
The four quadrant detector segmentation, fig. 1,
provides additional information like beam-beam
separation at the interaction point and transverse
beam shape and size.
The monitoring system is intended for pulsed op-
eration, on a bunch-by-bunch basis, which sets
the requirement of an operational speed compati-
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ble with the LHC bunch crossing rate of 40 MHz.
A further requirement is related to the extremely
high radiation dose the detector must stand be-
fore a replacement is possible, up to 1 GGy, a
dose exceeding by at least two orders of mag-
nitude that expected for detectors in LHC ex-
periments. A preliminary version of the instru-
ment has been realized and tested on the beam
at CERN in 2000 and 2001. Though very suc-
cessful, the tests have clarified a few limitations
that have been removed in what is considered to
be the final design and whose description is the
main purpose of this paper.

2. Design guidelines

The best detector choice, as far as radiation tol-
erance goes, appears to be an ionization chamber
where the gas is continuously fluxed to prevent a
large charge buildup by positive ions.
The sensitive volume of the chamber is split
into thin gaps to reduce the distance traveled
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Figure 1. Neutral absorber to protect the separa-
tion dipole and segmented detector.

by the charge carriers, electrons, in their mo-
tion. The gas mixture must feature an adequately
high electron drift velocity, without using organic
molecules that may polymerize under the effect
of radiation, thus endangering the radiation tol-
erance of the detector.
A mixture which meets these requirements is Ar-
gon added with a few percent of Nitrogen [2].
The charge yield in the shower detection can be
raised to the desired value by acting on the pres-
sure of the filling gas.
Very demanding are also the requirements for the
front-end electronics.
First, the noise issues are not trivial because the
response of the analog channel to a δ-impulse de-
tector current must have a peaking time tP of
a few nanoseconds, as constrained by the 25 ns
interbunch period. Secondly, a suitable dynamic
range is required. The system must be able to de-
tect from a minimum of one to at least 20 PP in-
teractions. Fluctuations in the energy deposited
by the shower may actually extend the range be-
yond these limits. Thirdly, there are design con-
straints related to the harsh environment. No ac-
tive device could survive the radiation field fore-
seen for the detector site. Therefore, the front-
end electronics must be located a few meters
away, where the radiation is already reduced to a
level which can be tolerated by a suitably chosen
front−end device. As shown in fig. 2, where CD
is the detector capacitance and i(t) its current
pulse, the coupling between detector and front-

end preamplifier, modeled as a charge-sensitive
loop with feedback capacitance CF , is made via a
cable, a special radiation hard unit in the actual
case.
An active termination with resistive component
RC=(1/gm)·C/CF , where gm is the transconduc-
tance of the input device, CF the feedback ca-
pacitance and C the internal bandwidth limiting
capacitance, is provided by the charge-sensitive
loop to match the cable. The following reasons
suggest to use bipolar transistors as front-end de-
vices.

• At such short tP values the signal-to-noise
ratio is largely governed by the voltage noise
and to a limited extent by the parallel noise
associated with the base current.

• The bipolar transistor, whose transconduc-
tance gm is predictable in value and mildly
temperature - dependent lends itself to the
realization of an accurate active termina-
tion.

• The bipolar transistor can be considered ra-
diation hard to a suitable extent. The dom-
inant effect of radiation is a decreased β.
This results in an increased parallel noise,
whose effect, as previously stated, is not of
paramount importance.

The root mean square noise voltage at the out-
put of an analog channel of the type of fig. 2,
employing a bipolar transistor as a front-ed ele-
ment, reaches a minimum at the optimum ICtP
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Figure 2. Front-end simplified schematics and
detector-front-end coupling.
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product given by (1):

ICtP =
kT

q
· (CD + Ci + CF ) ·

√
A1

A3
· β. (1)

where q is the electron charge, k is Boltzmann’s
constant, T the absolute temperature, IC the col-
lector current, β the dc base-to-collector current
gain of the bipolar transistor, Ci its base-emitter
capacitance, tP the peaking time in the δ-impulse
response and A1, A3 are the coefficients of the
analog processor for the noise components with
respectively f0 and f−2 frequency dependence at
its input. For the sake of simplicity, the ther-
mal noise contribution due to the base spreading
resistance rBB′ has been neglected. The signal-
to-noise ratio is:

η2
opt =

λ2σ2Q2

4kT · (CD + Ci + CF ) ·
√

A1A3
β

(2)

where the factor σ2<1 accounts for the ballistic
deficit in the case of a detector signal of finite
width and λ2<1 for the degradation due to the
cable. To maintain λ2 within acceptable limits,
the detector time constant CDR0, the cable delay
Tdelay and the peaking time tP must be such that
the ratio tP /CDR0 is consistently less than one
and the ratio Tdelay/CDR0 is as small as possi-
ble. These are two important additional design
guidelines.

3. Evolution in the detector design

If QGAP is the induced charge, assumed to be
the same for all the gaps by neglecting the statis-
tical fluctuations, a chamber made of m×n gaps
of capacitance CGAP , associated with a bipolar
transistor front-end optimized according to eqn. 1
provides a signal-to-noise ratio:

η2
opt =

λ2σ2mnQ2
GAP

4kTCGAP ·
√

A1A3
β

. (3)

independent of the way the gaps are configured to
produce the output signal [4]. The first version of
the detector, employed in the beam tests carried
out at CERN in years 2000 and 2001 consisted of
60 square gaps of 4 cm side and 0.5 mm thickness,

yielding a 28 pF CGAP [5]. The large number of
gaps is explained by the endeavor to recognize
one PP interaction in one bunch crossing. At a
pressure of 1 atm the value of QGAP correspond-
ing to 1 PP interaction is about 550 electrons.
With the values A1=1.33, A3=0.39, β=120 rel-
evant to the transistor and the analog processor
employed and σ2=0.2 as determined by the 22 ns
basewidth of the triangular detector signal and
the 5 ns tP , the signal-to-noise ratio according to
(3) is around 3. An easy way to improve it con-
sists in raising the gas pressure.
A tolerable λ2 was assumed to be about 0.8,
which with the cable parameters Tdelay=15 ns
and R0=50 Ω, according to the analysis of ref. [3]
would occur at a detector capacitance CD around
50 pF . The gaps in the chamber were accord-
ingly configured as the parallel connection of ten
branches, each consisting of six gaps in series, as
shown in fig. 3 a). The tests showed that the
signal at the output of the analog processor was
longer than expected and this was attributed to
a capacitance larger than the design value and
stray inductances, both aspects related to the
very complicated detector layout. At the same
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Figure 3. a ) Series-parallel connection of the
gaps in the first version of the chamber. b) Gap
configuration in the second version of the cham-
ber.



4

time it became also clear that luminosity mea-
surements in the actual LHC operation should be
averaged over a certain number of bunch cross-
ings to smooth down the statistical fluctuations
in the shower. This consideration relaxes the re-
quirements in terms of signal-to-noise ratio and
opens the way to a detector design based on the
considerably simplified configuration of fig. 3 b),
consisting of six gaps in parallel, which leads to a
much simpler layout. Each gap is a square of 4 cm
side and 1 mm thickness. QGAP is twice as much
as in the previous case, while CGAP is reduced by
a factor of 2. The increased gap thickness would
result in a longer signal, but this is partially off-
set by the use of a faster gas mixture, employing
the same gases as before, but in a slightly differ-
ent proportion. Use of a deconvolution algorithm
after the analog signal processing makes the re-
maining increase in width irrelevant, as pointed
out in the next section. The theoretical ηopt rel-
evant to the new chamber configuration is only
very marginally worse than the previous one, a
degradation which can be easily cured by increas-
ing the gas pressure. As an important advantage,
the new chamber configuration is expected to be
affected to a considerably less extent by the stray
capacitances and inductances that impaired the
performance of the previous detector.

4. The front-end electronics

The charge-sensitive loop, which hasn’t
changed from the initial development of the sys-
tem, is based upon a high transconductance, low
spreading resistance input configuration made of
four bipolar transistors in parallel, each working
at a collector current of 1.25 mA. The transistors
are high frequency specimens, BFP540, featuring
a β of 120 and rBB′ of less than 3 Ω.
The analog processor following the charge-
sensitive loop is based upon the following prin-
ciple. Through iterated pole-zero cancellations
it converts the signal at its input into a short
pulse, as close as possible to a δ-impulse. Cas-
caded RC integrations bring this signal to a
semigaussian shape, whose basewidth is close to
the 25 ns interbunch period. The outstanding
cable matching features of the active termina-
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Figure 4. Signals at the processor output in re-
sponse to a 5 ns long injected long and 47 pF CD
a) absence of cable b) 3 m cable, c) 6 m cable
between detector and charge-sensitive loop.

tion are apparent in fig. 4, result of a bench test
done to compare the output signal in the case
of detector directly connected to the front-end
amplifier and the output signals obtained when
cables of two different lengths are inserted be-
tween them. The input referred voltage noise
density (de2

N/df)1/2 of the four transistor con-
nection is about 0.22 nV /Hz1/2 and its input
capacitance is 1.2 pF . The resulting Cide2

N/df
product is about 5.8·10−32 J ·s, a value difficult
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Figure 5. a) Equivalent noise charge as a function
of the detector capacitance; b) dependence of the
shape of output pulse on the detector charge.

to achieve in a monolithic circuit, which justifies
the present discrete implementation. In passing,
in its function as an active termination, the sim-
plified charge sensitive loop of fig. 2, adjusted to
match a 50 Ω cable, behaves noisewise as a phys-
ical resistor of the same value cooled to about
30 K.
The Equivalent Noise Charge ENC is plotted in
fig. 5 a) as a function of the detector simulating
capacitance CD in two cases, CD and charge-
sensitive loop are directly connected or a 3 m
cable is introduced between them. The cable-
induced ENC degradation is around 10%.
The shape of the output signal has a little de-
pendence on the value of the injected charge, as
apparent from fig. 5 b). The plots of fig. 5 come
from a bench test obtained by reproducing the
case of the first detector version, where CD was
increased to about 180 pF by the stray contribu-
tions and the basewidth of the detector current

was about 20 ns. In the same condition the inte-
gral non linearity over the range of charge values
spanning 1 through 35 PP interactions has been
measured and found to be less than 1%.
The little charge-dependence of the output sig-
nal and the satisfactorily linear behavior of the
analog channel suggest that the highly demand-
ing situation, where the signal determined by
one PP interaction occurs in a time slot follow-
ing a sequence of a few events corresponding to
the largest number of PP interactions, be pro-
cessed by a deconvolution method. This has been
proven by the simulations to be an efficient way
to disentangle the small signal from the baseline
perturbed by the piling-up of the previous tails.
An important advantage is that the constraint
on the duration of the detector signal is relaxed,
and this supports the decision of doubling the
thickness of the gaps, made in the design of
fig. 3 b).

5. Conclusions

The system designed for luminosity monitor-
ing at LHC was beam-tested twice. After that
a substantial improvement was introduced. The
detector was upgraded by the use of a better gap
structure and a faster gas mixture. Front-end op-
timization was completed by the study of a de-
convolution algorithm to disentangle potentially
ambiguous situations.

6. Acknowledgment

E. Gatti’s suggestions are gratefully acknowl-
edged.

REFERENCES

1. W.C. Turner, Internal report, LBNL-42180,
1998.

2. T. Ferbel, Experimental Techniques in High
Energy Physics, Addison, Wesley, 1987.

3. E. Gatti, P.F. Manfredi, IEEE Trans. Nucl.
Sci., vol. 25, no. 1, Feb. 1978, (66).

4. P.S. Datte et al., IEEE Trans. Nucl. Sci.,
vol. 49, no.3, Jun. 2002, (1022).

5. Datte, P.S. et al., IEEE Trans. Nucl. Sci.,
vol. 50, no. 2, Apr 2003, (258).



6

Disclaimer
This document was prepared on account of work
sponsored by the United States Government.
While this document is believed to contain cor-
rect information, neuther the United States Gov-
ernment nor any agency thehreof nor the Re-
gents of the University of California, nor any
of their employees, makes any warranty, express
or implied, assunes any legal responsibility for
the accuracy, completeness , or usefulness of any
information, apparatus, product or process dis-
closed, or represents that its usewould not in-
fringe provately owned rights. Reference herein
to any specific commercial product, process, or
service by its trade name, trademark, manufac-
turer , or otherwise, does not necessarily consti-
tute or imply its endorsement, recommendation,
or favoring by the United States Government or
any agency thereof, or The Regents of the uni-
versity of California. The views and opinions of
authors expressed herein do not necessarily state
or reflect those of the United Staes Government
or any agency thereof or the Regents of the Uni-
versity of California.




