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ABSTRACT

Measﬁrements are presehtéd of R, the rafio of ihe total hadronic cross section to the cross ‘
section for mu pair production, and of the inclusive charged particle momentum distribution
.§da/ dz forete— an{ni'hil'a't,‘ion at ceénter of mass energies of 5.2, 6.5, and 29.0 GeV. The" ratioR
is found to be approximaiely 3.9, éonsistent with quark-parton‘niode‘! expectatiéqs, at each of
thé three energies with an estimated systematic uncertainty of 6%. The inclusive cross sections

show significant deviation from the scaling behavior predicted by the quark-parton model.
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Chapter 1

Introduction

Since the early observations of hadron production by ete— annihilation, a clear picture of

the mechanism has emerged. The study of this reacﬁon Has provided dramatic evidence for 3

- quark-parton structure of matter. The process-is believed to proceed via production of a pair.

of pointlike, spin Q quarks from the intermediate virtual photon (Figure 1), followed by their
transférmation (“fragmentation”) into the observed hadrons, shown in Figure 1. Whereas the
lifetime of the virtual photon is short (~1/Q) compared to the time scale of the final state
hadfonization, in this picture the total cross section for hadron production, oy 4p, shéuld be

that for production of pointlike fermion pairs, ego,,“, summed over quark types, i.e.

g
R= :AD = E 83 ) ) ‘ (1'1)
b 7

where

4ra? 3—ﬂ2) _
Tuw = 735 ﬁ( 2

3 = fermion velocity/speed of light

¢, = quark charge

s = square of center of mass energy.

The data [1], shown in Figure 2, in fact show that the ratio R is approximz_;bely constant for

V3 < 3.6 GeV with a value of about 2.5. This is interpreted as production of the up (u), down



Fig. 1

A |

Hadron production via
one-photon annihilation

hadrons
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(d), and strange (s) quarks with charges %, —4, and —} respectively first proposed in 1964 to

explain the basis for the hadron spectrum [2]. Following a region of complicated structure, R
_is again essentially constant with a value of about 4 f;om Vs = 4.5 GeV all the way to 36
GeV, the highest energy at which measurements have beén made. This step is interpreted as
production of a charge % charm (c) quark, originally propose'd invlé"li to explain the absence of
sirangeness changing neutral currents [3]. To give agreement with the data, it is necessary to
assume that the quarks each come in three ty»pes,.or cplors; this will be discussed further below.
There are also prominent narrow resonances at 3.095, 3.69 (the ¥ and ¢'){4], and 9.4, 10.0, and
10.3 GeV (the T’s [5]). Theée families are interpreted as particle-anti-particle bound states of

the ¢ and € quarks, and of a charge —  “bottom™ (b) quark of mass ~ 5.5 GeV and its antiquark

respectively. The b quark only contributes 4 unit to R in this model, of comparable magnitude

to the systematic error in the experiments. Hence no clear cut step in R near 10 GeV can be

attributed to the b.

Also in this model, it is natural to expect the final state hadrons to be clustered about the
initial quark direction, giving the evenﬁs a two “jet” topology. Experiments hgve shown that the
‘ observed h:;dré‘ns have limited t.rar_xsx}erse momenﬁum (=~ 300 MeV/c) about some axis (the “jet”
axi.s), ﬁnd furthermore the angular distribuﬁion of this axis is consistent with that expected for

pointlike fermions [6].

From general considerations, the single particle inclusive cross section can be written [7].

d3c

2
dp3 = -293—2-[(21)1 + wO) + (wl - UJO)COS2 0] (1'2)

where the functions w; and wy are a priori unknown functions of s and the particle energy E.
It has been argued that at high encrgies, where mass effects are unimportant, these functions

should depend only on the dimensionless parameter z = 2 E/\/s (8], where E is the particle



W

energy. In this case, the above expression becomes
a? | ' 2, |
35 Pal(wi(2) + wo(2)) + (wilz) — wo(a)) cos® 6], (1.3)

Integrated over angle, this may be expressed in terms of so called qu'ark fragmentation fanctions

as

do  4ma? '
== > e22Dk(z) (1.4)
where Df,‘(z) is a distribution function for producing a hadron A with energy {raction z from the

quark ¢. Measurements made over the range 3 GeV < /s < 8 GeV showed that scaling was

‘approximately valid in that cnergy region (Figure 3) [9].

So the naive pérton model has been very successﬁl in explaining the qualitative feature‘s: of
ete— annihilation, within the errors of the experiments. Next are considered pbssible extensioﬁs
of this basic model, as well as a more formal theoretical structure, and how these would affect
the measurements discussed above. This is in hopes that better experiments over a wider energy

range may be sensitive to new phenomena.

. Changes in R may be indications of new particle production as above. It is expected that
a charge § quark, known as the top (t), should exist to restore Iepton—hadrbn symmetry aﬁd
cancel the so called triangle anomalies [10]. This quark would contribute 1} unit to R. There
should also exist a series of nérrow resonances analogous to- the ¢ and T families belqw the

threshold for unbound tt production. Extensions of the standard SU(2) x U(1) theory of weak

"and electromagnetic interactions predict the existence of charged scalar bosons from which are

derived masses of the fermions and gauge bosons, the so called “Higgs” particles {11]. These
particles would be produced by e*e™ annihilation. Provided there is sufficient center of mass

energy available, their contribution to R would be
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Ry = -p° _4 (i.s)‘ |
The change in R from .prodx_lzt‘idn of these pa.rtiéles would be more difficult to vobsx.erve due to its
shall size (A R < 1) and the gradual ,B5 threshold behai'iof. It should be noted that observation
of new particle production by changes in R depends to some extent on the decay modes of the
particles. If the decay modes cause the evenﬁs to have significantly different properties than the
usual hadronic events, they may not be rét;dily observed ih this measurement. For example,
with the selection criteria used for hadronic‘ events in ﬁhis experiment, the detection efficiency
for 7+ 7 events is only 10% at /s = 29 GeV. This is due to the low multiplicity of 7 decay

products and the fact that all decays contain at least two undetected neutrinos.

4

We have already seen that is necessary to as;ume that quarkS'conie'in three types, or “colors”

“to obtain approximate agreement of the partbn model with the data. It is also necessary to
make this assumption iﬁ the calculation»o'f the 70 deéay rate [12]. Furthermore, if baryons are

] co.mposedA ofv thrée quarks, Fermi statistics requires that they not be completely identical, or the

++

A™™ could not exist. Quantum Chromodynamics (QCD) is a theory of strong interactions which

describes interactions between colored quarks through exchange of massless vector gluons. This
is a “non-abelian” theory, the gluons also carry color and thus can interact with other giuons.
The goupling constant of the theory depends on the momentum transfer squared of the process
Q* as

2) = 127 - | 16
@)= (16)

ny is the number of fermions in the theory, and A is a scale parameter to .be determined from

experiment, of comparable fundamental significance to the electric charge. It is noted that if
ny is not too large, @, decreases toward zero with increasing Q2, the theory is thus said to be
asymtotically free [13]. So for large enough energy scales, the strong coupling constant is small

enough so that perturbative calculations may be reliable. In particulaf, for Q2 = 52 GeV2, A =



0.3 GeV, and ny = 4, a, is approiimately 0.2. Although not negligible, next order corrections

should be ohly of order a few percent, and at higher Q2 a, is smaller still.

Whéreas the prima.ry quarks produced in et e~ annihilation may radiate gluons, the theory
makes several important predictions for this process. Most dra'matically, eveﬁts where an ener-
getié gluon is emitted at large angles to a quark should have a distinctive 3-jet topology. Such
events were .ﬂrst, observed by experiments at the PETRA storage ring [14]. Diagrams containing
gluon emission should also affect the total cross section. And gluon emission by the primary
quarks should lead to a depletibﬁ in pgrticle production at large z, and thus a violation of scaliﬁg

since the coupling constant depends on Q2.

In QCD, thé total hadionic cross section is modified by the diagrams shown in Figure 4. First
order contributions include diagrams with s'mg'lev gluon emission (a) as well as inteference between
second order virtual corrections (b) and the lowest order précess. Second order contributions
include diagrams wiﬁh two gluons (c) in the ﬁnal_staté as well as interference between third order v

virtual corrections (d) and the single gluon diagrams. The total cross section through order a2

is

s, . a
R=3Y &(1+0(2) +ca(22?) (1)
. . q 4 T ‘
A straightforward computation of the third order contribution gives Cy =1 [15]. The coefficient

C2 depends on how the coupling constant is renormalized. This calculation has been done using

-several schemes, giving the following results {16]:

Cq = T7.36 — 0.44n, minimal subtraction (MS) scheme -

€y =199 — 0.12n, - modified minimal subtraction (MS) scheme
Cy = —2.19-40.16n¢ momentum space subtraction (mom) scheme. (1.8)

This does not mean that the physical value of R is dependent on the renormalization scheme.
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Fig. 4 Diagrams contributing to hadron production

of order,as.
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Rather it is a consequence of the finite number of terms of the perturbation expansion considered,

and the frecdom of choice of the expansion parameter. Wha_t the different methods do is absorb

different diagrams into the definition of the coupling constant, actually making it somewhat

larger in the case of the MS and mom schemes. However, they at the same time make the

coeflicient Co smaller, and are believed to make higher order coeflicients sﬁmller as well, so that
the second ordef calculation should be a bettc::r estimate of the true result {17]). This is important
since computation of the next o'rder‘ QCD corrections is extremely difficult. At /s = 6.5 GeV,
the first order QCD corrections increase the expected value of R by 7%, and the second order
corrections by an additional 2% (for A = 0.3 GeV). These corrections are 5% and 0.7% at /s

= 30 GeV.

The value of R is considered to be the most reliable quantitative prediction of QCD, as it

does not require detailed understanding of the quark fragmentation'process. Furthermore, a2

corrections have been computed and are small. Also, an absolute prediction is made for any

given energy. In contrast, predictions about jet structure depend sensitively on details of quark.

fragmentation, especially complicating computation of a2 corrections {18]. For deep inelastic
scattering, QCD only predicts thé evolution of the structure functibns with Q2, not the structure
functions themselves. Also, there are complications from charm production and non-perturbative
effects which must be considered. U;xfortuna.tely, the deviation from the siniple quark-parton
prediction for R is only about 5-7%, meaning that a good understanding of systematic errors is
required for a meaningful test of QCD. Also, the variation of R wi_t_,h energy due to the running

coupling constant, a critical aspect of the theory, is even smaller and thus even more difficult to

test by this method.

The annihilation process may proceed through an intermediate Z° as well as through a

virtual photon. Thus the total cross section will be altered by diagrams containing Z° excha_nge,

10
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and by interference between Z° and photon exchange diagrams, so the total cross section should.
reflect the the Z°-quark couplings. This proceSs supplements neutrino scattering measurements,
since s, ¢, and b'quark production is substantial, and since the initial particles are electrons, which

have diferent couplings to the Z° than neutrinos. The full expression for R in the standard SU(2)

x C(1) theory is given by [19]

| a-;};;((wc:’%*-c;’(%)’)aw+(1+c?"7'_+-ca‘(%)’)m) a9
where ' '_ '

T 552 2)
17 3\ 28 4 \2 dr

Grae, , f/( Mi(M% — ) )

oyy: = 33"» -

vz VIN\ME — oF F T3 M3
G?l' 2, .2 o sM4
.+(3—2;)gvm + e

_ G?:' g J o sM4 '
CAA =(§-§)9’4 (9% _"'94 I(M}- 3Pir§M}

Mz = 37.3/ sin by cos by
gy == 2% — 4e; sin? bw

g = 203

and I'z is the width of the Z°, I} is the weak isospin of the particle (4 for u a.nci ¢ quarks,
— 4 for d, s and b quarks n_nd electrons), and fw is.the Weinberg angle. The effect of the weak
corrections on R is Shown ili Figures 5 and 6. For s.in2 6w = 0.22, approximately the value
measurgd in deep inclastic lepton-hadron scattering [20], the contribution from Z° exchange is
less than 1% at 30 GcV‘ but rises rapidly above that point, eventually far exceeding the magnitude

of '_the QCD cori‘ec’tions. Thus for center of mass energies above 40 GeV, tests of QCD using R

»11'
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become difficult duc to uncertainties in the weak coupling paramecters. Precise determination
of the weak coupling paramcters below 30 GeV would require exceptional precision over a wide

energy range, mcasurcments of R are only sensitive to large deviations from the standard model

with the accepted valuc of sin? Gy .

The effect of gluon emission on the z distributions is most conveniently computed in the

Altarelli-Parisi formulation [21]. Here the probability of gluon emission is convoluted with the

pure quark fragmentation function to obtain an integro-differential equation for the fragmenta-

tion function. Since hadrons may come from gluons as well as from quarks, a gluon fragmentation

D;‘(z) function must also be included, giving‘ a pair of coupled equations:

dD(z,Q? (0% [t 1 | _
<’ "dézQ,) == ;ff ) fo dy /0 dzﬁ(f— Y2)(Pymg(¥)DMz, Q%) + Pymao(v)D2(2, Q%)) |
o (1.10)
dD*(z,Q?) 2y 1 1 |
<’ yd:)?Q - "‘éﬁf ) fo dy /0 dzd(z—yz)(P,-q(y)Eq:D’;(z, Q2) + Pyas(y)D2(2,@2)).

‘These equations state that the probability for obtaining a hadron ﬁith energy fraction z is equal
to the prabability for obtaining a parton with energy fraction z times the probability of obtaining
a hadron from this parton with energy fraction y such that z = yz, ’su.mmed over y and 2, and
sumxﬁed over partons. ’fhe solution of these equations is qualitatively that the fragmenf;ation

functions should decrease ldgarithmically with increasing s. This calculation is very similar to

the calculation of the evolution of structure functions in deep inelastic lepton-hadron scattering. -

Since there is no prediction made for the'fragmentation functions at a particular s, to test the
theory it is necessafy to take measurements at some s and evolve them to a different s using
the above equations. The result of doing this is that the functions should be lpwer by 20% at
z = 0.7 at /s of 29 GeV ﬁh:in at 5 GeV [22]. This prediction is complicated by the fact that only
final decay products of resonances and heavy quarks are observed in experiments. There is thus

dependence on resonance production and decays of ¢ and b quarks, which are not completely

14
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understood. Another difliculty in observing scaling violation is the disagreement among different

experiments at low encrgies (Figure 7) [23]. Early experments at higer energies [24], due to large

systematic crrors. as well as uncertainties in the low energy data, were not sensitive to deviations
from scaling behavior (Figure 8). Thus use of the same detector over a wide range of energy

should help lessen systematic errors increasing the sensitivity to scaling violation.

The goal of this thesis is to measure the total and inclusive cross sections for hadron
production by et e~ annihilation with as high a precision as possible over a wide energy range,
specifically at. /s = 5.2, 6.5, and 29.0 GeV. A search is made for deviations of R from the naive

-parton model, and for violations of scaling behavior in the inclusive distributions.
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Chapter 2

Apparatus

The data for these measurements were acquired with the SLAC-LBL Mark II detector at
the SPEAR (5.2 and 6.5 GeV) and PEP (29.0 GeV) storage rings located at the Stanford Linear

s

Accelerator Center.

§2.1 SPEAR

In the SPEAR storage ring, beams consisting of a single bunch of electrons or positrons
which counter-rotate in the same vacuum pipe and magnet lattice, colliding every 780 ns at two

points. The peak luminosity of the machine depends on the beam energy as

oL 1()31(—15"'—)"'cm""’se:c‘1 (2.1)

3.25
>for center of mass energies up to 6.5 GeV. The machine is operated in “top up” mode at center of
mass energies up to 5.2 GeV. In this mode, beams are injected from thé SLAC linear accelerator
directly into the configuration used for colliding beams. Thus it is not necessary to discard the
beams prior to injection, and no “ramping” of the machine conﬁgui’ation is necessary, reducing

the filling time. With this luminosity, and taking into account machine and detector reliablility
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and the several hour beam lifctime, typically 1500-3000 hadronic events per day were recorded
at these encrgics. Thus the simplicity of the ete— process is gained at the expensec of event rate

due to the colliding beam method and the small electromagnetic cross sections.

§2.2 PEP

The PEP storage ring was proposed in 1974 to extend the study of ete— annihilation
to center of mass encrgies up to 30 GeV. Construction began in the spring of 1977 and was
completed 2 years later. Beams were first stored and collided in May, 1979, and following ﬁ:achine
and experimental checkout serious data-taking began in December, 1979. The beaxﬁs consist éf _
three bunches each counter-rotating in the same magnet lattice in the 2200 meter éircunﬁerence
ring. Collisions occur every 2.4 us in each of six interaction arcas. The maxin;um energy per
beam is 18 GeY with the 5.5 MW of installed -rf power. To date, all experimental running has
been at /s = 29 GeV, the maximum energy at which the ;nachine can run in “top up” mode.
The .maximum initial luminosity obtained during data taking on which this analysis is based was
7.0-10%% cm—2 sec;?, with typicn.l oﬁerating currenis of 20 ma per beam. Integrated luminosities
of typically 200-300 nb—!, corresponding to 80-120 hadronic events, were accumulated per day

during this time. o \'

§2.3 Mark II Detector

The SLAC-LBL Mark 1I detector was assembled on the beam line at SPEAR in the fall
of 1977, where data taking began in April 1978. This detector had significant improvements in
solid angle coverage, momentum resolution, and in the trigger compared to the previous SLAC-

LBL Mark I detector which helped reduce systematic errors in measurements of the total and.



inclusive cross sections. The data discussed here were acquired in the spring of 1979, during
the last seven weeks of running at SPEAR, corresponding to integrated luminosities of 4.16
events/pb at 5.2 GeV and 1.63 events/pb at 6.5 GeV. In thei summer of 1979, the detector was
moved to PEP interaction area 12, where some modifications were made to better cope with
the PEP environment. Since the detector had been operated fc;r some time in t,.he high event
rate environment at SPEAR, it was well undfarstood by the time it was moved, allowing a rapid
:inalysis of the data at PEP. The data for these measurements were acquired during the spring

running cycle in 1981, corresponding to an integrated luminosity of 13.6 events/pb.

The detector as configured at SPEAR has been described in considerable detail elsewhere
[25]. Hence the following discussion will be limited to the aspects most important for the present

analysis, and the modifications made for PEP.

The PEP configuration of the Mark II detector is shown in Figures 9 and 10. It basically
comsists of a series of concentric cylindrical detectors designed to determine the momenta and
identities of the produced particles with good efficiency over as large a solid angle as practical.

. Tracks leaving the interaction point encounter in succession the following elements:

Vacuum pipe. (Figure 11). The 0.15 mm thick corrugated stainiess steel pipe used at SPEAR
was replaced by a 2 mm thick aluminum pipe. Also, masks composed of tantalum, tungsten, and
lead were installed at 3 and 9 meters from the interaction point. The goal of these modiflcations
was to reduce backgrounds from synchrotron radiation and from electrons which had radiated or
had been scattered in the residual gas, causing them to be misfocussed by the quadropoles into
the detector. The pipe was flared at each end to minimize the amount of material encountered
by tracks from Bhabha events heading toward the luminosity monitor. Further details regarding

the vacuum and shiclding system may be found in refercnce [26].
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Crlindrical scintilation detector (“Pipe Counter”). Signals from this device were required in

the detcctor trigger to reduce the area sensitive to cosmic rays.

Cylindrical drift chamber (“Trigger Chamber”). This was a chamber added to the detector

in the space between the pipe counter and the main drift chamber after it was moved to
PEP. It consisted of four layers each containing 64 sense wires parallel to the beam direction.
Incorporating signals from this chamber in the charged pﬁfticle trigger helped reject background
events-originating at large r and z. Thjs; reduced the trigger rate by a factor of 2, hence the name

trigger chamber.

Main drift chamber. Charged particle tracking was provided by this 3 m diarﬁeter chamber,
which con;isted of 16 layers of drift cells in a common gas volume. - Six °f. the. layers had
wires parallel to the beam direction, the other 10 had wires skewed by 43° to provide track z
information. The resolution in the distance of closest approach of iracks to the wires was about
200 pm. Taking into account the magnetic ﬂe_fld and multiple scattering in the 0.065 radiation
lengths of material (0.9 at PEP) preceeding the chambers, the transverse momentum resolution

of the system was (0.0152 + 0.01%p?)!/2. Further details may be found in reference [27].

- Time of Flight (TOF) System. Flight times of charged particles were measured by a ring of

48 scintillation counters. This time, combined with the flight path and momentum determined

from the drift chambers, measured the particle mass. The time resolution of the system was about

3d0 ps at SPEAR, giving a 1 standard deviation separation of pions from kaons up to 1.35 GeV/c,
and of pions from protons up to 2 GeV/c. For PEP running, high resolution time to amplitude
converters were installed in an attempt to improve this resolution [28]. However radiation damage
significantly reduced the attenuation length of the scintillator, thus the resolution was degraded

to about 360 ps by the end of the running discussed here.

Magnet coil. This was constructed of water cooled aluminum conductor 1.4 radiation lengths
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thick, providing a nominal axial ficld of 4,06 kG uniform to 1.5% in the traqking volume of the
drift. chamber. The coil was powered in series with compensating soleniods on either side of the
detcczsf so that the intcgral of the ficld along the beam direction was zero through the interaction
region. At PEP, the compensating soleniods were moved back from the detector giving a field

uniform to 0.5%, and a larger power supply allowed a nominal field of 4.65 kG.

Liquid Argon System. Electromagnetic showers from electrons and photons were detected

~ in 8 lead-liquid argon medules arranged in an octagon outside the coil. This ;ystem covered the
central 65% of the detector solid angle. This system gives full azimuthal covefage except for
cracks between modules, which accounted for about 10% of the 27 azimuth. The energy resolu-
tion of the ss'stem was about 12%/VE (E in GeV). Reference [29] contains more information

about this system. : -

Muon system. Highly penetrating particles were detected by a systém of tubular proportional
counters intel;leaved with steel absorber. At SPEAR, this system consisted of 2 layers of steei and
tubes surrounding the detector, covering about 50% of the solid angle. At PEP, to compensate
for the décreasing interaction probability of hadrons with increasing momentum in this energy

range, 2 additional layers were installed on all four sides of the detector.

The ends of the detector were instrumented with proportional chambers (at SPEAR, one
end had a liquid argon shower detector). However, these were not used in the analysis presented

here and will not be discussed further.

To measure the luminosity of the machine, a system of shower detectors was used at small

angles to the beam direction to detect elastic scatters. At SPEAR, this consisted of 2 tungsten-
scintillator counters on each side of the detector, covering a solid angle of 1.6 104 of 47. At
PEP, to compensate for the lower count rate imposed by the larger center of mass energy and

the larger angles required to avoid beam associated backgrounds, a more sophisticated system,
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known as the Small Angle Tagger (SAT) and shown in Figure 12, was built. On each side of the

detector was an octagonal shower detector subtending the region 22 mr < § < 80 mr copsisting_

of 7eighteen.layers of " lead and 4" NE114 plastic scintillator. BBQ waveshifting bars were used
to transfer light to 27 photombes. The front 5 layers were viewed separately from the back 13
to reject electrons entering from the rear and to assist in pioh—electrén separation if necessary.
The energy resolution of these detectors was measured in a test beé.m to be 15.5%/VE. A series
of scintillation detectors of various sizes defined the actual acceptance for luminosity monitoring,.
This system also contained sets of drift chambers at three positions in z on each side of the
detector to track charged .particles. These provided more detailed information about the events
allowing a better estimate of the luminosity to be made off line (a subset of the Bhabha events
were logged on tape). Besides providing a good measurement of the luminosity, this system
also served to “tag™ events produced via the two photon process, é.bout which little was known
and which was considered a potentially serious background to the usual one photon annihilation

process.

The detector trigger was similar at both machinés, employing a two-level scheme. The
first level required signals from the pipe counter and a beam pickup electrode located inside the
vacuum pipe to be coincident within 6 ﬁs, and at least one hit in 4 of a subset of 9 of the d;ift
chamber layers. This decision was made within 500 ns (which was before the next beam crossing),
sé there was no associated dead time. Rates varied between 10 Hz and 1 kHz, depending on beam
conditions. If these primary level requirements were satisfied, a hardware processor [30] searched
the drift chamber hits for patterns resembling tracks coming from the beam axis. The secondary
level chargcd trigger required at least two tracks to be found. For the 5.2 GeV running, at least
one vwas required to be within the central 67% of the detector solid angle and have an associated
TOF hit, the other was only required to be only within the central 85% of the solid angle. For the

6.5 GeV and 29.0 GeV running, both tracks were required to be within the the central 67% of the



Process Fraction of Triggers at 5.2 GeV | Fraction of Triggers at 29. GeV
Cosmnic Rays 0.10 0.10
No Vertex 0.10 0.25
No Tracks 0.04 0.10
Zv > 30 cm 0.25 0.10
1 prong 0.15 0.07
~ hadrons + 7 0.05 © 0.0015
Bhablas 0.15 0.005
Two photon 0.01 0.02
Beam wall 0.15 0.20
SAT Bhabhas - 0.05
TED - 0.10

Table 1. Composition of detector triggers
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detector solid angle and have associated TOF hits. Invaddition, in the PEP conﬁgumtion there
was an independent trigger based on energy deposited in the liquid argon system. This trigger
was satisfied if at least 1 GeV was detected in the front half of at least 2 of the eight modules.
This allowed triggering on events of the type et e—— 47 as well as providing some redundancy
to the charged trigger lacking at SPEAR. Finally, the detector was triggered on some fraction,
typically ¢, of the Bhabhas observed in the SAT system to obtain a precise of-line measurement
of the luminosity. If any of these trigger rei-luirements were satisfled, the detector information
was read into a VAX 11/780 computer and written to tape. Typical secondary rates were 1-4 Hz,
with the composition give in Table 1. A subset (20-80%) of thesel events were analyzed on line

to monitor the performance of the detector.

§2.4 Data Reduction

Event reconstruction was done off-line on an IBM 370/168 (3081 for PEP data). First, drift
chamber tracks. were reconstructed. The initial level of pattern recognition started with tracks
found by the’hardv;'are processor, using circle fits and a constant fleld approximation to resolve
the left-right ambiguities. This program worked best in events wivth well sepafated tracks, due to
the limited azimuthal i'esolution of the hardware processor. Tracks found by this program were
then fit to a helix using the correct magnetic field. A more sophisiticated algorithm then searched
the remaining drift chamber hits for tracks by searching for patterns of axial hits at a constant
curvature. Further details regarding the track finding and fitting procedure may be found in
reference [31]. ‘For the PEP data, due to the much higher probability of two tracks passing
throﬁgh the same drift cell, it was necessary to use the stereo a;s well as the axial layers in this
search. This required the assumption that the tracks came from the beam interaction point,

thus biasing the pattern recognition in this data. The track finding efficiency for the SPEAR
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data was greater that 99% for. tracks which traversed all 16 layérs, based on Monte Carlo studies
and a visual scan of a computer generated pictures of eventé. This efficiency dropped to 80%
at |cos §| = 0.8, and was zero for |cosd| > 0.85 since seven drift chamber hits were required to
construct a track. For the PEP data, due to the much higher track density, this eficiency was
reduced by about 5%. Because of the high track density at small radii and its relatively large
cell size, information from thé trigger chaml?er was Pot used in the pattern recognition for this

analysis.

The drift chamber tracks were projected to the TOF, LA, and muon systems and associated
with hits there. Photons were then searched for in the liquid argon system; details may be found

in reference {32].

The event vertex was found by taking all tracks within 15 cm in radius of the beam
and finding the point which minimized the summed distance of closest approach. Tracks were
weighted by their measuremeﬁt errors including mﬁltiple scattering. Any track which contributed
more than 100 to the x2 of the fit was discarded, and the fit repeated. This was done to minimize
displacements of the vertex by tracks from K, or A decay, or which were multiple scattered
or otherwise poorly measured. Finally, tracks passing within 1.5 cm in R and 15 cm in Z of
the beam interaction point (determined from Bhabha events) were refit including this point.
Whereas this increased the track length by about 40%, the momentum resolution was improved
to (0.0152 4- 0.0062p2). For the PEP data, because of the bias toward the origin in the pattern
recognition algorithm, only tracks with R < 4 éﬁ and Z < 15 cm were included in the vertex
fit. Events where no tracks were found, or where the vertex fit failed, or which had vertices with

large z displacement, and cosmic rays were discarded. The remaining events were written on

summary tapes.
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Chapter 3

. Event Selection

§3.1 SPEAR Analysis

Following the above described daﬁa reduction, remaining were Bhabha, mu pair, tau pair,
and two photon events, and events from interactions of the beam with the vacuum chamber walls
z_md the residual gas as well as hadronic events. Hadronic events were selected using cuts as loose
as possible to minimize bias due to the finite acceptanc-e ‘of the detector, while also minimizing
uncertainties in subtraction of the remaining background. To be considered as hadron candidates,

events were required to contain at least two tracks satisfying the following:

1) Momentum transverse to the beam direction > 100 MeV/c. This required the track to

have suflicient transverse momentum to reach the outside of the detector, thus rejecting-

looping tracks.

’

2) |cosd| < 0.794. This required the track to at least reach the tenth drift chamber layer,

so that the tracking efliciency was stiil reasonably high.

3) Radial distance of closest approach to the beam direction < 6 cm.
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4) Distance of closest approach along the beam direction varying from < 20 c¢m for low
momentum tracks to < 5 cm for tracks with £ > 0.5. These last two cuts reject poorly

measured tracks, but were kept loose since a multiplicity cut was made.

Event§ resulting from interactions of the beam with the walls of the vacuum chamber were
rejected by requiring the event vertex to lie within 4 cm in radius of the beam axis. This
distribution is shown in Figure 13. Despit:e the attempts in the vertex fitting proced.ure to
minimize distortions induced by scattered tracks or track§ from decays, an estimated 3 4- 19 of
the events were lost by this cut. This loss was determined b}; a visual scan and study of the z
vertex distribution of events with Ry > _4‘ cem. A check was provided by passing Monte Carlo
generated data through the same reconstruction programs as used for the real data; this gave a
loss of 2%. Whereas the Monte Carlo generally provides an optimistic simulation of the detector,
this was considered a lower limit. Another estimate was obtained from events at the 1(3095).
Because of the large hadronic cross section (R ~ 1000) and low beam currents (making beam
associated backgrounds small),. the fraction of wall interactions was negligible at this venergy. The
fraction of évents lost in this data was 4.5%. However this is probably an overestimate since the
mean observed track momentum was only about 400 MéV, as opposed to 550-600 MeV at 5.2

and 6.5 GeV. Hence the tracks are more subject to multiple scattering, which combined with the

lower multiplicity (4 versus 5-5.5) increases the liklihood of improperly reconstructing the vertex.

To suppress background from interactions of the beam with the residual gas, the z position
of thg vertex was required to be within 10 cm of the beam interaction point (Figure 14). Based
on a study of Monte Carlo events and 6!‘ events af, the ¥(3095), the loss of hadronic events due
to this cut was negligible. The remaining background was estimated from events whose z vertex

was in the region 10 cm < |zy| £ 15 cm, assuming the z vertex distribution for such events

was uniform. This contamination amounted to 8.9% at 5.2 GeV and 19% at 6.5 GeV. The
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observed z vertex dist;‘ibution was in fact not perf ectly uniform, as the detector acceptance was _
not Iexactly constant in z. Unfortunately, no separated beaﬁl running, which would have allowed
a determination of the distribution of this background in the signal region, was done. Based on‘
a studybof this distribution for 10 cm < |zy| < 30 c¢m, 2 10% systeinatic error was assigned to

this subtraction.

To suppress backgrounds from QED processes, in two prong events the tracks were required
to be acoplanar [33] by at least 10° and have a total transverse momentum > 300 MeV/c. To
further suppress background from radiative Bhabha scattering, particularly events containing
A'con\'erted photon, two and thx;ee prong events were rejected if they included a track with
momentum > 900 MeV/c whose energy deposition in the liquid argon systém was consistent wiph
that of aﬁ electron [34]. Four pr;;ng events with two such tracks were also rejected. Following
these cuts, background fr_om radiative Bhabha scattering was negligible, based ona visual scan
of a subset of the accepted cvents. Also, the distribution of cos§ times particle charge (strongly
asymmetric for Bhabha events), shovwed'no sig'niﬁcant asymmetry, even for tracks with z > 0.8. A
Monte Carlo calculation was used to compute the remaining background from lepton production
via the two photon process. This amounted to 3.7 + 0.8% at each of the two energies, the
uncertainty due to uncertainties in the detector simulation at low momenta and small angles, the

kinematic region occupied by most of these events.

Background from r+7— production and decay was subtracted based on a Monte Carlo
~ generated data set using mcasured branching ratios. This containination dmountcd to0 12.24+1.8%
at 5.2 GeV and 9.0+ 1.5% at 6.5 GeV. The branching-ratids used are given in Table 2, they sum
to a one chaﬁgcd prong inclusive branching ratio of 78%. Very recent measurements, without
making any assumptions about particular branching ratios, have determined this number to be

85 + 2% (35}, which would reduce this subtraction somewhat. Whereas the v, PVr, Velr,



Mode Branching ratio
elely 0.164
BVuVr 0.160
TV, 0.104
pUsr 0.230
Kv, 0.008
K*v, 0.015
Avy 0.093
4rv, 0.226

Teble 2. Tau branching fractions used for background computation
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and pv,v, decay modes are well understood theoretically and experimentally, any discrepancy

‘most likely is in the fraction of multi-pion decay modes which contain only one charged track..

However, there still is little known about the total multiplicity, or the final state dynamic$ of
thesc modes. These factors are potentially important, because of the collincarity and p; cuts for
two prong cvents. So from these considerations, the original branching ratio estimates were used,
and a 15% uhcert.ainty was assigned to this subtraction based on the variation in the computed

background with the assumed branching ratios.

The observed charged multiplicity distribution is displayed in Figure 15, together with
the estimated backgrounds. Following the background subtractions, there were 44,000 events

remaining at 5.2 GeV and 11,900 at 6.5 GeV.

Because of the large background componént in the two prongs, tﬁese events were were not
used in. the inclusive distributions. The remaining background from beam gas interactions was
5.540.5% at 5.2 GeV and 1541.5% at 6.5 GeV; and iﬁ the inclusive distributions was confined to
the region z < 0.4. Background from tau production was 8.6 4 1;3% at 5.2 GeV and 6.8 4 1.2%
at 6.5 GeV. In the inclusive distributions, this varies from 4% at low z to 13% in the region
06 <z< 0.8.. Figure 16 di}splays the observed z distributions together with the estimated

backgrounds.

§3.2 PEP 'Analysis

For the data at /s = 29. GeV, events were required to im.ve at least 5 tracks as defined
above. ‘Ajso, the sum of the particle momenta was required to exceed 7.25 GeV, or 3.75 GeV
if there was also at least 4 GeV of energy in photons deposited in the liquid argon system.
Relatively more stringent cuts were necessary to suppress background from hadron production via

the two photon process, about which there is insufficient experimental or theoretical information
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to allow a precise subtraction to be made. This process has a much larger cross section than

the standard one photon annihilation channel, although the total energy and multiplicity of

the hadronic state produced is m;1ch .sﬁxaller. Figure 17 shows that the .backgrou‘nd level is
substanvtial;fof'Z:IP] JECM < 0.2, so vthere would be little advantage in reducing this icut. The"
remaining Background was e's§ir_n_ated by Mbnte Carlo, and froﬁx the number of évents meeting
these‘cuts where an electron .was'detect'ed in_ the SAT system. This amoup_ted to 1.5.':}; 0.8% of
the remaining events. These cuts also eliminated background from Beam gas iﬁtgractions, as seen
) in Figures 18 and 19, this would have been more diﬂlctﬂt to estimate due to the bias toward the
| interaction boint in _the tracking qlgf)lrithm usevd for this data. Background from tau production
was computéd by Monte ,Carlvq to gOmprisé' 25+ 0.5%'of t;he _remainiﬁg events. Also, using tﬁe
redundancy provided by tfhe total energy trigger, the‘ charged trigg"e;; e;_ﬂlciencyv was found to be

> 99% for these cevents. There were 4750 events remaining after the ba.ckground subtractionsﬁ



"~ Chapter 4

Detection Efficiency

The observed data must then be corrected for the finite acceptance and resolution of the
detector. This was done using a Monte Carlo simulation, which consists of generation of particles
according to some production model and projection of the particles into the detector to determine

its reponse to them.

§4.1 Production Models

There is no reai detailed theory of how ;he quarks; becomé hadrons. So the_prodnction.m_odels
can only use general expectations, namely limited transverse momentum about the initial quark
dircction, to gcneraté the observed hadrons. The important thing for these meas_urexﬁents is that
the predicted obscrved distributions agree with the data, giving confidence in the extrapolation

to regions not covered by the detector. ' - -

The first model considered is the so called “jet” model used to first demonsirate the presence
of jet structure in ete™ annihilation [36]. This model is known to give a good qualitative
description of the data, while being fairly simple with few free parameters. In this model [37], a

jet axis is generated according to a 14-cos? ¢ distribution, appropriate for pointlike fermions. The



total cvent multiplicity is then selected according to a Poisson distribution. Finally, the particle
moinenta are generated according to longitudinal phase space with momentum transverse to the

jet axis limited by a 'n_mtrix clement squared
)

M = e XA/ . (4.1)

Only pions and kaons are created. The fracti-on of kaons was chosen to agree with measurements
in this energy range [38]. Thus the model does not produce vector mesons or charm particles.
Free parametclrs.in this model are the mean total multiplicity, the fraction of particles which
were charged, and o in the matrix element.. To give agrecment with the observed multiplicit;y,
.charged energy, and charged particle momentum distributions, the total multipliciﬁy used was
8.8 at:5.2 GeV and 9.9 at 6.5 GeV; and 60% of the particles were taken to be charged at both
energies. To give agrecment with the observed sphericity distribution and distribution of p; witﬁ
respect to the jet axis, o was taken to be 0.275. As seen in Figur;:s 20, 21, 'and 22 this model

gave a good description of the observed data.

lThe second mode! considered was the duark fragmentation model of Feynman and Field (39].
In this model, primary quarks are génerated with a 1 4 cos2 4 distribution in the ratio of the
squares of their charges. Quark-antiquark pairs are then pulled _from the “sea” creating mesons
with fractional value otl the quantity E+4P; of the parent quark, Z, distributed according to the

splitting function
1—A+3A(1—7). (4.2)

The transverse momentum of these mesons relative to the parent quarks is genererated according
to a Gaussian distribution. This process continues until the initial quark energy is exhausted,

the remaining quarks {rom each jet are combined, and the energy of the particles adjusted to

give encrgy conservation. Free parameters in this model are A in the splitting function, the mean
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transverse momentum of mesons from quarks, the fraction of vector particle; produced; and the
probability of taking a strange quark i‘rqm the sea. Pargmeters used to reproduce the data were
A = 0.77, vector fraction = 0.1 (these primarily determine the multiplicity and momenttim
distributions), strange sca fraction = 0. (to give agreement with the measured K° prciduction
rzite)' and mean p; = 0.3 (fixed by the p and sphericity distributions). The charm quark, due to
its large mass, is expected to have a splitting functiim peaked at larger values of Z [40]. There
is even recent experimental evidence at high energies that this is the case [41]. Whereas the
exact form is uilknowu, a constant splitting function was used for ccinvenience. The computed

eficicncies should not be affected by moderate variations from this form. As shown in in the

previous Figures, this model also gives a good overall description of the data.

At high energies, it is known that the events are more spherical thanvex.pected from ex-
trapolation of the above two-jet models. This deviation is consistent with emission of gluons by
the primary quarks. Gluqn emission has been incorporated_into the Feynman-Field séheme by
Ali et aI.. [42]. The cross scction for three jet production is given in the context of QCD by

do —y a2 23+ 22
dzidzs ' w 3(1— z1)(1 — z2)

(4.3)

where 0y is the lowest order cross section and z; and z; are the ratios of the quark energieé. to
the beam energy. This cross section diverges in the limit of zero gluon benerg'y or collinearity of
the gluon with a quark. This divergence is howevervcanceled by interference of the lowest order
diagram with the fourth order vertex correction diagram, so the total cross section is well defined.
"To deal with this in the Monte Carlo, it is noted that following hadronization, events where the
gluon is soft or collinear with a quark or equivalently the thrust [43] is large are indistinguishable
from 2-jet events. So an upper limit is imposed on the thrust iniegration pear this point of
distinguishability (generally 0.95) to render the 3 jet Cross §ection finite. The generated events

should be approzimately independent of this cutoff, since three jet events with larger thrust
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are similar to 2 jet events [44]. Although perhaps not rigorous theoretically, what is important
for this analysis is tha.t the model reproduce the data. This program also incorporates events
containing 2 gluons. A similar divergence occurs which is handled by imposing a cut on_t,he event
planarity. So 2, 3 and 4 jet events are generated with the appropriate probability. The resulting
primary quark-antiquark system is fragmented as above. To generate hadrox-is from gluons, the

gluon is first split into a quark-antiquark pair according to the function

f(2) =2 +(1—2)? ' (4.4)

where

_ quark energy
" gluon energy

motivated by the Altarelli-Parisi splitting function [45]. This pair is then fragmented as above.
Parameters used to reproduce the data were A = 1.0, vector fraction = 0.3, mean p¢ = 0.3,
Agcep = 0.20 [46], flat splitting functions for ¢ and b quarks, and strange sea fraction = 0.1.

This model gave a good description of the observed data (Figures 23, 24, and 25)

§4.2 Detector Model

Following generation of the initial state, particles were projected into the detector generating
hits in the appropriate elements, smeared by khown- resolutions. Particles were decayed according
to known branching ratios. Branching ratios u_sed for D mesons were based on measurements at
the ¥(3770) [47]). B quarks were assumed to decay predominantly to charmed quarks. Account
was taken of Coulomb and nuclear interactions in the material preceeding the drift chambers.

The generated raw data was then passed through the same reconstruction programs as used for

real data.
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54.3 The Unfold Method

At the low energies, since the mean produced charged multipljcity is only around 3, and two
tracks must be observed for the event to be detected, the efficiency is potentially very sensitive
to the production model. In an attempt to reduce this sensitivity, the de.tect,ed multiplicity
distribution is used as input together with the Monte Carlo to deduce the efficicncy. To do this,

. the matrix €, is defined as

__ Number of events detected with q prongs from events produced with p prongs

fe = , Number of events produced with p prongs. (4.5) -
The total number of events detected with q prongs is then given by
Ny=NB;+) €N, ' (4.6)
o J o

where VB, is the number of background events with detected multiplicity q.' This matrix is
computed using the Monte Carlo, then in principle these equations can be solved for the N,
given the observed N;. The total efliciency is then given by
Eq N, 9= NB q :
€= ——"—. (4.7
Ep N P
In practice these eduations are over constrained since charge conservation forces N, to be zero

for odd p. So instead, the set of IV, is found which mazimizes the liklihood

phe |
c=]] N e b, _ . (4.8)
q : '

This function assumes a Poisson distribution for the individual IV, while making no assumptions

about the shape of the produced distribution. This method reduces the model dependence of the
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Vs (GeV) Efficiency
5.2 0.77
6.5 -0.81
29.0 0.74

Table 8. Total Detection Efficiencies
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efficiency calculation by about a factor of two. However since the Monte Carlo agrces well with

the observed multiplicity distribution, this is not a large effect.

§4.4 Results of the Models

The total detection efliciencies are shown in Table 3. The efficiency is slightly higher at 6.5
GeV than at 5.2 GeV due to the slightly higher produced éharged multiplicity. The reduced
efficiency at 29. GeV results from the observed energy reqﬁirement. Approximately 93% of the
produced events satisfy the rhultiplicity requirement at this energy, but only about 80% of these

events also satisfy the energy requirement.

The detection efliciency as a function of z is shown in Figures 26 and 27. At the SPEAR
energies, this efficiency sharply decreases wit;h increasing z. This is because events containing
high z t_racks will tend to be lower than average in multiplicity, from energy conservation
considerations. So since at least three tracks must. be observed, t:,he event detection efficiency is
lower for these events. The change in slopeknear 2z = 0.7 is due to cuts which reject radiative
Bhabha events. It is noted that thereis a signif'icang difference in the overall slope of the efficiency
between the Jjet and Feynman-Field models. This is a result of differences in the event generation
procedure. In the Feynman-Field model, the two quarks fragment independently, so a high z
particle in one jet may be accompanied by a a. high multiplicity jet from the other quark. Thus
the proBability of detectiﬁg events containing high z tracks is enhanced. However m the jet
model, the event multiplicity is selected first, and most high z tracks come from low multiplicity
events, which are less likely to be detected. Figure 28 shows the produced charged multiplicity
for events which contain a track with z > 0.5. This is, as expected, much lower for the jet
model. Unfortunately, the differcnce is more difficult to observe in the corresponding detected

distribution, since it is smeared from the finite detector acceptance, and because of the three track
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detection requirement. However, the very large number of events available do allow a distinction
to be made. Figures 29 and 30 show the detected multiplicity for events containing a track with
z > 0.4 and z > 0.5 for the data and the two models. The Feyhman—Field model is seen to
clearly give a better description of the data, hence the results quoted will use the efficiencies
from that model. Whereas the agreement is not perfec£, a systematic error cbrresponding to
% of the difference in eficicncies between the two models is assigned to account for this effect.
"~ The efficiency at 29. GeV is much flatter due to the larger multiplicities ihvolved, and the more

collimated nature of the jets.

A test of the reliability of the efficiencies determined from the models was made by changing
the event selection criteria, and noting the variation in the corrected number of events obtained.

At 5.2 and 6.5 GeV, this is also a significant test of the background subtractions. In particular, the

multiplicity, track cos 9 and p¢, and total momentum cuts were varied. Making these cuts more - -

stringent increases the dependence on the production model used in the Ménte Carlo. However,
this does remove regions at large angles and low momentum where the detector simulation is less
re]iable, lessening the dependence on that part of the Monte Carlo. Varying the cuts also affects
the slope.of the efficicncy as a function of z. Raising the total charged momentum cut enhances
the rel'ativev emciéncy at high z, while ihcrea;sing the multiplicity cut relatively enhances the low
z efficiency. In doing this within reason, the numbgr of corrected events changed by at most
3%. The change in the corrected inclusive distributions was generally less than 3% , giving some

confidence in the model used to compute the efficiencies.

- To further investigate the uncertainty in the efficiencies, several other production models
were used. Among them was the LUND [48] model, which employs a different fragmentation
scheme for both quarks and gluons. Also tried was a “higher twist” model which replaced gluon

emission by an ad hoc function added to the usual Gaussian p: distribution to reproduce the
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observed broadcning of the sphericity and p: distributions. The function used was

1

A e—pglzc’ B ———ee
8T aE

(4.9)
where A, B, and C were adjusted to fit the data. The efficiency was even computed neglecting
gluon emission entirely, although this does not reproduce certain aspects of the data. With
parameters adjusted to give agreement with the observed data (except in the latter case), the

efliciencies varied by at most 4%.

Based on all these studies, the uncertainty in the total efliciencies was estimated to be 4-4%.

The uncertainty in the inclusive efficiencies was estimated to be +49% rising to +-7% at high z

s

due primarily to the aforementioned model uncertainty.



Chapter 5

Radiative Corrections

The goal of these measurements is by convention to determine the cross section for the
process, that which is lowest order in a. However there are higher order processes not necessarily
distinguishable from the lowest order process included in the detected sample, which therefore

must be corrected for.

Diagrams contributing to hadron production to order a® are shown in Figure 31. These
include diagrams where the initial electron or positron radiates a photon, as well as interference -
between the lowest order diagram and the fourth order vertex correction, electron self énergy,

and photon scif energy (vacuum polarization) diagrams.

Computation of these diagrams, assuming factorization of the initial state radiation from
the final state hadron production, gives the following relation between the second and third order

cross sections [49):

. N
o(s) = ao(l + 6+ /k dk(1 — 7’;-4- 2’;32)“(2’5((‘552) "))) (5.1)

where



il

Fig. 31 Diagrams

order o3.
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i

1]

contributing to hadron production of |
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61 = 0. + 8, + 6, + G

_2a,m® 17 13 kmin
be=—(5—35) Tz th-—F)
2af 1 s 5
Our = —| 3ln(———3)
o (3 mZ,. 9 )

—s ,f°° o(s')ds'
Op =

4m2q Jymes & — 8

= g-61(2 ln-2—€ -1
T me

Me ux,r =massof e, y, T,00 7

The 6; term contains contributions from initial state radiation of a photon of energy % <

kmin and from the virtual corrections shown in ¢) of the previous figure. The integral term comes '

from initial state radiation of a photon with energy k¥ > kmin followed by annihilation at the
reduced center of mass energy (4E(E - k))/2. These terms afe séparétely divergent in the limit
kmin — 0, however the sum is finite, thus the total cross section is well defined. In events where
a pﬁoton is emitted the annihilation occurs in a diﬂ‘el;ent rest frame than the lab frame as well
as at a low'er center o.f mass energy, thus these events will have a different detection efficiency
from non-radiative events. Thercfore the integral must include the ratio of the efficiencies at the
initial and reduced center of masé energies. So 0g can in principle be computed by determiniﬁg

the detection efliciency as a function of s and using the above relation.

An alternative is to note that events where the photon is soft are in practice indistinguishable
from lowest order events. Thus ks chn be left at some non-zero value (generally taken to be

1% of the beam cnergy), then the cross section for events with no hard photon is given by

o =o0o(l46). _ (5.2)
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The cffective efficicncy then becomes

détected events
(1+61). (5.3)

produced cvents with no hard photon

€R =
Also, the €5, matrix becomes

Number of Events with q prongs from produced with p prongs(1 + ;)

= _ 4
€op Number of Events produced with p prongs and no hard photon (5-4)
The particle detection efliciency as a function of z becomes
«(z) = Number of tracks detected within z and z + dz(1 + §;) 5 5)'

Number of tracks produced within £z and z -+ dz in events with no hard photon

To compute the efliciencies, the Monte Carlo is modified to generate events with the ap-

propriate distribution of photon energies. Non-radiative events are generated with probability

(1 +51)
(Lt 01 + [otg, db(l— b+ Jg) B E

Photon energies for radiative events are generated according to the integrand in equation 5.1,

(5.6)

~ using measured values of the total cross section at the lower center of mass energies. If the event
contains a hard photon, its angle with respect to the positron direction is given the following

distribution function [50]:

a 4m s!
2mka°(s’)( —Jy — 4K T+ s(1 + —)J's)
1 1
- - N
. l—cosfy, 1-4cosf, (5.7)
Jo =cosd,

I = ln(l +cos€7)

1 — cosfy
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where 6, is the photon angle with respect to the positron direction in the lab frame. ‘The

generated distribution, integrated over photon energies is shown in Figure 32. Photon generation

is cut off at some maximum encrgy kpqr (typically 0.95 times the beam energy) since highly

radiative events are lower in multiplicity and are strongly boosted along the beam direction.

This lowers their detection efliciency such that they make a sma[l. contribution to the numerator
in equation 5.3. This also avoids uncertainties in t‘heb é'ross section for /5 < 1 CeV, where there is
complicated resonant structure. Also, bec'aus'e the vannihilation cross section rises faster than the
photon energy spectrum falls, setting kmqz toé close to 1 would result in mostly radiative events
being generated, which woﬁld not be computationally efficient. Figure 33 sﬁows the generated
" distribution of photen energics, and Figure 34 shows the detection eficiency as a function bf this

energy.

The net result of these effects is to increase the effective total efficiency by 10% at the
SPEAR energies and by 15% at 29.0 GeV. For the inclusive distr}ibutio’ns, this corfection is
about 10% (15% at 29 GeV) at low. z falling to less than 5% at high z. The correction is smaller

for high z since highly radiative events cannot produce high z tracks.

Uncertainties in the radiative corrections lcome from lack of knowledge of the relative cross
section :;nq production model at energies below the nominal center of mass energy, from the
calculation itself as well aﬁ»possible higher brder corrections not considered here. For the 29 GeV
data, R is believed to have no signiﬂca_ﬁt. sﬁructure down to 11 GeV, corresponding to a photon
energy of 0.85 Eseam. So this is not much of a problem for this data. However, for the SPEAR
energies this cross sectioh has complicated structure in thé region 3.7 < /s < 4.5 GeV, which
furthermore has not been measured with great precision. Different forhs of the cross section in
this region, even including a constant R, were tried to estjmate the /\,mcertainty in the radiative

correction due to uncertaintics in the cross section in this region.
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This correction also requires extrapolation of the production model to lower energies; where
less may be known about the properties of the events. In particular, for the SPEAR data
properties of the events at resonances may be somewhat different from the surrounding co‘n-
tinuum. And for the PEP data measurements are sparse (none have been made with the Mark
II detector) in the region below 29 Gev. This uncertainty is estimated by studyiné the variation

" of the correction with different production models.

Finally, higher order'diagrams have not been included, a crude estimate of their possible -

contribution is made by squaring the magnitude of the correction. This thercfore gives a larger

contribution to the uncertainty at 29 GeV.

The contribution to the uncertainty in the total cross section is taken to be j:2.5% at 5.2
and 6.5 GeV, dominated by uncertainties in the cross section and production model at lower
energies. At 29 GeV, this uncertainty is estimated to be +3%, dominated by possible higher

order corrections.

; Finally, it should be noted that no correction is ma,de for final state radiation (off the quark
lines). Naively, one would ekpect. this correction to be much smaller than the initial state radiative
correction because of the large mass of quarks relative to electro'ns.. However since this process
competes with glvﬁdn emission, a proper calculation must include both, as Weil és interference
be.tween initial and final state radiative diagram's. Several. such calculations have been attempted

[51], however pending further theoretical and experimental work, the resuits quoted here will not

include final state radiative corrections.
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Chapter 6

73

Normalization

Whereas the beam parémeters in an eTe™ storage ring cannot be reliably measured, the
luminosity must be determined by observing the rate of a process with known cross section.
Fortunately, the processes ete~—ete™, u*tu~, and 77 may be reliably calculated using
QED. Furthermore these processes have distinctive topologies making measurement relatively

straightforward. Use of each of these reactions to determine the luminosity is discussed below.

; The first method considered is measurement of Bhabha scattering at small angles, using the
luminosity moritor. The main advantage of this method is the high rate (5-10 Hz). However,
these counters were relatively small. So, since the cross section is steeply falling in this angular
rangé (~ 1/6*), there is considerable sensi.t'ivity to edge effects in the shower counters, counter

placement, and movements of the beam. This method was most useful as a fast online monitor.

Bhabha eventsvobserved in the central detector may also be used. This method has the
advantage that considerable information is recorded for each event, and furthermore they have
such a distinctive topology that a background free sample may be selected with very loose cuts.
Higher order corrections to the cross section may be computed fairly rcliably, and checked to
some extent with the data. The raf.e is not nearly as high as the small angle case, but in the

detector is still 1.5-2 'times the rate for hadronic events.



Another possibil.ity is to measure mu pair events in the central detector. This method shares
the advantage of good information in the detector with the Bhabhas. However, the detected
rate is only about 10% of that for Bhabha events, muéh less than the hadronic event rate.
- Furthermore, time of flight cuts must be made to reject cosmic rays, introducing systematic

errors due to cracks between TOF counters and non-Gaussian tails of the time distribution.

Whereas gamma-gamma events do not s;atisfy the charged particle trigger (unless a photon

converts) they may only be used for the PEP data. They also feature a distinctive topology and
reasonable rate (~0.4 times the hadronic rate). And since the higher order radiative corrections
are somewhat diffcrent (there are no vacuum polarization or weak correcti;)ns) this process

provides a uscful check of the others.

Based on the above considerations, the measurement of Bhabha events in the central detector
was chosen as the primary luminosity measurement, with the other methods contributing to an

estimate of the systematic error.
- DBhabha events were required to contain two tracks satisfying the following:

1) |cosd| < 0.65

é) Momentum P > Ejpeam/2-

3) Collinea.r to within 10°.

4) At lcast 40 mrad from a crack in the LA system.

5) Y ELA /Y|P| > 0.25, where ELA is the energy deposited in the liquid argon system.

Cuts 1) and 4) insured the events were within the detection. volume of the liquid argon

system. Cuts 2) and 3) allowed for radiative events. They were chosen to be much greater
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than the corresponding experimcntai resolution, while keeping the magnitude of the higher order
corrections relativcly'small. Cut 5) separated Bhabha events from mu pair and cosmic ray events
(Figure 35). Events with more than two prongs were included to allow for conversion of radiated
photons in the material preceding the drift chambers. At /s = 5.2 and 6.5 GeV, 2.5% of the
events contained additional tracks; this fraction was 7.5% at 29 GeV. In approgimately 10% of
these events at 29 GeV, the tracks were so closely spaced as to cause confusion for the pattern
recognition program. This therefore contributed 0.7% to the overall normalization uncertainty
due to the event selection procedure at that energy. Loss due to tracking inefliciency was searched
for by scanning events with one found track with ELA > EBEAM/2. An inefficiency of about
0.5 was found for ﬁhc SPEAR data. However the lost events were recovered by retracking
with the PEP. patiern recognition program, which was found to be fully efﬂcient for these events.
Whereas the detéctor trigger at 6.5 GeV required both tracks to have an associated TOF hit,
there was an estimated additional 1.9% loss due to cracks between the counters. This inefficiency
was estimated from the 5.2 GeV data, where only one track was required to have a TOF hit.
Based on a visual scan of 1700 events at the SPEAR energies,v misidentified events, namely mu
pairs with a collinear photon, coﬁmic rays, poorly reconstructed events, or muitiprongs more
likely to be tau or hadron events, were below the level of 0.5%. For the 29 GeV data, possible

event misidentification was dominated by the above mentioned confusion in multiprong events.

The expected observed cross section was computed through order a® using a Monte Carlo
event generator provided by Berends and Kleiss [52]. This program included the muon, tau,
and hadron co.ntributions to the vacuum polarization. Particles were generated in accordance
with expected kinematical distributions, then projected into the detector genérating hits in the
appropriate elements and taking into account radiation and photon conversion in the material
preceding the drift chambers. The generated Monte Carlo raw data was then passed through the

usual event reconstruction programs. Third order QED corrections reduced the observed cross
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section by 7%, external radiation reduced it by another 10%. Comparisons of the data to the
predictions of this Monte Carlo are shown in Figures 36, 37, and 38. The best test of the higher
order corrections is the acollinearity distribution. This is because the experimental resolution is
good (~ 0.5°), and not greatly affccted by scattering in the beam pipe. From the variation in
the resulting luminosity with the collinearity cut, as well as other theoretical considerations, the

estimated uncertainty due to the calculation is estimated to be +-3%.

External radiation before the drift chambers also contributed to the uncertainty in the
luminosity. This was due to uncertainties in the amount of the material and in the energy loss

relation used to estimate the correction, and was estimated to be +1%.

The total estimated uncertainty in this measurement wés estimated to be 4-3%. Uncertainty
in the hadronic vacuum polarization, which requires as input the_total hadronic cross section,
was not included. Since the Q2 for Bhabha events in the detector is fairly large, it has a similar
effect on the radiative corrections for hadronic events, vthus ahy error cancels when the ratio is

. taken to obtain R.

Comparisons of the luminosity obtained from the monitor to that obtained from Bhabha
events are and summarized in Table 4. The 15% diﬂ'erénce in the 5.2 data is believed to have

resulted from damage to the monitor near the beginning of this running. The systematic error

on the monitor measurcment was estimated to be 46% for the SPEAR data. For the PEP data, -

since there were drift chambers allowing reconstruction of tracks, shower counter edge effects

could be much better estimated, reducing the error to +3%.

Muon pair events were selected using the above cuts, except cut 5) was reversed. In addition,
to reject cosmic rays the measured flight time was required to be within 3 ns of the expected time
based on the path length measured by the drift chamber. The correction for cracks between TOF

counters was taken to be that measured from Bhabha events. The results of this analysis are

80



Process Events oL 1L mon
Vs 5.2 GeV

ete— 78230 1.15

ptu— 5570 1.14 4- 0.013

' Vs 6.5 GeV

ete~ 19375 1.00 £ 0.005

ptu— 1420 0.97 £+ 0.025

L Vs 29.0 GeV s

ete— 8400 1.00 4- 0.01

utu— 635 1.01 4+ 0.04

Ty 1890 0.96 4- 0.02

Table 4.

Comparison of the Tuminosity obtained from the

small angle monitor to that obtained from wide
angle Bhabhas, mu pairs, and gamma-gamma

events. The errors shown are statistical only.
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given in Table 4, and agrec well with the luminosity computed from wide angle Bhabha events.

For the PEP data, v final states were also measured and compared to QED predictions
[53]. Table 4 gives the result of this analysis. The 4% systematic error was due mainly to
uncertainties from photons which converted, and in the efliciency of the total energy trigger

(since it was disabled during bursts of line-synchronous electronic noise.)

The overall uncertainty in the integrated luminosity measurement was estimated to be 4-3%.

The good agrcement among all these measurements gives some confidence in this assigned error.



Chapter 7

N,

Resultsand Conclusions

§7.1 Total Cross Section Results

The ratio R is given by

N-—-NB

f‘el.'app

where N is the number of observed events, NB is the number of background events, ¢ is the

R (7.1)

detection efficiency including rddiative corrections and of is the integrated luminosity. Results
for R at fhe three energies are given in Table 5. The first error is statistical, the second sys-
tematic. Adding in quadrature the systematic errors from the efficiency calcu]:_ztion, luminosity,
radiative corrections and background subtractions gives a total error of about 6% at each of the
three energies, these are summarized in Table 6. Relativé errors between the 6.5 and 5.2 GeV'

measurements arc estimated to be 2% due to the large background subtraction and more stringent

trigger requirements at 6.5 GeV. Relative errors between the SPEAR and PEP measurements are _

estimated to be +5%. The analyses are sulﬁciently different that the ovnly common uncertainty
is in the calculation of the Bhabha cross section used for normalization. These errors represent

some improvement over previous measurements, which generally quoted total systematic errors



Vs (GeV) Luminosity(pb™!) Events R
5.2 4.16 44180 3.904- .02 4- .25
6.5 1.63 11895 3.95 4 .05 £+ .25
29.0 13.6 4750 3.90 4- .05 4 .25

Table 5. Results for the ratio R =

[4 2]
Tup
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Reason 5.2 GeV 6.5 GeV 29.0 GeV

Tau subtraction 1.3% 1.2% 0.5%

Beam gas subtraction 0.6% 1.9% -
Two photon subtraction 0.8% 0.8% 0.8%
Radius cut 1.0% 1.0% -

Model Dependence ‘4._% 4.% 4.%
Luminosity 3.% 3.% 3.%

Radiative Corrections 2.5% 2.5% 3.%
Total 6.% 6.% 6.%

Table G. Contributions to the systematic crror in R.



of 10%. The major improvements are in the luminosity measurement and determination of the

detection efliciency.

It is noted that there is no significant energy dependence in R over this energy range. The

ratio of R at 6.5 to that at 5.2 GeV is

Bes 1014002 (1.2)
Rs.2 .

The Mark I data seemed to show a rise in R over this range, however the systematic errors were
large, and those measurements extended to higher energy (7.4 GeV). The 90% confldence limit

on an increase in R at 29 GeV over the SPEAR energies is 0.4. Thus production of a charge #

quark, for which an increase in R of 1% is expected, is excluded by this measurement. Study

of the event topology also showed no evidence for production of such a quark, and a search

at PETRA for narrow resonances corresponding to bound states of such a quark gave négative

results [54] for /s < 36 GeV. This measurement is not inconsistent with b quark production,

which WOlﬂd contribute 0.33 to R in the absence of QCD corrections. The expected difference -

over this encrgy range is reduced to 0.15-0.2 bjr the Q2 depencence of a,.

The R values measured at 5.2 and 6.5 GeV lie about two standard deviations above the naive
quark model prediction; at 29 GeV this difference is about one standard deviation. Thus the data
are consistent either with the parton model, or with the slight deviations expected from QCD and
weak interaction effects. The errors are too large, hoﬁever, to make a meaningful determination
of as or the weak coupling parameters. The rélative errors between the high and low energy data

are too lzirge to set limits on sin® 0, as has been done by several PETRA experiments [55].

The 29 GeV measurcment is consistent with other measurements in this energy region. These

are summarized in Table 7 [56].
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Vs (GeV) | Esxperiment R
“34. TASSO 4.1340.2

35. TASSO 422 4 0.2
33.-36. JADE 3954008404
30.-32. PLUTO: 38402404

~ 33.-36. CELLO 3894 0.1340.5
33.-36. Mark J 3.7640.084 0.4
29, MAC 414005+ 0.3

‘Table 7. R measurements from other experiments
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Whereas R is such a potentially good quantitative test of 'QCD and of weak interaction
theories, it is worthwhile to consider whether the systematic errors in the measurement can be
reduced to the level where a meaningful test of these theories can be made. This of course

assumes that enough data can be accumulated so that the statistical error is sufficiently small.

The largest contribution to the uncertai_nty is from the detection eﬁici}ency apd background
calculations. Since one-photon annihilation events have the property vthat the produced energy
is the center of mass energy, in principle the optimum strategy would be to measure total energy
over as large a solid angle as practicql.ther_eas sglenoidal spectrometers such as the Mark II have ) '
limited momentum resolution at small ahgles; a calofimeter based detector such as MAC [57] may

give better results. However, backgrounds frpm two photon and beam gas interacﬂions increase
dramatically at small angles, so that some overlap in the energy distributions of the two processes
is. inevitable given the finite resolution of any detector. ‘Since the background events ha.ye a
large net longitudinal momentum compared to l-photon. annihilation events, this may bé used to
separate these classes of events. Since the resolution of calorimeters is inversely proportional .
to VE, they would not 'oﬂ'er much advantage at lower energies as far as this measurement
is concerned. Thus at low energies, there will inevitably be signjﬂcant. beam-gas background,
which however could be-estimated from extensive separated beam running. Tau events are also a
signjﬁcaht background in this energy region; a pfecise subtraction would reqﬁire more information

about the decay branching ratios, particularly for the multi-pion modes.

The luminosity measurement is already nearly limited by calculation of higher order correc-
tions to the Bhabha cross section. In an experiment with better momentum resolution and a
t.hinner beam pipe, such that corrections due to final state radiation and external photon con-
version are small, the uncertainty would be almost entirely in the calculation. Note however that

calorimeter based detectors which do not measure well the momentum and acollinearity cannot



determine radiative corrections as well, limiting the precision on the luminosity measurement. -

F“orbradiat.ive corrections to hadron pfoduéiion, measurements of hadronic even‘t,l proper.ties
and relative cross sections at inte}rmediat.e energies preferabl& with the same deteqtor, would
remove most of the experimental dncertainty in these corrections at PEP energies. The situation
is much worse for the SPEAR energies, due to the the complicated structure in the 4 GeV region.
This is especially difficult since determination of the sﬁructure requires assumptions about the
cross section in the absence of radiation, which of couse cannot be diréctly measured. However

there are still higher order and final state radiative corrections which are difficult to estimate.

So while some experimental improvements are possible, uncertainties in QED corrections at

the level of a few percent could still partially obscure QCD and weak effects. And as discussed
in Chapter 1, uncertainties in the weak mixzing angle 6, make QCD tests difficult for /s > 45

GeV.

§7.2 Results for sd4¢

The results obtained for sﬁ- are displayed in Figure 39 and summarized in Table 8. Systematic
erTors ﬁre estimated to be 4+-6% for low z rising to 4-10% at high z dﬁe to uncertainties in the
model at low energies, and in the tracking efficiency and momentum ‘resolution effects at 29 GeV.
The low energy data lie somewhat below the Mark I measurements, at the edge of the quoted sys-
tematic érroljs'. This difference is believed to have two origins. First, the detection efficiency
as a function of z was computed using the “jet” model, which gave a lower efficiency and
thus a Higher cross scction. However in Chapter 5 it w;a.s shown_ that the Feynman Field
model gave a better description of the data as far as this measurement is concerned. Also, the

decay modes of the tau lepton are better established allowing a proper estimate of this back-

ground.
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x Vs 5.2 GeV Vs 6.5 GeV V5 29.0 GeV
.02-.04 1.94 + 0.20 3.49 4 0.16 4224 0.4
.04-.06 3.93 4+ 0.05 7.63 4 0.12 31.0+ 0.3
.06-.08 5.75 + 0.05 8.88 4- 0.13 20.7 4 0.3
.08-.10 6.54 4- 0.06 9.15 4 0.13 1494 0.3
10-.12 . 7.02 4 0.06 8.85'4 0.13 11.04 0.2
12-.14 6.87+ 0.06 8.35 4--0.13 © 8.34 4 0.19
.14-.16 6.63 &+ 0.06 - 7.3840.12 6.50 + 0.19
.16-.18 5.93 + 0.06" 6.43 4- 0.12 5.20 4 0.15
.18-.20 5.29 + 0.05 5.38 + 0.11 4.10 4 0.12
.20-.22 - 4.6240.05 4.83 4 0.10 3.4840.12:
.22-.24 4.20 + 0.05 3.73 +0.10 3.02 4- 0.12
.24-.26 3.62 4 0.05 3.36 + 0.09 2.29 4 0.12

©.26-.28 3.20 4- 0.04 2.92 4 0.09- 1.89 4 0.10
.28-.30  2.66 4+ 0.04 2.39 4 0.08 1.88 4- 0.10
.30-.32 2.23 4 0.04 12.02 4- 0.07 1.44 4+ 0.09
.32-.34 2.03 4- 0.04 1.74 40.07 1.19 4 0.08
.34-.36 1.66 4 0.03 1.52 4 0.06 0.98 4+ 0.06
.36-.38 1.40 4 0.03 1.26 4- 0.06 - 0.76 4 0.08
.38-.40 1.22 4 0.03 1.05 + 0.06 0.674 0.07
40-.44 0.96 4 0.02. 0.89 4 0.04 0.54 + 0.04
44-.48 0.71 4- 0.02. . 0.66 4 0.03 0.47 4 0.03
.48-.52 0.54 + 0.02. 0.50 4+ 0.03 0.26 4- 0.03
.52-.56 0.38 4 0.01 0.36 4 0.03 . 0.20 4-.0.02
.56-.64 0.29 4- 0.01 0.25 4-0.02 0.16 4- 0.02
64-.72 0.16 + 0.01 0.13 4 0.01 .089 4- 0.01
.72-.80 093 4 0.01 .085 4 0.01 .040 + 0.01

Table 8. s92 (ub-GeV?; statistical errors)
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A cross check on the results may be made by comparing the integral of the distributions to
the mean multiplicity obtained from the unfold (No unfold is done at 29 GeV as considerable

Monte Carlo statistics would be required). In particular, the following relation should hold:

gor [ fm<Na>. @)

Results for this comparison are shown in Table 9, the agreement is good.

The 29 GeV data lie significantly above the low energy data for z < 0.2, and significantly
below them for z > 0.2, the difference being 'well outside the estimated relative systematic errors.
" This is seen more clearly in Figure 40 which shows 35*} versus s for several regions in z. The
diﬁ‘erence between the high and low energy data is almost a factor of two for the largest z regions.
Figure 41 plots £42. This ratio is plotted to remove systematic errors in normalization and to

compensate for changes in total hadron production due to the b quark threshold. This experiment

is thus seen to be in good agreement with similar measurements made using the TASSO detector

(58] when normalization differences are accounted for. -

The magnitude of the scaling violaﬁon is larger than the QCD predictions discussed in
Chapter 1. However those predictions are for t.ile. primary produced hadrohs, whereas this
experiment measures the decay products of :short lived vector, charm, and bottom particles. To
estimate the effect of gluon emission, Monte Carlo distributions generated for /s = 29. GeV with
the program discussed in Chapter 5 for all events and for events with no gluons are compared.
For reasonable values of A, the difference between the two curves is only ~ 25% at z = 0.7, also
not suflicient to account for the cntire scale breakiixg. ‘The effect is even in fact exagerited in this
model due to the discontinuity between events with and events without gluons. Other possible

contributions are now considered.

For events where ¢ and b quarks are produced, because only the decay products of the leading
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\/E (GC\Y) r;%cﬁ f %% < Nch, >
5.2 GeV 504 .1 524 .1
6.5 GeV 5741 584 .1

Table 9. Intcgrated z distributions compared to mean multiplicities.
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corb p:n_'ticlcs are detected, the momentum distribution will‘be softer than that of the primary
hadrons. However, as s is increased, the decay products are boosted along the initial quark
dircction, actually giving a rise in the cross section at large z for these events, in the opposite ‘
dircction {rom the obserﬂ'ed non-scaling effect. Figure 5 shows 4 4A versus s for events with a
primary charm quark, which shows.this rise. Thus charm production is unlikely to be the causs
of the large observed scale breaking at high x. However since the SPEAR data lie below b. qﬁark |
threshold, b production could contribute to the scale breaking observed over the energy range
of this experiment. Figure 6»shows‘Mont,e Carlo distributions of 4 4 versus z at /s = 29.
GeV for all events, and for events where the primary quark is not a b quark. A flat splitting
t_‘undion for the b quark was assumed. There is about a 5% difference between these two curves

at z == 0.8, this could be more or less depending on the actual b quark splitting function.

Non-perturbative effects could also contribute to the observed scaling violation, especially
since at the SPEAR energies particle masses are not necessarily negligible. The rise in chafged

multiplicity over this range is much steeper than the logarithmic rise expected from the increase in

- available longitudinal phase space [6]. As one way of examining this possibility, the s dependence

of the Feynman-Ficld model is examined. With the parameters fixed at the values used to fit
the low energy data, this model appears to apﬁroximately scale for z > 0.4, as shown in Figure
7. However there are significant effects below z == 0.3, where at the low energies, particle rest
masses are not vnegligible. Note most of the rise in charged multiplicity with s is for z < 0.1,
An ix;crease in vector particle production, which is likely as the available phase space increases,
would caﬁse scale breaking, since only the resoné.nce decay products are observed. The previous
figure also shows &4 at /s = 29. GeV assuming a vector fractibn of 0.5. As the vector
fraction is increased to 0.5, differences of ~25% are seen for z = 0.7. Thus it is likely that the

large scaling violation observed in this experiment receives contributions from non-perturbative

- effects as well as gluon emission. Given how well QCD describes the jet properties of the data,
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it is natural to question the effect of these non-perturbative effects on that analysis. However, it

has been shown (7] in the dctcrminatioﬁ of da from jet properties that @, is not very semsitive

to fine details of the fragmentation process (or the exact parameters used in the Monte Carlo).'

In conclusion, we have determined the ratio R over a wide energy range with better precision

than previous measurcments. The results obtained are consistent with production of the standard

u, d, s, ¢, and b (above threshold) quarks. Further work will be required, bowever, to make

‘more detailed quantitative tests of QCD and weak interaction theories. Also, considerable scale

breaking, in the direction predicted by QCD, has ‘been observed in the inclusive distributions
over this cﬁergy range. Again, further measurements will be required to determine the full origin

of this behavior, and to quantitatively test QCD.

i
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