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ORIGINAL ARTICLE

Circadian and ultradian rhythms in normal mice and in a mouse model of 
Huntington’s disease
Christopher G. Griffisa, Janki Mistryb,c, Kendall Islamc,d, Tamara Cutlere, Christopher S. Colwelle, and Alan Garfinkelc,f

aDepartment of Ophthalmology, David Geffen School of Medicine (DGSOM), University of California, Los Angeles (UCLA), Los Angeles, 
California, USA; bSchool of Medicine, Medical College of Wisconsin, Milwaukee, Wisconsin, USA; cDepartment of Integrative Biology and 
Physiology, UCLA, Los Angeles, California, USA; dDivision of General Internal Medicine, University of California, San Francisco, California, USA; 
eDepartment of Psychiatry and Biobehavioral Sciences, DGSOM at UCLA, Los Angeles, California, USA; fDepartment of Medicine (Cardiology), 
DGSOM at UCLA, Los Angeles, California, USA

ABSTRACT
Circadian rhythms in core body temperature (CBT) have been widely studied, but fewer studies 
have explored higher-frequency (ultradian) rhythms in detail. We analyzed CBT recordings from 
young and middle-aged wild-type mice as well as from the Q175 model of Huntington’s disease 
(HD), at sufficient temporal resolution to address the question of ultradian rhythms. We used model 
selection methods to show that the overall circadian pattern was better fit by a square wave than 
a sine wave. Then, using Fourier analysis of the CBT rhythms, we identified the spectral signature of 
an 8-hour oscillation that occurs in the night but not the day, an observation that can be confirmed 
by direct inspection of the rhythms. This diurnal amplitude modulation of the 8-hour rhythm was 
lost with aging as well as in the HD model. Thus, the impact of aging and disease is seen here in the 
loss of the ability to separate rhythms into a daytime phase and a nighttime phase. These findings 
raise the possibility that ultradian rhythms in CBT may be a useful biomarker for the pathology 
within the central nervous system.
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Introduction

Circadian rhythms play a critical role in organizing 
cellular and sub-cellular systems, and in ensuring syn-
chronization among physiological processes (Panda 
et al. 2002; Yamazaki et al. 2000). Of all circadian 
rhythms, the rhythm in core body temperature (CBT) 
plays a special role, in that circadian rhythms in CBT 
“can act as a universal entraining agent for circadian 
rhythms throughout the body” (Buhr et al. 2010; Edery 
2010; Tu et al. 2005).

What is the waveform of these circadian oscillations? 
There seems to be widespread agreement that the overall 
waveform of circadian rhythms can be stylized as a sine 
wave, although occasional studies have argued for 
square waves, at least in the case of heart rate and 
blood pressure rhythms (Idema 1996).

Some published records appear to show that the 
24-hr (circadian) rhythm is scalloped by additional 
rhythms at higher, ultradian frequencies (Büttner and 
Wollnik 1984; Refinetti 1992; Refinetti and Kenagy 
2018; Wollnik and Turek 1988). However, despite 
these findings, most studies have focused on circa-
dian, not ultradian, rhythms in core body 

temperature. In part, this is because little data exist 
at sufficient temporal resolution to demonstrate the 
existence of ultradian rhythms in body temperature. 
Further, the data that have been published tend to 
average across multiple individuals (Aschoff et al. 
1971), across an entire 24-hr period (Hamilos et al. 
1998), or across multiple days (Aschoff et al. 1971; 
Piccione et al. 2002), impairing the ability to find 
higher-frequency components. Previous studies have 
explored ultradian rhythms in other variables, such 
as locomotor activity (Aschoff 1981), heart rate varia-
bility and body temperature in relation to reproduc-
tive endocrine rhythms (Grant et al. 2020), and gene 
expression (van der Veen and Gerkema 2017), among 
other physiological parameters. One study found per-
sistent ultradian rhythms even post-ablation of the 
SCN, the body’s central pacemaker and circadian 
rhythm generator, indicating that ultradian rhythms 
may arise entirely independently from the circadian 
rhythm (Ruis et al. 1987).

Another major contributor to changes in circadian 
rhythms is aging. Multiple studies have shown decreased 
circadian rhythm amplitude of several physiological 
parameters with age in multiple animals, including 
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Drosophila (Rakshit et al. 2012), mice (Weinert et al. 
2002), and humans (Harper et al. 2005). Based on 
these results in circadian rhythms, we aimed to investi-
gate the effect of aging on ultradian rhythms.

Here we consider circadian rhythms in Core Body 
Temperature at temporal scales that are sufficiently 
resolved to address (1) whether the circadian rhythm 
is, in fact, a sinusoidal process, and (2) whether ultradian 
components exist. Then, once the character of the cir-
cadian waveform has been established, we can explore 
how aging and disease affect ultradian rhythms.

For example, patients with Huntington’s Disease 
(HD) tend to have disrupted activity patterns includ-
ing disturbances in sleep and dysfunction of circadian 
oscillations. Pioneering work done in the R6/2 model 
of HD found that the mutant mice displayed an 
increase in daytime activity and a decrease in night-
time activity, which eventually led to the full disrup-
tion of the circadian waveform of locomotor activity 
(Morton et al. 2005). Loh et al. later found that the 
Q175 model also exhibited age and genotype driven 
disruption in locomotor activity rhythms compared to 
wild-type (WT) controls (2013). Importantly, the 
Q175 models exhibit clear disruption in CBT rhythms 
as shown by Cutler et al. (2017) and thus can be used 
as a test case in the present study. Taken together, 
these results clearly establish the detrimental effect of 
HD on circadian rhythmicity.

Here, we address whether circadian waveforms are 
sinusoidal (as opposed to square wave) and whether they 
have identifiable ultradian components, and we examine 
whether the mice heterozygous and homozygous for the 
Q175 model of HD showed degraded circadian and 
ultradian rhythms when compared to the WT mice. 
We also consider how aging altered the circadian and 
ultradian rhythms through comparison of young and 
middle-aged mice.

Materials and methods

Animals

A detailed description of the recording methods has 
been previously published in Cutler et al. (2017). Mice 
were obtained from the Jackson Laboratory, (JAX, Bar 
Harbor, Maine; stock No: 370476)], including WT ani-
mals (n = 5), animals heterozygous (n = 7) and homo-
zygous (n = 6) for the Q175 model of HD. The mice were 
placed on a 12-hr light, 12-hr dark (LD) schedule with 
food available ad-lib. Telemetry studies measuring activ-
ity and CBT, and electrocardiograms (ECG) were per-
formed with three different batches of mice aged 4– 
5 months, and again with the same mice aged 10– 

11 months. All procedures followed guidelines of the 
National Institutes of Health and were approved by the 
UCLA Animal Research Committee.

Telemetry measurements

Telemetry measurements were made as previously 
described in Cutler et al. (2017). Briefly, mice were surgi-
cally instrumented for wireless radio-frequency telemetry 
(ETA-F20, Data Sciences International, St. Paul, MN), 
and CBT (degrees Celsius), activity (counts/min), and 
heart rate (bpm) were sampled continuously for five 
days and presented as 20 second averages.

Data analysis

Data were analyzed using the SciPy (Version 0.19.1) 
and NumPy (Version 1.13.3) libraries for the Python 
(Version 3.6) programming language. The data 
records had occasional lead failures, ranging in 
length from 20 seconds to one hour, resulting in 
values of “NaN” in the data. These gaps were filled 
in by piecewise linear interpolation, using numpy. 
interp (Version 1.13). Data were de-meaned, and 
the power spectrum of the entire waveform was 
assessed by computing the discrete Fourier transform 
using the Fast Fourier Transform algorithm from the 
numpy.fft module (Version 1.13).

We tested the spectral peaks for statistical significance 
by a resampling-based method (Efron and Tibshirani 
1991). The spectral peaks seen in the real data were 
compared to spectral peaks that were constructed from 
randomized permutations of the data. In order to choose 
the time interval to be shuffled, the natural autocorrela-
tion of the data must be considered. The power spec-
trum is closely related to the autocorrelation of 
a periodic time series, and random permutation of all 
individual points, point-by-point, would break this rela-
tionship. To preserve the autocorrelation ~ power spec-
trum relationship, we performed a chunked bootstrap 
permutation with 20 samples, the length that would be 
compressed by decimating the data by the first zero- 
crossing lag of the autocorrelation function.

A peak was considered statistically significant at the 
p < .01 level if it was greater than the 99th percentile of 
the peaks from the simulated data. As an omnibus test of 
the significance of the difference between two spectra, 
we first did Kolmogorov-Smirnov tests to confirm an 
overall statistically significant difference in each case (see 
Supplement).

For visualization, we smoothed the raw data by con-
volution with a Chebyshev kernel, a process equivalent 
to low pass filtering with a Chebyshev Type II filter at 
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0.00029 Hz (approximately 1-hr). To account for the 
differences in the type of records, we selected the follow-
ing different kernel sizes: 600 points (CBT), 750 points 
(HR), 700 points (Activity).

Model selection: Square vs. Sine

To compare models, we used resampling to generate 
distributions of the Akaike Information Criterion 
(AIC) for fitting the equal-sized parameterized mod-
els to a single averaged day for a given condition. 
Because ultradian rhythms are present in different 
magnitudes in the day/night cycle, we averaged over 
all animals of a given genotype and age to a single day 
and used this as our real fit. The models are para-
meterized as follows, for the sine wave Msin and the 
square wave Msgn:

In this model, β1 is the amplitude, β2 is the frequency 
(in Hz) of the main component and β3 is the phase.

Pre-processed data (i.e., previously cleaned and 
smoothed) contained 5 days of CBT records from 4 
wild-type, young, mice. Each record was split into 
5 days (above), and the variance for the light on/off 
regions was calculated (below). Light was ON for 
hours between 0 and 12 and OFF thereafter. The day 
average across all days and mice (in the age and geno-
type group) was calculated, and the Square and Sine 
models (described above) were fit using the non-linear 
least-squares curve fitting method from the lmfit-py 
package (Neville et al., 2021). The initial ‘guess’ para-
meters were derived from the averaged waveform and 
the Fourier transform of the averaged waveform. β1 was 

derived from the domain of the waveform, and β2 and β3 

were derived from the frequency and phase information 
of the nearest peak in the FFT corresponding with a 24- 
hr period. To confirm the best model fit, we generated 
the sampling distributions on AIC for each model, 
determined the pairwise differences between the models, 
and constructed 95% confidence intervals using the per-
centile method.

“De-squaring”

To study the ultradian rhythms that remain after the 
removal of the 24-hr square wave component along with 
its harmonics, we first constructed a square wave fit to 
the data, using phase and magnitude information from 
the spectral peak of the data that was nearest to the 24-hr 
period. We then calculated the complex Fourier trans-
form of this square wave and subtracted its components 
from the complex Fourier spectrum of the data. We then 
used the inverse Fourier transform to generate the “de- 
squared” data. This method removes the square wave 
and all its harmonics, whereas “low-pass” filtering of 
a square wave allows the passage of only the fundamen-
tal sine wave and spuriously removes its higher 
harmonics.

Results

After confirming that the WT mice exhibited clear 24-hr 
cycles in CBT, heart rate and activity (Figure 1), we 
focused on the rhythm in CBT.

Figure 1. Time series of CBT, heart rate, and activity over five days in three different WT mice, aged 4–5 months. Bars above the core 
body temperature plot indicate 12-hr periods of light and dark. Note the high-frequency oscillations and non-sinusoidal waveform. 
Vertical lines show detailed correlations among the high-frequency peaks in core body temperature, heart rate, and activity.
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Core body temperature: Square vs. Sine

While circadian rhythms are often thought of and sty-
lized as sinusoidal, on visual inspection, the overall 
circadian rhythm of CBT in these mice seems to be 
shaped more like a square wave than a smoothly chan-
ging sine wave. One factor likely partly responsible for 
this is the experimental set-up, in which the LD cycle 
was maintained as a square wave with 12-hrs lights-on 
and 12-hrs lights-off. It is known that the light-dark 
cycle can entrain the circadian rhythm (Duffy and 
Wright 2005), providing a mechanism for this forcing.  

The effect of the square-wave forcing by the LD cycle can 
be seen clearly in the CBT rhythm: in every case, the 
turning on of the lights was immediately followed by 
a sharp decline in CBT (Figure 1).

To give a rigorous answer to the question of whether 
a square pulse or a sine wave best describes the CBT 
rhythms, we used a Model Selection approach, employ-
ing the Akaike Information Criterion (AIC), to choose 
between a sine function and a square wave (Figure 2a). 
Based on the AIC, the best model fit is the square wave 
(Figure 2b). The ∆AIC, the difference in AIC between 
the square and sine waves was −1402 (−1840,-377) 

Figure 2. (a) Model selection candidates. (b) Example of best fit model selection results superimposed on the average core body 
temperature waveform.
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[mean, (95% CI)] (see Methods and Supplemental 
Figure S3), indicating that the square wave is 
a statistically significantly better model.

Ultradian oscillations

In addition to the 24-hr rhythm, there appear to be 
oscillations at several ultradian frequencies, producing 
highly scalloped waveforms. In the WT mice, these ultra-
dian peaks and troughs, for CBT, heart rate, and activity 
line up exactly synchronously with each other (Figure 1).

Another important feature of the circadian rhythm in 
CBT, visually apparent, is the obvious difference between 
the rhythms seen in the daytime as opposed to those seen at 
night: the nighttime was marked by large-amplitude 

ultradian oscillations, giving the impression of large scal-
lopings of the night-time waveform. These ultradian oscil-
lations were much less pronounced in the daytime 
(Figure 1).

Fourier analysis

To quantify the periodic contributions to the wave-
form, we carried out Fourier analysis of the CBT 
records. Fourier analysis revealed several highly sta-
tistically significant peaks, as confirmed by resam-
pling-based significance testing (see Methods) 
(Figure 3). The largest and leftmost peak represents 
the 24-hr circadian rhythm. In addition, in each wild- 
type mouse, there are statistically highly significant 

Figure 3. Fourier spectra of core body temperature in 3 WT mice, aged 4–5 months. Pink shaded area indicates the cutoffs for the 0.005 
(bottom edge) and 99.995 (top edge) percentiles of 10,000 repetitions of the Fourier transform on permutations of the data (see 
Methods). Peaks rising above the pink area are therefore statistically significant at the 0.01 level.
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peaks (p < .01) at 12-hrs, 8-hrs, 6–6.4-hrs, and 4.8-hrs. 
The Fourier analysis therefore confirms the existence 
of multiple ultradian peaks.

WT: the effects of aging

In the CBT rhythm, the middle-aged WT mice exhib-
ited a robust rhythm, as seen in both waveform and 
Fourier analyses. There were, however, significant dif-
ferences in the expression of the higher-frequency 
rhythms. In particular, there was a marked loss of the 
12-hr peak and a diminution of the 6–6.4-hr peak in 
these middle-aged mice (Figure 4a). By contrast, the 

peak corresponding to the 8-hr rhythm was relatively 
spared. Thus, the primary impact of the aging in these 
animals appears to be a loss of some of the higher 
frequency, ultradian, rhythms rather than a simple 
loss of the circadian rhythm itself.

Young healthy versus young HD model

Both heterozygous and homozygous HD young mice 
showed a loss of the 12-hr peak (similar to the aged wild- 
type). The 12-hr peak was diminished in young heterozy-
gous mice (Figure 4b, top) and diminished or absent alto-
gether in the young homozygous mice (Figure 4b, bottom).

Figure 4. (a) Fourier spectra of core body temperature in 3 WT mice (solid line indicates the average of the 3 mice, while shaded areas 
indicate 95% confidence intervals). The blue line represents mice aged 4–5 months, while the red line represents the same mice aged 
10–11 months. (b) Fourier spectra of core body temperature in 3 WT, 4 Het, and 4 Hom mice. Blue lines represent young WT; red lines 
represent young Het (top) and young Hom (bottom). In both groups of diseased mice, the 12-hr and 6-hr peaks were lost: a sign 
indicating the presence of amplitude modulation of the 8-hr ultradian rhythm by the 24-hr fundamental. (c) Fourier spectra of core 
body temperature in WT, Het, and Hom mice. Blue lines represent young WT; red lines represent aged Het (top), and aged Hom 
(bottom). The aged Hom mice had such irregular body temperature rhythms that the Fourier spectra of these records all had high noise 
floors, making interpretation of these results difficult.
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Middle-aged HD mice

In the aged heterozygous mice, while there is a clear 24- 
hr cycle that is present both visually and on Fourier 
analysis, there is also a loss of the peaks at 12- and 6– 
6.4-hrs (Figure 4c, top). The loss of the 12- and 6–6.4-hr 
rhythms is also seen in the aged wild-type mice 
(Figure 4a).

In the aged homozygous mice, there is a complete loss 
of the 12- and 6–6.4-hr components, and in about 50% 
of the cases, a degradation of the overall 24-hr waveform 
(Figure 4c, bottom).

Fourier analysis of the rhythms

The Fourier spectrum of the CBT rhythm had highly 
significant peaks at 24-, 12-, 8-, 6- and 4.8-hrs. These 
periods are the fundamental 24-hr period and its 2nd, 
3rd, 4th, and 5th harmonics.

There will be harmonics in the spectrum of any 
square wave. In our wild-type mice, as we saw, the 24- 
hr rhythm in CBT resembled a square wave; we will 
stylize it as a square wave with a 12-hr ‘on’ (= 1) and 
a 12-hr ‘off’ (= 0) pattern (Figure 5a). The Fourier 
analysis of this pure square wave consists of peaks at 24- 
hr, 8-hr, 4.8-hr, and higher frequencies (Figure 5b), the 
higher harmonics of the square wave that are required to 
create the square shape.

But note that these are all, and only, odd harmonics: 
The fundamental period (1st harmonic) is 24-hrs, and 
the 8- and 4.8-hr rhythms are the 3rd and 5th harmonics, 
respectively. Therefore, the existence of the 24-hr square 
wave cannot account for the peaks at 12- and 6-hrs, which 
are even harmonics.

The most important example of a process that will 
produce a spectrum like Figure 2 is the phenomenon of 
amplitude modulation. Suppose, for example, that a sine 
wave with an 8-hr period is amplitude modulated by a 24- 

Figure 5. Time series (a) and Fourier spectrum (b) of a 24-hr square wave that is 12 hours ‘on’ and 12 hours ‘off.’ Time series (c) and 
Fourier spectrum (d) of an 8-hr sinusoidal rhythm that is amplitude modulated by the 24-hr square-wave. (e) Superimposed spectra of 
12-hr square wave and modulated wave. Note that the 8-hr peak is higher in the modulated wave than in the square wave.
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hr square wave that is 12-hrs on and 12-hrs off. The result 
is a wave that has the 8-hr rhythm expressed for half 
the day (Figure 5c).

The Fourier spectrum of the resulting wave (Figure 5d) 
shows a large peak at the 8-hr frequency, plus two ‘side-
bands’ at 12- and 6-hrs. These sidebands are explained by 
Fourier analysis: if a wave A is amplitude-modulated by 
a slower wave B, the Fourier spectrum has a peak at the 
frequency of A, plus two additional sidebands at (fre-
quency of A) minus (frequency of B) and (frequency of 
A) plus (frequency of B).

In this case the high frequency is 1/8-hr, and the low 
frequency is 1/24-hr, so the predicted side bands would 
be at 1/8 – 1/24 = 1/12 and 1/8 + 1/24 = 1/6, that is, at 
periods of 12- and 6-hrs, exactly what was observed in 
the real CBT records.

In other words, the simplest model for the observed 
spectrum is that of a 24-hr on/off square wave modulating 
an 8-hr process that is more sinusoidal in shape, resulting 
in an 8-hr rhythm that is on during the night and off 
during the day.

“de-squared” waveforms

As a further demonstration of the presence of 24-hr 
modulation of the ultradian rhythms, we constructed 
a “de-squared” waveform from the wild-type CBT 
records. Beginning with the CBT record, a 24-hr square 
wave was constructed from each trace, and we calculated 
the phase and magnitude of its Fourier transform. We 
then subtracted these components from the original 
spectrum and used the inverse Fourier transform to 
produce the “de-squared” waveform, that is, the original 
waveform minus the (square) 24-hr component 
(Figure 6). Note that the de-squared waveform removes 
the high- and low-amplitude effects, but still shows 
a clear separation of nighttime and daytime rhythms in 
their waveforms. In the nighttime, lower-frequency 
rhythms (i.e., the 8-hr component) dominate, whereas 
in the daytime, higher frequencies predominate, even 
after the amplitude variation due to the 24-hr rhythm 
is removed.

Figure 6. De-squared core body temperature time series for one mouse for each genotype at 4–5 months (left) and 10–11 months 
(right).

8 C. G. GRIFFIS ET AL.



When we computed the power spectral density from 
the resulting signal, there were highly significant peaks 
at the 12-, 8- and 6-hr periods, indicating that the 
modulation effects on the 8-hr rhythm persisted even 
after the 24-hr wave itself (and its harmonics) were 
taken out of the record.

The 8-hr peak: ‘Harmonic’ or independent process?

There are two distinct ways in which the Fourier analysis 
of a 24-hr rhythm can have a significant peak at 8-hrs: 
(1) the 8-hr peak is a 3rd harmonic of a 24-hr non- 
sinusoidal waveform, necessary to shape the 24-hr wave-
form, or (2) over and above the 24-hr rhythm, there is 
a second, causally independent process that is occurring 
with an 8-hr period.

To illustrate, we created a 24-hr square wave with 12-hrs 
on and 12-hrs off, and allowed it to modulate an 8-hr sine 
wave (Figure 5a,c). Then we took the Fourier spectrum of 
the modulated signal and compared it to the spectrum of 
the square wave. (Figure 5b,d). Note that the 8-hr compo-
nent of the modulated wave is significantly larger than the 
8-hr peak from the square wave, indicating that the 8-hr 
peak in the modulated wave is due to something over and 
above the square wave’s 8-hr harmonic (Figure 5e).

We then applied this analysis to the CBT data (see 
Methods). In each case, the 8-hr peak as well as the side 
bands corresponding to 12-hrs and 6-hrs, which both 
remained after subtraction of the 3rd harmonic of the 24- 
hr square wave, were still statistically significant, indicat-
ing that there is an independent 8-hr rhythm in the CBT 
signal (data not shown).

Discussion

We found that daily rhythms in CBT in WT mice are 
square in shape and, in addition, are sculpted by several 
higher-frequency rhythms. The square shape may well be 
due to the square wave in the LD condition, acting as 
a forcing on the CBT rhythm, although at least one study, 
using careful methodology, argued that the circadian 
rhythm in humans in heart rate and Mean Arterial 
Pressure is better modeled as a square wave than as 
a sinusoid (Idema et al. 1992). Further research is neces-
sary to resolve whether the square wave would persist 
under LL or ramped-LD forcing.

Fourier analysis found several significant spectral 
peaks; interestingly, these occurred at both odd and 
even harmonics of the 24-hr fundamental. However, 
the Fourier analysis of a 24-hr square wave produces 
only odd harmonics, the 1st (‘fundamental,’ 24-hr), 3rd 

(8-hr), 5th (4.8-hr), etc. (Figure 5b). This follows from 
the Principle of Asymmetric Harmonic Distortion 

(Smith 2013), which says that if harmonics appear uni-
formly in all phases of the overall cycle, then the Fourier 
spectrum will have only odd harmonics. The presence of 
even harmonics in our spectrum, at 12-hrs (2nd) and 
6-hrs (4th), therefore indicates that some harmonics are 
present in one phase (e.g., nighttime) but not the other 
(daytime). Thus, the principle explains in the Fourier 
spectrum exactly what we observed in the time series 
record: large oscillations in the nighttime but not in 
the day. The loss of these even harmonics with age and 
disease implies that in these conditions, the mice lose 
their ability to segregate rhythms into daytime and 
nighttime components.

The general phenomenon of an ultradian rhythm that 
is modulated into a “nighttime phase” in which it is 
expressed and a “daytime phase” in which it is quiescent, 
(or vice versa), may be common in circadian physiology. 
Consider, for example, the expression of estradiol in 
a healthy 27-year-old female (Licinio et al. 1998). Here, 
there is a clear high-amplitude 1-hr rhythm in the day-
time which is absent at night (Supplemental Figure S2). 
Previous work has also informally supported the notion 
of ultradian rhythm modulation by the circadian 
rhythm: for example, in an investigation of ultradian 
rhythmicity of several physiological parameters in 
Q175 mice, including heart rate, CBT, and locomotor 
activity, Smarr and colleagues concluded that “ultradian 
rhythm amplitude is modulated by time of day” (2019).

The segregation into “daytime rhythms” and “night-
time rhythms” can be seen as an example of a “gating” 
phenomenon, in which a phenomenon is permitted in 
one phase of a cycle but not another. Gating has been 
observed at a variety of time scales: Sato and Numata 
reported a circadian gating of the sensitivity of emergence 
times to entrainment by moonlight (2014). At a much 
longer time scale, Olive and Garwood reported a circa- 
annual gating of the final stages of gametogenesis (1983).

In our mice, it is precisely the circadian gating function 
which is lost in the aged and diseased mice. With disease 
and age, there was a clear loss of the ultradian compo-
nents of CBT, specifically the 12-hr and 6-hr components 
of the 24-hr rhythm. Interestingly, the 8-hr rhythm was 
generally preserved with age, at least in part, but lost its 
modulation into day and night modes.

The findings that are reported most frequently in the 
literature on aging and circadian rhythms are a decrease 
in the amplitude or an outright loss of the circadian 
rhythm. We did not see an overall loss of circadian 
rhythmicity in our middle aged (10–11 mo.) wild-type 
animals. We also did not see a diminution or loss of the 
overall circadian rhythm in young (3 mo.) animals with 
the HD mutation, whether homozygous or heterozy-
gous. In older, diseased mice, however, there was 
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a highly significant loss of the day/night modulation and 
in some cases overall degradation of the circadian 
rhythm. Consequently, the principal effects of aging in 
our mice consisted in the loss of the higher-frequency 
peaks and their modulation by the 24-hr cycle. 
Moreover, age and the HD phenotype acted synergisti-
cally, resulting in a marked loss of both circadian and 
ultradian rhythmicity in the aged heterozygous and 
homozygous animals.

The frequency which was most greatly diminished or 
lost with age and disease was the 12-hr rhythm, 
the second harmonic of the 24-hr rhythm. It is the 
largest component of asymmetric harmonic distortion, 
and its loss is the sign in the Fourier spectrum that the 
modulation segregating “daytime oscillations” from 
“nighttime oscillations” is diminished in these aging 
mice. Overall, our results align with the understanding 
that HD mice display an accelerated aged phenotype 
(Kudo et al. 2011).

Our findings also indicate that the 8-hr rhythm was 
preserved with age and mutation, but its gating, or modula-
tion, by the 24-hr rhythm (i.e., the 12-hr and 6-hr rhythms) 
was lost with aging and disease. This caused a loss of 
segregation between daytime and nighttime rhythms 
in CBT.

The question remains: what is the 8-hr rhythm? 
Previous work has found evidence of several physiolo-
gical parameters which may be regulated by or contri-
bute to an 8-hr ultradian process. Hughes et al. 
discovered an independent 8-hr rhythm of zinc finger 
protein 560 gene expression in murine hepatocytes 
in vivo (2009). van der Veen and Gerkema (2017) con-
firmed the finding of 8-hr rhythms in murine hepatocyte 
gene expression in vitro, using data from Hughes et al. 
(2009). Their intention was to “[unmask] optional ultra-
dian rhythms and [prohibit] the occurrence of harmo-
nics of a fundamental circadian signal.” However, one of 
the authors’ criteria, which they deemed essential for the 
existence of an independent ultradian process, was the 
continuous expression of the ultradian process through-
out the dataset. This precludes the possibility of day- 
night segregation in ultradian rhythms, which we have 
found in our data and appears to be visibly present in the 
data from van der Veen and Gerkema (2017).

In contrast to removing only the 24-hr component, 
our methodology eliminates the 24-hr square wave as 
well as its harmonics (which are necessarily odd). After 
the square wave was removed, a significant peak in the 
Fourier spectra corresponding to an 8-hr frequency 
remained, which supports our conclusion that an intrin-
sically driven 8-hr rhythm exists. Additionally, two side-
bands of the 8-hr peak, corresponding to 12- and 6-hrs, 
remained after the square wave removal, indicating that 

the independent 8-hr ultradian rhythm is modulated by 
the circadian rhythm. The presence of a robust, coex-
istent 8-hr ultradian rhythm in addition to the circadian 
rhythm demonstrates clear evidence that CBT oscillates 
on an ultradian scale in addition to its circadian regula-
tion. The idea that CBT regulation incorporates asym-
metric harmonic distortion, or, to speak physiologically, 
the segregation of rhythms into one phase but not the 
other, presents a new framework for our understanding 
of CBT rhythmicity. The loss of circadian modulation of 
the 8-hr rhythm with aging and disease also may indi-
cate potential pathophysiological mechanisms asso-
ciated with age and Huntington’s disease.

The control of CBT is mediated by a hierarchically 
organized set of hypothalamic structures with the pre-
optic area and the median preoptic nucleus at the top of 
it (Saper and Lowell 2014). Circadian rhythms in CBT 
are independent of locomotor activity but dependent 
upon an intact SCN (Ruby et al. 2002; Scheer et al. 2005; 
Stephan and Nunez 1977). Pre-symptomatic HD 
patients were reported to have an elevated daytime 
CBT (Schultz et al. 2021), but rhythms were not mea-
sured. Therefore, future studies will need to determine 
whether these ultradian rhythms that are so prominent 
in the mouse models are also present in the patient 
population. New technologies allow CBT to be con-
tinuously measured through wireless capsules, and per-
haps even wearable devices, which should facilitate 
measurements in patient populations.
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