
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
Unraveling the Personalized Nature of Olfaction

Permalink
https://escholarship.org/uc/item/8fh923ph

Author
Koblesky, Norah Kathryn

Publication Date
2021
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/8fh923ph
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA SAN DIEGO 

 

Unraveling the Personalized Nature of Olfaction  

 

A dissertation submitted in partial satisfaction of the 

requirements for the Degree Doctor of Philosophy 

in 

Neurosciences  

by 

Norah K. Koblesky  

 

Committee in charge: 

Professor Lisa Stowers, Chair 
Professor Nick Spitzer, Co-Chair 
Professor Ron Evans 
Professor Jing Wang 
Professor Kun Zhang 

 

 

2021 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright 

Norah K. Koblesky,  2021 

All Rights Reserved



iii 
 

The dissertation of Norah K. Koblesky is approved, and it is acceptable in quality and form 

for                      publication on microfilm and electronically. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

University of California San Diego 

2021 



iv 
 

DEDICATION 

To all of the people who feel the chaotic pull of abnormal internal states –  

may we learn from you and help future generations flourish. 

 

 

 

 

 

 

 

 

 

 



v 
 

TABLE OF CONTENTS 

DISSERTATION APPROVAL PAGE……………………. ………………………………….…iii 

DEDICATION ................................................................................................................................ iv 
TABLE OF CONTENTS ................................................................................................................. v 

LIST OF FIGURES AND TABLES ............................................................................................. vii 
LIST OF ABBREVIATIONS……………………………………………………………………..x 

ACKNOWLEDGEMENTS ............................................................................................................ xi 
VITA ............................................................................................................................................. xii 

ABSTRACT OF THE DISSERTATION ..................................................................................... xiv 
CHAPTER 1 – Heterogeneity in the Signal Transduction Cascade of the VNO ............................ 1 

INTRODUCTION ............................................................................................................................ 1 
RESULTS ...................................................................................................................................... 10 

1.1 PLCb2 is not the sole signal transducer in the VNO ........................................... 11 
1.2 VSNs express many PLC subtypes ..................................................................... 15 

1.3 PLC subtypes are potential signal transducers .................................................... 16 
1.4 PLC subtypes are not functionally redundant ..................................................... 20 

1.5 Multiple signal transduction cascades exist in the VNO ..................................... 22 
1.6 The VNO signals through multiple distinct transduction cascades ..................... 27 
1.7 PLC subtypes may not explain remaining VSN activity ..................................... 30 

1.8 The VNO expresses hormone recognition machinery ......................................... 34 
1.9 Intra-stimuli VSN activity varies between animals ............................................. 35 

DISCUSSION ................................................................................................................................ 37 
MATERIALS AND METHODS ................................................................................................... 47 

CHAPTER 2 - Sources of Variation in Innate Olfactory Valence Tests…………………………75 
INTRODUCTION .......................................................................................................................... 75 

RESULTS ...................................................................................................................................... 78 
2.1 Olfactory valence sign and strength varies with test and apparatus .................... 78 

2.2 Olfactory valence temporal dynamics varies with test and apparatus ................. 83 
2.3 Other mouse tracking parameters do not explain mouse valence variability ...... 86 



vi 
 

2.4 Spatial bias relationship with odor preference varies between assays ................ 88 
2.5  Raw investigation time does not reflect inter-odor differences or preference 
conclusions ……………………………………………………………………………….....92 

DISCUSSION ................................................................................................................................ 96 
MATERIALS AND METHODS ................................................................................................. 100 
 



vii 
 

LIST OF FIGURES AND TABLES 

Figure 1.1. GPCR-driven sensory modalities follow a similar, receptor-driven logic…….……...1 

Figure 1.2. Anatomy of the vomeronasal organ…………………………………………………...3 

Figure 1.3. The EGR1 immediate early gene functions as a clean and reliable measure of activity 
in the VNO and can be assayed using small-molecule FISH………………………………..….....4 
 
Figure 1.4. The inherent spatial organization of the vomeronasal organ…………………….........6 

Figure 1.5. The hypothesize signal transduction cascade of the mouse peripheral vomeronasal 
system……………………………………………………………………………………………...7 
 
Figure 1.6. Phospholipase C is a diverse family of signal transducers………………………...….9 

Figure 1.7. Generating cell masks for depicting smFISH data…………………………..……….12 

Figure 1.8. Most VSNs do not express PLCb2…………………………………………….…….12 

Figure 1.9. Most VSNs do not use a PLCb2-dependent signal transduction cascade……..……..13 

Figure 1.10. VSNs express many PLC subtypes……………………………………..…………..15 

Figure 1.11. VSNs don’t express every PLC subtype…………………………………..………..15 

Figure 1.12. VSNs express no dominant signal transducer…………………………..…………..16 

Figure 1.13. The VNO’s PLC expression is consistent across sex and state…………………..…17 

Figure 1.14. Signal transducer heterogeneity is largely absent in non-pheromonal chemical 
senses……………………………………………………………………………………………..17 
 
Figure 1.15. PLCs show little overlap in scRNAseq VSN data……………………………….…19 

Figure 1.16. PLCs show little overlap in multiplexed FISH VSN data……………………..……19 

Figure 1.17. PLCs fall into distinct abundance classes …………………………….……………21 

Figure 1.18. PLCs exhibit spatial, cell-type-specific patterning…………………………….…...22 
 
Figure 1.19. Stimuli have unique PLC subtype co-expression patterns…………………...……..24 

Figure 1.20. PLCb3 mutation reduces VNO activity…………………………..………………...26



viii 
 

Figure 1.21. PLCb3 phenotype is not due to technical, developmental, or population ratio 
concerns…………………………………………………………………………………………..26 
 
Figure 1.22. PLCb3 is not the main vomeronasal signal transducer…………………..…………27 

Figure 1.23. PLCb4 mutation reduces VNO activity………………………………..…………...29 

Figure 1.24. PLCb4 phenotype is not due to technical or population ratio concerns…….……...29 

Figure 1.25. PLCe1 mutation does not affect S.A.E. Mix-mediated VNO activity……….……..31 

Figure 1.26. PLCe1 phenotype is not due to technical, developmental, population ratio, or overlap 
concerns…………………………………………………………………………………………..31 
 
Figure 1.27. Removal of the PLCg1 catalytic domain does not affect ferret bedding-mediated 
VNO activity……………………………………………………………………………………...33 
 
Figure 1.28. PLCg1 phenotype is not due to technical, developmental, or population ratio 
concerns…………………………………………………………………………………………..33 
 
Figure 1.29. The VNO expresses multiple types of hormone receptors……………………….....35 

Figure 1.30. VSN activity varies between individuals……………………………….…………..36 

Figure 1.31. Probe dilution can be done to remove noise yet retain signal……………..………..51 

Figure 1.32. PLC Probe controls…………….…………………………………………………...52 

Figure 1.33. Morphology can be used to identify VSNs…………………………………..……..54 

Figure 1.34. Most data captured within 1µM from cell nucleus…………………….…………...54 

Figure 1.35. Diameters of vomeronasal sensory neurons in IMARIS……………………….…...55 

Figure 1.36. Controls for VSN-specific PLC PCR.………………………………………...……..57 

Figure 2.1. Tests used for innate olfactory valence comparison…………………………………79 
 
Table 2.1. Odorant used in innate olfactory valence comparison ...……………….……………...80 

 
Figure 2.2. Innate olfactory valence results and conclusions change across apparatuses. ……....82 

 
Figure 2.3. Innate olfactory valence temporal dynamics changes across apparatuses….………..85 

 
Figure 2.4. Behavioral variability in olfactory valence unexplained by tracking-derived 
parameters.......................................................................................................................................87 

 



ix 
 

Figure 2.5. Relationship between spatial bias and odor valence varies between 
assays.………………………………………………………………………………………….....91 

 
Figure 2.6. Raw time does not reflect behavioral differences of innate olfactory valence assays 
……………………………………………………………………………………………………95 

 



x 
 

LIST OF ABBREVIATIONS 

2-MB – 2-Methylbuturic Acid 

2-PE – 2-Phenylethanol 

ADCY – Adenylyl Cyclase 

DAG – Diacylglycerol 

FISH – Fluorescent In Situ Hybridization 

GNAI2 – Guanine Nucleotide-Binding Protein G(I) Subunit Alpha-2 
 
GNAO1 – Guanine Nucleotide-Binding Protein G(o) Subunit Alpha 
 
GPCR – G-protein Coupled-Receptor 

IEG – Immediate-Early Gene 

IP3 – Inositol 1,4,5-Trisphosphate 
 
ISO – Isopentylamine 

MOE – Main Olfactory Epithelium 

OMP – Olfactory Marker Protein 

PIP2 – Phosphatidylinositol 4,5-Bisphosphate 
 
PLC – Phospholipase C 

PROBES – Poking-Registered Olfactory Behavior Evaluation System 
 
RTK – Receptor Tyrosine Kinase 

scRNAseq – single cell RNA sequencing 

TMT – 2,5-dihydro-2,4,5-Trimethylthiazoline 
 
TRPC2 – Transient Receptor Potential Cation Channel, Subfamily C, Member 2 
 
VNO – Vomeronasal Organ 

VR – Vomeronasal Receptor 

VSNs – Vomeronasal Sensory Neurons 



xi 
 

ACKNOWLEDGEMENTS 

First of all, thank you to Lisa Stowers, my mentor and PhD advisor. You taught me to 

think big with my scientific questions, to convey my science effectively, and to stay excited and 

curious no matter my experimental results. Thank you to everyone in the Stowers Lab; you have 

been like a family for the past six years – I could not have done it without your support. 

Particularly, I would like to thank: Jingyi Chen and Sourish Mukhopadhyay, who talked me 

through many a bad science day; Holli Keaton, for being a great lab administrator; Jason Keller, 

for teaching me how to navigate the lab; and Kushagra Patel, who took up the enormous IMARIS 

quantification burden and so kept me sane. I would also like to thank past lab members Tomohiro 

Tanaka and Sandeepa Dey – without your excellent research Chapter 1 of this thesis would not be 

possible. 

I would like to thank everyone in Dorris Neuroscience Center for creating such a great 

community for research. From scientific advice to friendly chats to letting me borrow many a 

reagent, the contribution of DNC was invaluable. Thanks particularly to Denyse Huff for helping 

me manage a dozen mouse lines at once, and to Kathy Spencer for being helpful in everything 

and keeping the 40x objective oil-free. And finally, thank you to the many mice who inspired and 

drove this research. 

I would also like to thank my generous thesis committee, for your support throughout my 

thesis project’s many twists and turns. In particular, I would like to thank Dr. Ron Evans, for 

being my biggest advocate and reminding me to balance curiosity with practicality. I would also 

like to thank the many scientists that contributed datasets, mouse lines, or advice, including: Dr. 

Alan Smrcka, Dr. Florian Heidel, Dr. Hiro Matsunami, Dr. Ivan Rodriguez, Dr. Frank Zufall, Dr. 

Ben Cravatt, Dr. Ron Yu, Dr. Qiang Qiu, and Dr. Cory Root. 



xii 
 

Thank you to the wonderful UCSD Neuroscience Graduate Program for providing me 

with a top-notch education and an opportunity to shine. I’d especially like to thank my wonderful 

cohort, which is full of the brightest, kindest, and coolest people I’ve ever met – I couldn’t have 

asked for a better group of people to share this journey with. 

Finally, thank you to my amazing family and friends, who all make me a better scientist. 

Thank you to my science sister Sierra for our many late nights in lab, full of deep science 

discussions and vending machine snacks. Thank you to my partner Marich, for your endless 

interest, humor, and patience throughout the long trek to a PhD. Thank you to my brother Theo, 

for inspiring me to become the second Dr. Koblesky – you are the smartest scientist I know. And 

thank you to my magical mother Laurie, who taught me so much about strength, courage, and 

shooting for the stars. 

Chapter 1, in part, is a reprint of material that is currently being prepared for publication. 

Koblesky, Norah; Patel, Kushagra; Fodoulian, Léon; Rodriguez, Ivan, Stowers, Lisa. “The 

Vomeronasal System Signals through Multiple Stimuli-Specific Signal Transduction Cascades”. 

The dissertation author was the primary investigator and author of this paper.  

Chapter 1, in part, contains unpublished material. Koblesky, Norah; Smrcka, Alan; 

Heidel, Florian; Matsunami, Hiroaki; Chien, Mingshan; Stowers, Lisa. Chapter 1. “The 

Vomeronasal System Signals through Multiple Stimuli-Specific Signal Transduction Cascades”. 

The dissertation author was the primary investigator and author of this paper.  

Chapter 2, in part, is a reprint of material that is currently being prepared for publication. 

Koblesky, Norah; Taylor; Sandy; Gutierrez, Zachary; Stowers, Lisa. “Sources of Variation in 

Innate Olfactory Valence Tests”. The dissertation author was the primary investigator and author 

of this paper.  



xiii 
 

VITA 

2010 – 2014      Bachelor of Science, Biology, University of Iowa 

2010 – 2014      Bachelor of Arts, Psychology, University of Iowa 

2014 – 2021      Doctor of Philosophy, Neurosciences, University of California San Diego 

 

 

PUBLICATIONS 
 

Koblesky, NK, Stowers, L. (2019). Animal Behavior: Honesty Can Kill. Current biology : 
CB, 29(7), R259–R261.  
 
Anderson RM, Birnie AK, Koblesky NK, Romig-Martin SA, Radley JJ. (2014). Adrenocortical 
status predicts the degree of age-related deficits in prefrontal structural plasticity and working 
memory. J Neurosci., 34(25), 8387-97.  
 
Molumby MJ, Anderson RM, Newbold DJ, Koblesky NK, Garrett AM, Schreiner D, Radley JJ, 
Weiner JA. (2017). γ-Protocadherins Interact with Neuroligin-1 and Negatively Regulate 
Dendritic Spine Morphogenesis. Cell Rep., 18(11), 2702-2714.  
 
 
 
 
 
 

ABSTRACTS 

Koblesky NK, Fodoulian, L, Rodriguez I, Stowers L. (2019). Signal Transducer Heterogeneity 
of the Peripheral Pheromone System. Association of Chemical Sciences (AChemS) Conference, 
Bonita Springs, FL.  

Koblesky NK, Fodoulian, L, Rodriguez I, Stowers L. (2019). Signal Transducer Heterogeneity 
of the Peripheral Pheromone System. Keystone Symposium - Mammalian Sensory Systems, 
Seattle, WA.  

 

 

  

 



xiv 
 

  

 

ABSTRACT OF THE DISSERTATION 

 

 

Unraveling the Personalized Nature of Olfaction  

 

by 

 

Norah K. Koblesky 

 

Doctor of Philosophy in Neurosciences  

 

University of California San Diego, 2021 

 

Professor Lisa Stowers, Chair 

Professor Nick Spitzer, Co-Chair 

 



xv 
 

One’s perception of the world is personal. Different people can experience the same 

sensory stimulus in myriad ways, and the same person can experience the same sensory stimulus 

differently across time. What factors cause sensory experiences to differ? While daunting, 

identifying the sources of individualized perception is essential to understanding how the brain 

functions – to truly understand a circuit, one must understand how inputs are processed. 

Olfaction, which is essential for many complex mouse behaviors and influenced by both 

experience and state, is a prime candidate for the study of such variation. While olfactory 

variation is known to exist, the biological, historical, or technical factors it stems from are not. 

Here, we find two sources of olfactory variation, one biological and one technical. In the first 

chapter, we find that pheromone-evoked activity is mediated not by one signal transduction 

cascade but several. None of the discovered signal transduction cascades are dominant, indicating 

that signaling heterogeneity is an integral feature in the vomeronasal system. These signal 

transduction cascades are stimulus-specific, hinting at a substantial utility. The discovery of 

multiple signaling pathways in the vomeronasal system identifies a new source for biological 

variation in olfaction. In the second chapter of this thesis, we find that the assay and apparatus 

used for innate olfactory valence tests affect results’ strengths, timing, and conclusions, 

indicating that current unstandardized assays introduce substantial technical variation to data. We 

also show that raw data from these assays are unimpressive, often requiring transformation to 

become significant. Analysis of tests’ raw data reveals that mice are initially attracted to all 

stimuli and aversive reactions take minutes to manifest – these data suggest that the currently-

used position-as-reaction measure is flawed and needs to be replaced. Uncovering these sources 

of biological and technical variation poises the neuroscience community to understand how 

animals make sense of the world around them.    
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CHAPTER 1 – Heterogeneity in the Signal Transduction Cascade of the VNO 

 INTRODUCTION 

Guanine nucleotide-binding protein (G-protein)-based sensory systems may detect 

disparate stimuli, but they use a similar signaling framework. Sensory cells across various 

modalities detect stimuli using many G-protein-coupled receptors (GPCRs) and amplify signals 

through one primary signal transduction cascade1 (Figure 1.1). Knockout studies have verified 

that sensory cells within one GPCR-driven modality use predominately through one signal 

transducer2-7. While reports of specialized neuron types using unique molecular pathways exist3,8-

10, these cells make up a fraction of the total sensory neuron pool, indicating that this is the 

exception and not the rule. The consistency of this sensory signaling model’s use suggests a 

major benefit. Presumably this model allows for receptors to capture disparate information from 

the environment and perform the same transformation on the incoming signal, thus allowing it to 

be easily interpretable when it reaches the brain. 

Figure 1.1. GPCR-driven sensory modalities follow a similar, receptor-driven logic. 
The hypothesized sensory logic for accessory olfaction11-13, main olfaction2,3, vision4-6 and bitter/umami/sweet taste7. 
All listed modalities function similarly, with many GPCRs on sensory cells responding to external sensory cues and 
funneling resulting activity into one primary signal transduction cascade. Note that, unlike other modalities, the 
pheromone system’s signal transducer has not been confirmed via knockout experiments.  
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The mouse olfactory systems, which include the main olfactory system (MOE) and the 

vomeronasal system (VNO)1, have long been thought to signal within the same framework. 

Rodents rely heavily on olfaction to sense and respond to the many volatile and involatile 

compounds in the environment, making them an ideal model organism for study of this sense14. 

The MOE allows mice to sense volatile odorants and navigate towards or away from important 

odor sources such as food15,16. In contrast, the VNO allows mice to sense pheromones 

(conspecific signals) and kairomones (predator signals) and respond with innate and stereotyped 

behaviors17,18. While there is functional overlap between the two subsystems19, the VNO 

uniquely senses involatile compounds17,20 and is particularly important for social behaviors14. The 

two olfactory subsystems also send axonal projections to largely different downstream brain 

locations21; the MOE sends projections to the main olfactory bulb (MOB) and forebrain cortical 

regions, while the VNO sends projections to the accessory olfactory bulb (AOB) and midbrain 

regions. Despite the VNO’s importance in animal behavior, it is less-well studied than its MOE 

counterpart. 

The architecture of the peripheral vomeronasal organ, however, is well-characterized. The 

pair of cylindrical organs sit underneath the soft palette, running parallel with the jaw, and form 

mucus-filled tubes that contain the vomeronasal sensory neurons (VSNs)22-23. The sensory 

epithelium forms a crescent shape, with immature cells (iVSNs) at its points, mature OMP-

expressing cells (mVSNs) in its center, and supporting sustentacular cells at its base (SCs)24 

(Figure 1.2). Across the lumen is highly innervated and vascularized cavernous tissue that is key 

to stimulus uptake - vascular constriction causes lumen “pumping”, leading to movement of 

contacted nonvolatile stimuli through the vomeronasal duct and into the lumen25-27. From here, 

mVSN dendrites that are projected into the lumen can interact with incoming pheromones and 
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kairomones23. Activity will travel up the axons of the mVSNs, which project out the top of the 

VNO “crescent” into nerve bundles that cross the cribriform plate and synapse onto the AOB. 

 
Figure 1.2. Anatomy of the vomeronasal organ. 
The VNO contains a pair of cylindrical organs running parallel to the soft palette. a, 20x image of a coronal slice of 
the VNO, stained with DAPI and rotated 90 degrees for clarity. The vomeronasal epithelium is comprised of three 
cell types: mature VSNs (1), immature VSNs (2), and supporting sustentacular cells (3). Sensory stimuli enter the 
vomeronasal organ via pumping action of the cavernous tissue (4), which sucks stimuli into the mucus-filled lumen 
(5). Stimuli then interact with mature VSN dendrites that project into the lumen (not shown), causing the VSNs to 
fire. Sensory signals travel along VSN axon bundles that exit out the lateral edge of the VNO (6, axons not shown). 
b, 40x images of the sensory epithelium stained for DAPI (top), or DAPI and OMP (bottom). Images are rotated 90 
degrees for clarity. Olfactory marker protein (OMP) labels mature VSNs and not the lamina propria (7). 
 

Far less is known about pheromone detection itself. Each cell is able to detect multiple 

stimuli through G-protein-coupled vomeronasal receptors (VRs) on its dendritic surface28-30. As 

with its MOE counterpart31, sensory neurons in the VNO are thought to express only one of ~350 

possible receptors28-29,32, with a few notable exceptions33. VRs allow cells to detect pheromones 

in mouse excretions such as urine and tears, and kairomones from predator droppings such as cat 

fur and snake skin18,23. Though several receptors have been successfully deorphanized18,33-36,134, 

efforts to pair ligands with receptors have been stymied by difficulties in expressing VRs in 

heterologous cell culture37 and lack of high-throughput tools. This roadblock has resulted in a 

severe limit in the knowledge of VNO stimulus space. Indeed, less than 40% of VSNs can be 
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activated even when combining dozens of stimuli18. Currently, labs use in vitro tools such as 

calcium imaging34 and ex-vivo tools such as immediate-early gene (IEG) staining with the VSN-

specific EGR1 to assess activity18 (Figure 1.3); while the latter has unveiled several ligand-

receptor pairs, efforts remain slow. Several labs have recently begun to develop technologies to 

assay VSN activity in vivo and on large scales38,39, which will greatly augment deorphanization 

efforts. A small population of VSNs express formyl-peptide receptors (FPRs) instead of VRs 40-

41, which have also not been deorphanized, though many hypothesize that they function to sense 

bacterial metabolites in animal excretions40-45.   

Figure 1.3. The EGR1 immediate early gene functions as a clean and reliable measure of activity in the VNO 
and can be assayed using small-molecule FISH. 
a, The VNOs of mice exposed to clean bedding (left) or male urine-soaked bedding (right). Staining for EGR1 yields 
few EGR1+ cells in mice exposed to pheromone-devoid clean bedding and many EGR1+ cells in mice exposed to 
pheromone-rich male bedding. Arrows indicate EGR1+ cells. b, Quantification of A, n=6 ROIs across 2 animals per 
group. c, Overlap of EGR1+ cells with basal and apical markers across representative basal stimuli (HMW) and 
apical stimuli (LMW)137, n=8 ROIs per group. d, Overlap of the IEG NR4A1 staining with EGR1+ cells, n=12 ROIs. 
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One compelling aspect of the vomeronasal organ is that it exhibits inherent spatial 

organization in its cell types46. The VNO is split into two rough halves (though this split is not 

linear, see Figure 1.4), an upper “basal” VNO and a lower “apical” VNO, which hold genetically 

different cell types. The basal versus apical cell classes use different signaling machinery, with 

each type of cell expressing unique receptors (V2R29 versus V1R28, respectively) and G-protein 

subunits (Gnao1 and Gg8 versus Gnai2 and Gg2/3/8/13, respectively47,48), suggesting that these 

two cell classes form distinct classes. VSNs are regenerated throughout life49, and complex 

molecular programs have been found to maintain the basal-apical split in each new “round” of 

cells50. These cell populations remain distinct in the AOB51, further suggesting that this split is 

functionally relevant. Indeed, KO of Gnao1 43 or Gg852 interrupts only a subset of social 

behaviors. However, the utility of this split largely remains a mystery. Researchers have 

attempted to find clues by looking at similarities within V2R-activating versus V1R-activating 

cells. One possible separation is that V2Rs bind to large involatile stimuli (e.g., proteins) while 

V1Rs bind to small volatile stimuli28-29. Predator stimuli preferentially, though not exclusively, 

activate V2R+ cells, while conspecific stimuli activates both cell types18 – stimuli sources appear 

to correlate with but not match the divide, so an unknown uniting principle may still remain.  
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Figure 1.4. The inherent spatial organization of the vomeronasal organ. 
The vomeronasal organ holds two major cell classes which segregate into distinct regions and are thought to perform 
distinct functions. The upper or “basal” region of the VNO holds cells expressing receptors from the vomeronasal 
type-2 family. Type-two receptors (“V2Rs”) have a longer N-terminus and are thought to respond to heavier, 
proteinous stimuli. Basal neurons also express distinct G-protein subunits, most notably Gnao1, and project to the 
posterior accessory olfactory bulb. The lower or “apical” region of the VNO holds cells expressing receptors from 
the vomeronasal type-1 family. Type-one receptors (“V1Rs”) respond to volatile stimuli. Apical neurons also express 
distinct G-protein subunits, most notably Gnai2, and project to the anterior accessory olfactory bulb. 

Signal transduction of VSNs remains understudied, though certain components of the 

mechanism have been verified (Figure 1.5). After ligand-receptor binding, the G-protein subunits 

will become active and in turn activate the signal transducer, phospholipaseC beta 2 (PLCb2)11-

13. While G-protein alpha (Ga) subunits have been shown to be important for VSN function43, G-

beta gamma (Gbg) subunits are as well53, so the relative contribution of each is not clear. PLCb2 

activation leads to generation of DAG and IP3 small messenger molecules54,55 which each open 

extracellular56 and intracellular channels respectively57, though the latter may be dispensable for 

action potential generation58. The transient receptor potential cation member 2 (TrpC2) channel 

opens upon DAG interaction59-61, letting in cations indiscriminately13 – calcium binds to the 

anoctamin1 chloride channel and leads to cell firing62,63. As with other sensory modalities, all 

signal transduction components downstream of VRs are thought to be largely uniform between 
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VSNs. It is worth noting that, while knockout studies have confirmed the importance of channel 

components59,60,64, there is no experimental verification that VSN signaling is PLCb2-specific. 

Recent data has revealed that a small subset of mouse vomeronasal signaling is PLCb2-

independent65, disproving this widely-accepted hypothesis. Multiple PLC subtypes are expressed 

in the vomeronasal organ, suggesting that other PLC subtypes likely make up this unexplained 

activity. However, whether this finding represents a break from may the PLCb2-centric 

vomeronasal signaling model or simply defines a new specialized sensory neuron type is unclear. 

Figure 1.5. The hypothesized signal transduction cascade of the mouse peripheral vomeronasal system. 
The current model for vomeronasal signal transduction. The vomeronasal sensory neurons of mice respond to 
predator and conspecific stimuli (left). These stimuli each activate a unique combination of pheromone receptors out 
of the ~350 expressed within the vomeronasal organ (middle). After receptor activation, all activity is processed by a 
universal signal transduction cascade (right).  

Phospholipase Cs (PLCs) are a group of signaling enzymes that are expressed throughout 

the body and critical for nearly every essential biological function66. Following cell stimulation, 

PLCs are bound and activated by an upstream partner, and PLCs will in turn bind to the 

membrane-bound phospholipid PIP2 for conversion into membrane-bound diacylglycerol (DAG) 

and cytosolic IP354,55. DAG and IP3 act as second messengers that amplify the original signal, 

typically through opening channel and initiating influx of external (DAG)56 or internal (IP3)57 

cation stores. Through DAG and IP3 creation, PLCs contribute to many bodily functions, such as 
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hematopoiesis67, fertility68, and sensory response7. The PLC’s core structure, which has remained 

consistent across many species and centuries of evolution69-71, belies the enzyme’s importance – 

PLCs share a pleckstrin homology (PH) domain that allows it to bind to PIP2, a catalytic domain 

(XY box) that allows it to convert PIP2 into DAG/IP3, and several other regulatory domains72. 

PLCs are commonly phosphorylated for activity regulation, with the direction and amount of 

modulation differing by PLC subtype69,72. Phosphorylation often occurs through hormone-

mediated pathways; a recent study reported such a case in vomeronasal tissue, with progesterone 

signaling directly silencing PLCb2 in VSNs65. 

Despite this highly conserved core structure, the mammalian PLC family is quite 

structurally and functionally diverse69,72 (Figure 1.6). The family has 13 functionally-

confirmed66,69 and 18 PIP2-binding PLC subtypes73-75, each with unique expression profiles, 

upstream binding partners, and catalytic efficiencies66,69. While PLC subfamilies have higher 

functional and genetic similarity72, even subfamily members have relatively low structural and 

functional homology76-78. PLC’s wide variability have made study difficult. Indeed, few subtype-

specific tools exist with most using cell culture or global knockout models to draw conclusions 

regarding function. However, this technically troublesome PLC subtype variation makes the 

possibility that multiple function in the VNO interesting, as it could introduce previously unseen 

variation into the vomeronasal signal transduction cascade.  
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Figure 1.6. PhospholipaseC is a diverse family of signal transducers. 
a, Representation of PLC function. PLCs is activated by an upstream partner, allowing it to interact with membrane-
bound PIP2. This interaction splits PIP2 into two small messengers, membrane-bound DAG and cytosolic IP3, which 
interact with other effectors to amplify signals. PLCs can be phosphorylated, which changes activity in a subtype-
specific manner. EC = extracellular, IC = intracellular. b, A PLC’s core structure. PLCs have four main structural 
components, shown from N terminus (left) to C terminus (right). The pleckstrin domain (PH) binds to PIP2. The EF 
hands are of unknown function but may be involved in structural integrity. The TIM barrel domain binds to calcium 
ions, allowing for activation in certain PLC subtypes. The C-2 domain binds to calcium ions, allowing the enzyme to 
be trafficked to the cell surface. c, Comparison of different PLC subtypes. Each subtype has specific activation 
partners, phosphorylation sites, and responses to phosphorylation. RTKs = receptor tyrosine kinases, Ser = Serine, 
Thr = Threonine, Tyr = Tyrosine. Arrow direction indicates the direction of phosphorylation’s effects.  

The present work investigates PLC subtype patterning and function in the vomeronasal 

system using FISH, sequencing, and EGR1 IEG analysis, so addressing this possibility. It 

investigates the previously identified PLCb2-independent VSN activity and reveals that PLCb2 

comprises less than 10% of all vomeronasal activity. Further, it finds that ten PLC subtypes are 

consistently, reproducibly, and discretely expressed in VSNs themselves. These PLC subtypes 

have unique co-expression patterns with receptors and stimuli-activated cells, suggesting that 

disparate subtypes may play distinct roles in the VNO. Most surprisingly, multiple distinct signal 

transduction cascades are validated in the VNO, with at least half of VSN’s activities still 

unaccounted for. While the utility of this variation in VSN signal transduction cascade is not yet 

verified, we hypothesize that it will provide a means for internal, hormonal state-specific sensory 



10  

activity variation – in support of this hypothesis, VSNs express various hormone receptors and 

show substantial inter-state and inter-individual variation in activity.
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RESULTS 

1.1 PLCb2 is not the sole signal transducer in the VNO 

Knockout studies have verified that most sensory cells within one modality signal through 

a primary signal transducer2-7. Likewise, the mouse vomeronasal system has long been thought 

to signal through an entirely PLCb2-dependent mechanism despite the absence of experimental 

verification11-13. Recent data suggests that a small subset of mouse vomeronasal signaling is 

PLCb2-independent65, but whether this finding represents a break from the PLCb2-centric 

vomeronasal signaling model or simply defines a rare, specialized sensory neuron class is 

unclear. To determine the extent of PLCb2-independent vomeronasal sensory signaling, we 

first measured PLCb2 expression in mouse VSNs using in situ hybridization (FISH, Figure 1.7) 

and single-cell RNA sequencing (scRNAseq). Across both techniques PLCb2 is expressed in 

fewer than 10% of mature VSNs (Figure 1.8). This suggests that, unlike current models of 

vomeronasal signal transduction, PLCb2 has a minimal role in pheromone signaling. Indeed, 

while male mouse urine generates activity that is >50% PLCb2-dependent65 (Figure 1.9a-b), the 

extent to which PLCb2 is involved in sensing all other pheromone stimuli is unknown. To 

determine PLCb2’s contribution to vomeronasal sensation, we exposed wildtype and PLCb2 

mutant mice99 to a broad pheromone cue mixture and the VSN-specific IEG EGR118 was used 

to assess the impact of PLCb2’s removal on widespread VSN activity. Most stimulus-induced 

activity remained in animals with nonfunctional PLCb2, verifying that PLCb2’s contribution to 

vomeronasal sensation is small (Figure 1.9c-d). This finding indicates that non-PLCb2 

dependent activity is not an anomaly but a central feature of vomeronasal function. It further 

suggests that the vomeronasal system uses multiple signal transduction cascades, which would 

represent a fundamental departure from the current understanding of sensory systems.  
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Figure 1.7. Generating cell masks for depicting smFISH data. 
a, Positive (left) and negative (right) control FISH staining in the VNO. b, For most targets, zooming to 40x is 
necessary to detect the FISH signal. c, For most targets, a visual representation of target-positive cells is necessary 
given the punctate nature of the signal. To do this, a cell mask is created using quantification software such that one 
grey object represents one DAPI+ nucleus (one cell). Cells that are positive for the target gene of interest are then 
pseudocolored (see methods for details). 

Figure 1.8. Most VSNs do not express PLCb2. 
a, Heatmap depicting gene expression within a 62-cell VSN RNA sequencing dataset. The VSNs shown express 
canonical sensory cell markers (OMP and G-proteins), yet few express PLCb2. Data is shown in counts per million 
(CPM). b, A representative cell mask of PLCb2 FISH staining. c, Raw PLCb2 FISH data. d, Quantification of A and 
the dataset underlying B, FISH sample size is shown in Figure1.12. e, Overlap between PLCb2- cells and the mature 
VSN marker OMP. Cells that do not express PLCb2 are still OMP+.  
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Figure 1.9. Most VSNs do not use a PLCb2-dependent signal transduction cascade. 
a, Representative EGR1+ cell masks of male urine-exposed female mice with PLCb2 intact (left) or mutated (right). 
b, Quantification of A, n=25-30 ROIs across three animals per group. Mann-Whitney U test, p<.0001. c, 
Representative EGR1+ FISH images of stimulus mix–exposed mice with PLCb2 intact (left) or mutated (right). d, 
Quantification of C, n=50-60 ROIs across 5-6 animals per group. Mann-Whitney U test, p=.6243. 
 
1.2 VSNs express many PLC subtypes  

How do most VSNs fire, if not through PLCb2? As pheromone sensation relies on the 

DAG-responsive TrpC2 channel59,60, data suggests other DAG-releasing PLC subtypes generate 

the unexplained activity11-13. However, whether one or several PLCs make up the remaining 

~95% of VSN activity is unknown – the former would indicate that the PLCb2-mediated 

mechanism represents a rare and specialized cell type, while the latter would signify a departure 

from the entire sensory signaling schema. Previous data shows that all PLC subtypes are 

expressed in VNO65 and so are potential signal transducers, yet this data lacks VSN specificity - 

total VNO contains other cell types apart from sensory neurons23, including epithelial cells, blood 



14  

cells, and stem cells, each of which may have their own PLC repertoire66,69. In order to screen for 

PLC subtypes expressed within only mature sensory neurons, VSNs were isolated from OMP-

GFP mice100 using FACs and the harvested genetic material was PCR’ed for all 18 PIP2-

reponsive PLC family members.  

Unexpectedly, VSN-specific PCR reproducibly yielded clear signal from 12 PLC 

subtypes, revealing a large pool of potential signal transducers (Figure 1.10a, Figure 1.34). To 

replicate this finding with single cell resolution, mouse VNO was stained for all PLCs verified by 

VSN-specific PCR. FISH affirmed that 10 PLC subtypes are reproducibly expressed in VSNs 

(Figure 1.10c) and scRNAseq data169 shared expression of the same 10 subtypes in mature, VR-

expressing VSNs (Figure 1.10b). If pheromone sensory signaling is mediated through many PLC 

subtypes, this would represent a previously-unrecognized, receptor-independent source of 

signaling flexibility in pheromone sensation. It is worth noting that many PLC subtypes 

expressed in VSNs don’t traditionally function in sensory neurons or couple with G-proteins69,73-

75,84 while some that do are not found within the VNO69,101, suggesting an expression logic 

beyond current molecular intuition and knowledge (Figure 1.11). 
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Figure 1.10. VSNs express many PLC subtypes. 
a, PCR of OMP-GFP+ VNO cells for the 18 PLC subtypes. Red, starred names indicate genes verified across three 
animals (see Methods, Figure 1.12). Sample contains >10000 cells from nine animals. b, Heatmap depicting PLC 
expression within a 62-cell VSN single cell RNA sequencing dataset169. Ten of the twelve PLC subtypes found in A 
are also found in VSNs by scRNAseq. c, Representative cell masks for the nine new PLC subtypes found in a and b.  

Figure 1.11. VSNs don’t express every PLC subtype. 
a, Heatmap depicting PLCb1 expression within a deep, 62-VSN RNA sequencing dataset. Note that the threshold 
has been taken down to 5CPM. b, A tSNE plot of 1,234 VNO cells in a shallowly-sequenced scRNAseq dataset. The 
dataset has been colored in for the genes of interest: AQP1 and OMP, markers for the lamina propria and mature 
VSNs respectively (left), and PLCb1 (right). The tSNE-generated cell clusters that are positive for either cell type 
marker are circled. c, FISH for PLCb1 in VNO. d, Heatmap depicting PLCd4 expression using the same cells and 
cutoff as A. e, A tSNE plot of the same dataset used in B. The dataset has been colored in for the genes of interest: 
OMP (left), and PLCd4 (right). The OMP+ tSNE-generated cell cluster is circled. f, FISH of PLCd4 in VNO. 
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1.3 PLC subtypes are potential signal transducers 

In other sensory modalities, the primary signal transducer is widely-expressed across the 

system’s sensory cells1-7. Though there are many PLC subtypes expressed within VSNs, perhaps 

there is one dominant subtype that is the primary signaling element, making any other signaling 

cascade(s) sparse and specialized. In order to determine if there is a widely-expressed PLC 

amongst the subtypes found, abundance of all ten confirmed PLC subtypes was characterized in 

VSNs using FISH. Staining data shows that no one PLC subtype is expressed in more than ~30% 

of VSNs (Figure 1.12a-b); similarly, VSN scRNAseq data has no one PLC subtype in more than 

~1/6th of all cells (Figure 1.12c). This trend appears to be consistent between mice of different 

sexes and states, at least when using bulk RNAseq as a proxy (Figure 1.13). This finding suggests 

that there are no dominant signal transducers in the VNO, and that the vomeronasal organ signals 

in a fundamentally different manner than other GPCR-based sensory modalities. Indeed, other 

chemical modalities’ sensory cells do not display the signal transducer expression heterogeneity 

seen in VSNs (Figure 1.14). Overall, this data suggests that PLCb2-independent pheromone 

signaling is likely mediated by multiple PLC subtypes, none of which dominate sensory activity 

generation.  

 
Figure 1.12. VSNs express no dominant signal transducer. 
a, Percentage of VSNs that express each PLC subtype, as assayed by FISH. Each dot represents one animal, n=4-8 
animals. b, 1.11a’s data displayed per ROI, n=11-27 ROIs. c, Quantification of 1.10b, with the most highly-
expressed PLC subtype recorded for each VSN. 
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Figure 1.13. The VNO’s PLC expression is consistent across sex and state. 
a, Abundance of PLCs from a published VNO bulk RNAseq dataset102 containing adult male and female data. PLCs 
are organized from most to least abundant, n=3 samples per group. Multiple Mann-Whitney U tests, adjusted p>.980. 
b, Abundance of PLCs from a published VNO bulk RNAseq dataset103 containing adult male and female data. PLCs 
are organized from most to least abundant, n=3 samples per group. Multiple Mann-Whitney U tests with Holm-Sidak 
correction, adjusted p>.980. 

Figure 1.14. Signal transducer heterogeneity is largely absent in non-pheromonal chemical senses. 
a, Heatmap depicting signal transducer (ADCY) expression in a deep, 121-cell OSN single cell RNA sequencing 
dataset. Dataset contains both published104-106 and unpublished data. b, Heatmap depicting signal transducer (PLC) 
expression within a deep, published107, 9-cell taste cells single cell RNA sequencing dataset. c, Quantification from a 
with the most highly-expressed ADCY subtype recorded for each OSN. d, Quantification from B, with the most 
highly-expressed PLC subtype recorded for each taste cell. 
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Another possibility is that multiple PLC subtypes form one central signal transduction 

cascade. Indeed, PLC subtypes can work together by forming a hybrid signaling pathway108-110. 

As such, VSNs’ ten PLC subtypes may work together, which would indicate massive functional  

redundancy among subtypes and so limit the novelty of our findings. To determine whether 

VSN’s multiple signal transducers form a hybrid signaling pathway, PLC subtype overlap was 

analyzed. Sequenced vomeronasal neurons most commonly express one PLC with >95% of cells 

expressing two or fewer subtypes (Figure 1.15a), and FISH data also shows most cells expressing 

zero to two PLC subtypes (Figure 1.16). This data indicates that PLCs are discretely expressed 

with no instances of heavy overlap, making widespread hybrid signaling unlikely. The identified 

instances of scRNAseq PLC overlap were investigated further by comparing expression ratios of 

co-expressed PLCs. The most highly-expressed PLC has ~>50% more reads than the next most 

abundant subtype, such that each VSN has a dominant PLC in most cases of co-expression 

(Figure 1.15b-c). These findings indicate that even when PLCs are expressed together, there is 

one that likely performs most or all of the signal transduction. All together, PLC subtype 

patterning suggests that PLCb2-independent VSN signal transduction occurs through multiple 

discrete signaling pathways which each have substantial contribution to brain-bound vomeronasal 

messages.  
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Figure 1.15. PLCs show little overlap in scRNAseq VSN data. 
a, Quantification of 1.10b. The number of PLC subtypes expressed per cell was quantified for each VSN and totals 
were tallied throughout the entire dataset and represented as a percentage of total VSNs. b, Quantification of 1.10b. 
The difference between the two most-highly expressed PLC subtypes in each cell was calculated as follows: (the 
most highly expressed PLC CPM) – (2nd most highly expressed PLC subtype’s CPM) divided by (the expression of 
the most highly expressed PLC subtype’s CPM). Each dot represents the percentage difference for one cell. c, 
Binning and quantification of B. 

Figure 1.16. PLCs show little overlap in multiplexed FISH VSN data. 
PLC overlap was assessed by staining for all ten verified PLC subtypes in a highly multiplexed FISH assay, n=12 
ROIs across 4 animals. a, A representative cell mask of VSNs stained for all ten verified PLC subtypes. Pseudo-
coloring denotes the number of PLC subtypes per cell. b, Quantification of A and underlying data. The number of 
PLC subtypes expressed per cell was quantified for each VSN (see Methods), and totals were tallied throughout the 
entire dataset and represented as a percentage of total VSNs. c, Venn diagram of five representative PLC subtypes’ 
expressions. d, Quantification of the total percentage of PLC subtype-expressing cells that are only expressing that 
subtype. Most subtypes are expressed alone in >40% of VSNs.  
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1.4 PLC subtypes are not functionally redundant 

Past research asserts that different PLC subtypes function in fundamentally different 

ways69,72, which could introduce previously-unknown signaling heterogeneity into the 

vomeronasal system. However, it is not clear if PLC subtypes function differently in the VNO 

itself. One way to establish the existence of distinct PLC subtype functions in the VNO is to look 

at subtypes’ comparative expression patterns – if PLCs are not functionally redundant, we would 

expect logical patterning overall and discrete patterning between subtypes. We began by 

investigating relative PLC subtype abundances. PLC abundance data suggests that subtype 

expression is not random overall, as all subtypes differ from a chance percentage of 10% (Figure 

1.12a-b). To investigate abundance patterning between subtypes, individual data points’ z-scores 

from PLC subtype means were used as a metric of similarity (Figure 1.17). VSN PLCs fall into at 

least three distinct abundance classes: highly-expressed PLCs (PLCb3, PLCL2), moderately-

expressed PLCs (PLCb4, PLCe1, PLCh1), and rarely-expressed PLCs (PLCb2, PLCg1, PLCL1). 

In all, our analyses show that individual PLC subtypes’ abundances are both patterned and 

unique, suggesting non-overlapping signal transducer functions in the VNO. 
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Figure 1.17. PLCs fall into distinct abundance classes. 
PLC abundance data from Figure 1.12b was used to generate a metric of similarity. Briefly, z-scores between each 
abundance data point and PLC subtypes were generated using subtype abundance mean and standard deviation, and 
z-scores were averaged for each subtype-subtype comparison. Results averages were than plotted on a heatmap, with 
color warmth indicating similarity. Groups that were close together (within +/- .5) of each other were considered 
groups. Groups are circled in red and labeled. 

Another way to test global and relative PLC subtype patterning in the VNO is by 

determining subtype co-expression with known cell types. The VNO has exquisite spatial and 

hypothesized functional separation between V1R+ and V2R+ cells46 - if PLC subtypes serve 

distinct functions in the VNO, we expect that subtype expression would be organized in relation 

to these populations. To understand whether PLC subtypes preferably express in or avoid certain 

cell types, subtype co-expression with the spatial, V2R-specific marker Gnao1 was assessed 

(Figure 1.18). Here, each cell expressing a PLC subtype (e.g., PLCb2) was determined to be 

Gnao1+ or Gnao1-, and the proportion of Gnao1+ and Gnao1- cells across a total PLC subtype 

pool (e.g., all PLCb2 cells across an animal) was collated to generate an index of PLC subtype 

spatial and VR bias. Seven out of ten PLC subtypes exhibited a significant expression bias 

(Figure 1.18d), indicating that most PLC subtypes co-express in specific locations and with 
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specific receptor families. Further, PLC subtypes exhibited unique relative patterning, with V2R-

biased, V1R-biased, and unbiased groups. These data show that PLC subtype expression is not 

random in the VNO, suggesting that different signal transduction pathways perform unique 

functions in the VNO. Further, VR co-expression biases may provide critical clues as to PLC 

subtype’s individual functions. 

Figure 1.18. PLCs exhibit spatial, cell-type-specific patterning. 
Spatial patterning of PLC subtypes within the VNO was assessed by quantifying co-expression with Gnao1, a 
marker for basal V2R+ cells. Cells lacking Gnao1 are assumed to be positive for Gnai2 and V1R. a-c, 
Representative cell masks showing Gnao1 overlap with a basal-biased (a), neutral (b), or apical-biased (c) PLC. 
White indicates PLC+ cells that co-express Gnao1. d, Quantification of Gnao1 or Gnai2 (Gnao1-) overlap for each 
verified PLC subtype. Names represent PLC subtype or a mixed-identity group (“Total VSNs”). Circles represent 
animals, with at least four slices sampled per animal, n=4-12 animals per group. Paired t-tests with Holm-Sidak 
correction. Adjusted p-values are as follows: PLCb2, p>.0001; PLCb4, p=.0007; PLCg1, p=.0008; PLCb3, p=.047; 
PLCh1, p=.606; PLCh2, p=.620; PLCL2, p=.609; PLCe1, p=.020, PLCL1, p=.0003; PLCXD3, p=.0009; Total 
VSNs, p=.620. 

1.5 Multiple signal transduction cascades exist in the VNO 

 While many discretely and uniquely-expressed PLC subtypes have been found in VSNs, 

mRNA expression does not equate to function and PLCs can play non-signaling roles66,69. In 

order to determine the extent of vomeronasal signal transducer heterogeneity and its practical 
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consequences, PLC subtype function must be directly evaluated. To test if certain PLC subtypes 

form signal transduction cascades in VSNs, we assessed the effect of subtype mutation on 

pheromone signaling. In brief, we exposed PLC subtype-intact and PLC subtype-mutant mice to 

the same stimuli and compared EGR1 activity – we expect that, if a PLC subtype is involved in 

signal transduction, stimuli-evoked activity will drastically decrease upon its mutation. Further, 

we hypothesize that cells expressing the mutated PLC-subtype would preferentially stop 

functioning, which would lead to a sharp reduction in Egr1-PLC subtype overlap in mutant 

animals. We can assess the latter feature using a FISH probe that avoids the mutated PLC region, 

thus allowing us to see cells that were destined to express the PLC subtype in both wildtype 

(WT) and knockout (KO) animals. We note that these tests are done in global PLC knockout 

mice as few floxed PLC mice exist, so mutants are biologically different than wildtype mice. 

However, given that this assay is done in first-order neurons, we do not hypothesize that assay 

outcome will be impacted by effects external to the vomeronasal system.  

 Which of the ten PLC subtypes expressed in VSNs are signal transducers? The PLC 

Beta (PLCb) subfamily has a well-established role in rapid, G-protein signaling in 

neurons7,9,69,101,111, making PLCb3 and PLCb4 prime candidates. However, in order to assay 

PLCb subtype function, we must be able to activate subtype-specific VSN populations. While the 

VNO responds to many known predator and mouse stimuli, less than 40% of stimulus space has 

been identified18, potentially making activation and so investigation of certain PLC subtypes 

impossible. Indeed, most PLC subtypes are expressed in less than 10% of VSNs (Figure 1.12) 

and thus may be hard to manipulate. To find stimuli that activate PLCb subtype-expressing 

VSNs, mice were exposed to one of a panel of ten known pheromone stimuli (Figure 1.19a), 

stimulated VSNs were stained for EGR1 and PLCb subtypes, and EGR1-PLC co-expression was 

quantified as a metric of a stimuli’s “PLCb repertoire” (Figure 1.19b). Results indicated that 
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PLCb3 and PLCb4 could be robustly activated with known stimuli (Figure 1.19c). Interestingly, 

PLCb subtypes expressed within cells responding to specific classes of stimuli – PLCb2 

expressed slightly more often in mouse stimuli-responsive cells, PLCb4 expressed slightly more 

often in predator stimuli-responsive cells, and PLCb3 expressed indiscriminately across stimuli. 

In addition, each stimulus had its own unique “PLC repertoire”. These findings suggest that 

vomeronasal signal transducers are stimuli-class specific, which could provide molecular handles 

and cellular characteristics to distinguish between both PLC subtypes and said stimuli classes. 

Figure 1.19. Stimuli have unique PLC subtype co-expression patterns. 
Stimuli patterning of PLC subtypes within the VNO was assessed by quantifying co-expression with EGR1, a VNO-
specific IEG, following stimulus exposure. a, Table of tested stimuli’s type and VR content, b, Experimental 
schematic. c, Heatmap of PLC overlap with cells responding to various stimuli. Rows denote PLC subtypes while 
columns denote stimuli types. Boxes with X’s have not been assayed. n=2-3 mice, 50+ EGR1+ cells each per square.  

If a PLC subtype forms a distinct vomeronasal signal transduction cascade, we expect its 

removal to affect VSN activity in a specific and predicted manner. As such, we used EGR1-PLC 
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overlap data to select subtype-specific enriched stimuli for mutant exposure, with the hypothesis 

that this would result in a large activity reduction compared to wildtype mice. A mix of sulfated 

steroids (S.S. Mix), steroid hormones thought to be excreted and used as chemosignals112, 

robustly-activated PLCb3-expressing cells – over half of S.S. Mix-activated cells expressed 

PLCb3 (Figure 1.18c). To assess if PLCb3 is functional in VSNs, PLCb3 wildtype and mutant 

mice113 were exposed to S.S. Mix and activity was compared using EGR1 FISH. Mutant mice 

exposed to S.S. Mix had a >50% activity reduction compared to wildtypes (Figure 1.19a-b) and 

had few active PLCb3+ cells (Figure 1.19c), showing that PLCb3 mutation robustly impacts 

VSN function. Activity reduction was not explained by technical variables (Figure 1.20a), or a 

mutant-specific deficiency in development (Figure 1.20b) or specific PLC populations (Figure 

1.20c-d). This finding indicates that PLCb3 forms a distinct and novel signal transduction 

cascade in the vomeronasal system, updating the current model for sensory signaling. 
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Figure 1.20. PLCb3 mutation reduces VNO activity. 
Mice were exposed to the PLCb3-enriched stimuli sulfated steroid mix to assess effects of PLCb3 knockout. a, 
Representative cell masks of PLCb3 wildtype (left) and PLCb3 mutant (right) mice following exposure to sulfated 
steroid mix. b, Quantification of the dataset underlying A, n=27-30 ROI across 3 mice per group. Mann-Whitney U 
test, p<.0001. c, PLCb3 overlap with the EGR1 cells found in B. Mann-Whitney U test, p=.0193.  

Figure 1.21. PLCb3 phenotype is not due to technical, developmental, or population ratio concerns. 
Controls for Figure 1.20. a, Quantification of 1.20b using only overall EGR1 puncta number. Mann-Whitney U test, 
p<.0001. b, Area comparison between PLCb3 wildtype and mutant animals in Figure 1.20. Mann-Whitney U test, 
p=.1981. c, PLCb3 puncta comparison between PLCb3 wildtype and mutant animals in Figure 1.20. Mann-Whitney 
U test, p=.9473. d, PLCh2 puncta comparison between PLCb3 wildtype and mutant animals in Figure 1.20. Mann-
Whitney U test, p=.4173. 
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Figure 1.22. PLCb3 is not the main vomeronasal signal transducer.  
a, Quantification of PLC overlap with EGR1+ cells remaining in 1.20c, n=4 ROI within 1 animal. Note that PLCb3 
is only a small proportion of the remaining cells. b, Representative 20x images of PLCb3 wildtype (left) and PLCb3 
mutant (right) mice exposed to a stimulus mix. Arrows indicates EGR1+ cells. c, Quantification of dataset 
underlying C. n=5-6 per group. Mann-Whitney U test, p=.0193. 

1.6 The VNO signals through multiple distinct transduction cascades  

While PLCb3’s function in the VNO is novel, this still fits cleanly into the sensory system 

framework outlined earlier (Figure 1.1). It may be that PLCb3 is the VNO’s primary signal 

transducer and that PLCb2 represents a specialized cell type. Abundance data from FISH and 

scRNAseq suggests that there are more functional signal transducers to be found, as PLCb2 and 

PLCb3 express in <40% of VSNs (Figure 1.12). In addition, PLCb3 mutant mice retain VSN 

activity which was not explained by PLCb2 or residual PLCb3 expression (Figure 1.22a), yet it is 

unclear if this PLCb3-independent activity is S.S. Mix-specific. To determine whether PLCb3 is 

VNO’s primary signal transducer, wildtype and PLCb3-mutant mice were exposed to the 

stimulus mix used in Figure 1.9. Most stimulus-induced activity remained in animals with 

nonfunctional PLCb3 (Figure 1.22b-c), though PLCb3 knockout did reduce activity significantly. 

This finding verifies that PLCb3 is not VNO’s central signal transducer, and that the VNO 

follows a fundamentally different signaling model than other chemical senses.   

More signaling elements account for the ~60% of unexplained VSN activity, and of the 

remaining PLC subtypes, neuron-specific PLCb4 is most likely. PLCb4 function in the VNO 

would be quite interesting given its enrichment in predator stimuli (Figure 1.19c). To test PLCb4 
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function, wildtype and PLCb4 mutant mice114 were exposed to PLCb4-enriched rat bedding. 

Mutant PLCb4 mice had far less rat bedding-evoked VSN activity compared to wildtype mice 

(Figure 1.23a-b) and PLCb4-specific activity compared to wildtype mice (Figure 1.23c), 

indicating the PLCb4 mutation substantially impacted VSN function. Activity differences were 

not attributable to technical variables (Figure 1.24a) or skewed PLC populations (Figure 1.24c-

d). Slight significance was seen in developmental measures (Figure 1.24b), likely due to 

knockout-specific motor difficulties115 interfering with nursing. Nonetheless, these data suggest 

that PLCb4 likely forms a distinct signal transduction pathway in VSNs. Interestingly, the PLCb 

subtypes express in largely distinct VSN populations (Figure 1.24e), suggesting that the PLCbs 

form distinct signal transduction cascades that explain <50% of remaining VSN activity. In all, 

we have found that the vomeronasal system uses multiple discrete and patterned signal 

transduction pathways to mediate signaling, updating our understanding of how sensory systems 

work.  
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Figure 1.23. PLCb4 mutation reduces VNO activity. 
Mice were exposed to the PLCb4-enriched stimuli rat bedding to assess effects of PLCb4 knockout. a, 
Representative cell masks of PLCb4 wildtype (left) and PLCb4 mutant (right) mice following exposure to rat 
bedding. b, Quantification of the dataset underlying A, n=20-30 ROI across 3 mice per group. Mann-Whitney U test, 
p<.0001. c, PLCb4 overlap with the EGR1 cells found in B. Mann-Whitney U test, p<.0001.  

 

Figure 1.24. PLCb4 phenotype is not due to technical or population ratio concerns. 
Controls for Figure 1.23. a, Quantification of 1.23b using only overall EGR1 puncta number. Mann-Whitney U test, 
p<.0001. b, Area comparison between PLCb4 wildtype and mutant animals in Figure 1.23. Mann-Whitney U test, 
p=.0200. c, PLCb4 puncta comparison between PLCb4 wildtype and mutant animals in Figure 1.23. Mann-Whitney 
U test, p=.1190. d, PLCh2 puncta comparison between PLCb4 wildtype and mutant animals in Figure 1.23. Mann-
Whitney U test, p=.2432. e, Overlap of PLCb subtype expression in VSN FISH. 



30  

1.7 PLC subtypes may not explain remaining VSN activity 

The PLCb subtypes’ roles in VSN signal transduction do not entirely fill the gaps in the 

now-revised vomeronasal signaling model. Indeed, functional (Figure 1.9, 1.22) and abundance 

data (Figure 1.10) suggests that PLCb subtypes account for less than half of pheromone-mediated 

activity. Our expression data suggests that some or all of the unexplained activity is mediated by 

the remaining PLC subtypes in VSNs. Determining if PLCs generate the remaining activity will 

allow us to define how far the VNO departs from traditional sensory signaling schema. A blend 

of logic and mouse line-availability was used to pick remaining PLC subtypes for further 

assessment. Our first choice was PLCe1, which can interact with G-proteins81,82,84 despite its lack 

of neuronal expression119,120 and so potentially fit in with known VSN molecular machinery28,29.  

As PLCe1 has a middling abundance in VNO (Figure 1.10), finding a highly-enriched 

stimuli for testing proved difficult. To gain clues, we checked the receptors co-expressed in our 

deeply-sequenced PLCe1+ VSNs and matched them with the reported paired stimuli18 (Figure 

1.25a). Data shows that PLCe1 co-expresses with VMN1R89, which is activated by E0893 and 

A786418,23 and was confirmed by EGR1- PLCe1 staining (Figure 1.25b). A mix of these stimuli 

(S.A.E. Mix) was used for testing. Unlike tests with PLCb subtypes, here wildtype and PLCe1 

mutant mice121  did not have significantly different activity levels (Figure 1.25c-d), indicating that 

PLCe1 mutation does not impact pheromone sensing. PLCe1 overlap was also unexpectedly 

higher in mutant mice (Figure 1.25e), although this is likely due to a mutant-specific increase in 

overall PLCe1 expression (Figure 1.26c). PLCb3 has been reported to co-express with PLCe1109, 

which may mask an effect of PLCe1 mutation; indeed, we have shown that PLCb3 acts in 

sulfated steroid signaling (Figure 1.20-1.21). Yet, PLCe1 labeled active cells in PLCb3 knockout 

mice (Figure 1.26d), indicating that PLCb3 is not obscuring an impact. While it is possible that 



31  

the expected effect size for this assay was too small for our assay, PLCe1 content did not 

decrease in mutants (Figure 1.25e), so non-functionality is more likely. All together this data 

suggests, though cannot confirm, that PLCe1 does not function in a signaling role in VSNs or 

explain the remaining PLCb-independent VNO activity.  

Figure 1.25. PLCe1 mutation does not affect S.A.E. Mix-mediated VNO activity. 
Mice were exposed to the PLCe1-enriched stimuli S.A.E. Mix to assess effects of PLCe1 knockout. a, Single cells 
from a deep scRNAseq VSN dataset. Pheromone receptors expressed in cells co-expressing PLCe1(left) and 
predicted stimulus (right) are shown. b, Heatmap of PLCe1 overlap with cells responding to components of S.S. Mix 
and total mix. Columns denote stimuli types, n=2-3 mice with 30+ EGR1+ cells each per square. c, Representative 
cell masks of PLCe1 wildtype (left) and PLCe1 mutant (right) mice following exposure to S.A.E. Mix. d, 
Quantification of the dataset underlying C, n=50-60 ROI across 5-6 mice per group. Mann-Whitney U test, p=.4174. 
e, PLCe1 overlap with the EGR1 cells found in D. Mann-Whitney U test, p=.0002.  

Figure 1.26. PLCe1 phenotype is not due to technical, developmental, population ratio, or overlap concerns. 
Controls for Figure 1.25. a, Quantification of 1.25d using only overall EGR1 puncta number. Mann-Whitney U test, 
p=2641. b, Area comparison between PLCe1 wildtype and mutant animals in Figure 1.25. Mann-Whitney U test, 
p=.6294. c, PLCe1 puncta comparison between PLCe1 wildtype and mutant animals in Figure 1.25. Mann-Whitney 
U test, p < .0001. d, Number of EGR1 and PLCe1 co-expressing cells within PLCb3 knockout mice exposed to S.S. 
Mix. n=2 mice, 8 ROIs each. 
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Our next choice for functionality testing is PLCg1, which despite typically interacting 

with RTKs84 instead of GPCRs has recently been suggested to may play a role in neural firing122. 

Finding a stimulus for PLCg1 was quite difficult, possibly as a function of its sparse expression in 

VSN tissue. Upon looking at the receptors expressed in our deeply-sequenced PLCg1+ VSNs, we 

found few useful stimuli18 (Figure 1.27a); further, we only found V1Rs despite PLCg1 being 

primarily V2R+ (Figure 1.18), likely due to a technically-caused V1R enrichment in scRNAseq 

(personal observation). After screening V2R-mediated stimuli, we found that ferret bedding 

stimulated the most PLCg1+ cells out of our stimuli panel, so it was used for subsequent testing 

(Figure 1.27b). We found no significant activity difference between PLCg1 mutants123 and 

wildtype controls in response to ferret bedding (Figure 1.27c-e), indicating that PLCg1 likely 

does not function in VNO sensory signaling. Oddly, we found a sharp activity decrease between 

PLCg1-WT and PLCg1-floxed animals, even when no Cre was present (Figure 1.27c-d). This 

suggests a general role for PLCg1 in VSNs that does not require its PIP2-binding domain. 

However, qPCR analysis shows that PLCg1 Flox sites do not impact VSN development or cell 

type population ratios (Figure 1.28b-e), two potential explanations for the seen effect. As such, 

even though we cannot definitely exclude a role for PLCg1 in signal transduction, we hypothesize 

that the effect is more likely caused by a global effect of PLCg1 Flox sites - a Cre-inducible 

system may be required to clarify these results. Nonetheless, this data altogether shows that 

PLCe1 and PLCg1 are unlikely to contribute to the unexplained VSN activity. Of the untested 

PLC subtypes, only two have displayed catalytic activity (PLCh), and abundance data indicates 

that PLCh cannot account for all remaining activity. This suggests that PLC-independent 

signaling may occur in the VNO providing an even deeper layer of signaling heterogeneity. 

However, direct testing is needed to confirm this hypothesis. 
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Figure 1.27. Removal of the PLCg1 PIP2-binding domain does not affect ferret bedding-mediated VNO 
activity. 
Mice were exposed to the PLCg1-enriched stimuli ferret bedding to assess effects of PLCg1 knockout. a, Single cells 
from a deep scRNAseq VSN dataset. Pheromone receptors expressed in cells co-expressing PLCg1 (left) and 
predicted stimulus (right) are shown. b, Heatmap of PLCg1 overlap with cells responding to various stimuli. 
Columns denote stimuli types, n=2-3 mice with 30+ EGR1+ cells per square. c, Representative cell masks of 
PLCg1,OMPCre (left), PLCg1Flox (middle), and PLCg1 mutant (right) mice following exposure to ferret bedding. d, 
Quantification of the dataset underlying C, n=30-35 ROI across 3 mice per group. Kruskal-Wallis test, p<.0001. e, 
PLCg1 overlap with the EGR1 cells found in D. Kruskal-Wallis test, p=.2809. 

Figure 1.28. PLCg1 phenotype is not due to technical, developmental, or population ratio concerns. 
Controls for Figure 1.27. a, Quantification of 1.27d using only overall EGR1 puncta number. Kruskal-Wallis test, 
p<.0001. b, Area comparison between PLCg1 wildtype control and mutant animals in Figure 1.27. One-way 
ANOVA, p=.4612. c, PLCg1 puncta comparison between PLCg1 wildtype control and mutant animals in Figure 
1.27. Kruskal-Wallis test, p=.1709. d, PLCh2 puncta comparison between PLCg1 wildtype control and mutant 
animals in Figure 1.27. Kruskal-Wallis test, p=.1688. e, qPCR quantification of VSN population markers. n=3 mice 
per group. Multiple Mann-Whitney U tests with Holm-Sidak correction used. Adjusted p-values are as follows: 
TRPC2, p=.870; GAP43, p=.870; GNaO1, p>.999 ; GNaI2, p>.999. 
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1.8 The VNO expresses hormone recognition machinery  

The above findings highlight a surprising source of variation in VSN signal transduction, 

yet the utility of such variation is unclear. Individual PLC subtypes differ functionally69, thus 

may form vomeronasal signal transduction cascades with divergent functions. Our data shows 

that each subtype has a unique expression pattern, further suggesting that they play disparate 

functional roles. One key difference between subtypes is that they can be differentially 

phosphorylated with unique impacts on activity66,69 (Figure 1.6), which provides signal 

transduction pathways with unique capacities for modulation – indeed, previous studies have 

shown that VSN activity can vary across different hormonal states65,124, and that such variation 

can be mediated by direct, hormone-driven phosphorylation and subsequent silencing of 

PLCb265. State-specific PLC phosphorylation would allow social and predator cue sensation to 

be context-specific, and would functionally differentiate the vomeronasal system from other 

senses. However, in order for modulation to be possible, the VNO must be able to respond to a 

range of hormones. To determine the VNO’s capacity to sense hormones, we first assessed how 

many hormone receptors (HRs) were expressed on each cell. We found that most VSNs express 

at least two hormone receptors (Figure 1.29a), indicating a widespread and diverse capacity for 

hormone responsiveness. Next, we sought to determine a list of “best hormone receptor 

candidates”. Starting with a list of ~200 potential receptors, each HR was tested statistically and 

by manual inspection for bimodal expression, which was able to separate genes expressed in a 

cell subset (e.g., Gnao1) from globally-expressed genes (e.g., OMP) and rarely-expressed genes 

(e.g., specific VRs) (Figure 1.29b). Any candidate found to be bimodally distributed by several 

measures (see Methods) was chosen as a “candidate” for HR expression. Fifteen hormone 

receptors across several hormone classes passed our stringent criteria (Figure 1.29c), suggesting 

that the VNO can sense hormone changes across many different states. Several candidates have 
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been validated through the literature65,124, and some more-sparsely expressed HRs may remain 

currently undetected. Our candidate hormone receptors are found reproducibly in bulk RNAseq 

of both male and female mice (Figure 1.29d), suggesting that hormone responsiveness or at least 

its machinery is integral to mouse VNO structure. 

Figure 1.29. The VNO expresses multiple types of hormone receptors.  
a, Quantification of deep scRNAseq mVSN dataset. The number of HR subtypes expressed per cell was quantified 
for each VSN and totals were tallied throughout the entire dataset and represented as a percentage of total VSNs b, 
Cumulative frequency charts showcasing ability to detect distinctly-expressed cell types, including one positive 
control (Gnao1, left) and two negative controls (Omp, middle and Vmn1r1, right). c, The 14 hormone receptors 
detected as bimodally-expressing in a deep scRNAseq mVSN dataset. d, Abundance of HRs from a published VNO 
bulk RNAseq dataset102 containing adult male and female data. HRs are organized from most to least abundant, n=3 
animals per group.  

1.9 Intra-stimuli VSN activity varies between animals 

 If widespread hormonal modulation is possible in VSNs, we expect activity to vary 

between different states. This has been shown previously – activity can vary based on parental 

status124 or estrus stage65. Interestingly, even mice in our EGR1-PLC panel, which are exposed 

with parallel methods, at the same time, and with the same stimulus, have highly variable activity 
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(Figure 1.30). Whether this variation stems from internal state differences or direct effects on 

VSNs is not yet clear, but it does suggest that VSN activity is particularly variable. Determining 

the extent of this effect, and if activity correlates with PLC content, will help clarify the purpose 

of signal transduction variation in the VNO. 

Figure 1.30. VSN activity varies between individuals. 
EGR1 quantification of dataset underlying 1.19c. Each circle represents one mouse. Note that activity varies widely 
within one stimulus type. Arrows denote mice with very different activity to a given stimulus compared to others in 
the group.  
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DISCUSSION 

Sensory systems typically use one primary signal transduction cascade1, and the 

vomeronasal organ is thought to follow this model as well11-13. Here, we show that the VNO 

follows a unique mechanistic model where signal transduction, as well as ligand detection, is 

varied, such that the VNO signals through multiple signal transducers. In addition, the three 

tested PLCbs have largely discrete expression with different expression levels (abundance) and 

patterns (spatial distribution and stimulus-overlap), indicating that they are not interchangeable 

and likely exhibit distinct functions in VNO. The effect of PLCb4 knockout on VSN activity is 

unexpected, as PLCb4 is not known to pair with the G-alpha proteins found in the VNO47,77,78; 

single cell RNAseq analysis suggests that PLCb4+ cells do not express a PLCb4-specific subunit 

(personal observation), so this finding may represent a previously unreported mechanism of 

activation for PLCb4. Interestingly, while PLCb subtypes form signal transduction cascades in 

the VNO, PLCb1 is not expressed in VSNs despite functioning in neurons101. This, in addition to 

the three remaining PLCbs residing in disparate genomic locations72, suggests that their use is not 

a PLCb-centric accident of expression but instead is or was of evolutionary advantage to the 

system and the animal at large. In total, our data updates the vomeronasal system signal 

transduction model, as well as our global understanding of sensory systems.  

The extent of signal transducer variation 

While PLCb signaling controls some vomeronasal signaling, much activity remains 

unexplained. PLCb mutation rarely eliminated all stimuli-evoked activity (Figure 1.10, 1.20, 

1.22, 1.23), and no stimuli’s activity was fully accounted for by PLCb subtype overlap (Figure 

1.19), indicating that more signal transduction cascades can be uncovered. As ten PLC subtypes 

are expressed in the VNO but few could be rigorously tested, one or more of the remaining 



38  

subtypes likely underlie the unexplained VSN activity. Of the seven subtypes remaining, only 

two could feasibly interact with GPCRs: PLCe181,82,84 and PLCh285. PLCe1 mutation provides no 

clear effect on VSN activity (Figure 1.25). PLCh2 is abundant in the VNO65 yet knockout mice 

have no clear phenotypic abnormalities125, making a signaling function unlikely. Despite these 

data and observations, we cannot yet definitively exclude PLCe1 and PLCh2. There may be 

compensation by a yet unknown signal transducer, or PLC subtypes may function in cells that 

cannot be activated. Indeed, we cannot currently prove that a subtype is not involved in primary 

signaling given the difficulty of activating VSNs18,23. However, even if both PLCe1 and PLCh2 

were functional in VNO, abundance data suggests that at least 20% of VSN activity would 

remain unaccounted for. Thus, either an unexpected PLC subtype or a previously-undetermined 

signal transducer function in the vomeronasal system. 

Most of the remaining PLC subtypes can be invalidated through literature review. PLCL1 

and PLCL2 do not express the domain that allows for PIP2 interaction and are not known to 

generate small messengers in vitro74,75. PLCXD3 likewise expresses only half of the catalytic 

domain and has not exhibited functional activity in vitro73. PLCg1 is activated by RTKs84 making 

interaction with sensory GPCRs unlikely, and removal of PLCg1 PIP2-binding capacity activity 

did not have an effect on VSN activity. While PLCh1 is not known to interact with G-proteins85, 

research on PLCh1 has been scarce so EGR1 experimentation in VSNs is warranted. 

Not all VSNs express a PLC subtype. Both scRNAseq and FISH analyses reveal a 

substantial proportion of “PLC-less” VSNs (30% and 15% respectively, Figure 1.12). While this 

may be due to technical variables, the literature supports the existence of a non-PLC signal 

transducer in the vomeronasal system. Initial experiments confirming PLC’s role in the VNO 

used urine11-13 which activates only a fraction of VSNs 23,65, and the continued inability to 
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activate all VSNs makes validation of a entirely PLC-dependent mechanism impossible. Logic 

rather than data asserts PLC’s exclusive importance in VSN signaling. VNO’s critical cation 

channel TrpC259,60 interacts with DAG and calcium61, with the former only generated by PLCs56 

and the latter invalidated as a primary activation source of VSN activity58, though activation 

difficulties may likewise mask a calcium effect. Studies suggest TrpC2-independent activation of 

VSNs is possible126,127, which allows signal transducers that do not release DAG to play a role in 

vomeronasal signaling. Despite the implications of this data, the existence of PLC-independent 

signaling must be confirmed experimentally before signal transducer search can continue.  

Also noteworthy is the portion of cells that express multiple PLCs. While not as common 

as discretely-expressed PLCs or “PLC-less” VSNs, these cells may represent further signaling 

variation. PLC subtypes express together in other organ systems and can act synergistically to 

transduce signals108, allowing for modulation of signal length109 or strength128. As such, each 

specific PLC subtype combination may represent a unique signal transduction cascade. PLCb 

subtypes overlap in certain VSNs (Figure 1.24d), potentially increasing the number of verified 

VSN signal transduction cascades.  

PLCe1 Sensory systems typically use various GPCRs to capture information from the 

external sensory environment and a primary signal transduction pathway to convert activity into a 

common language1. Here, we show that the vomeronasal system uses a different strategy, 

employing several signal transducers to transmit information to the brain. Why VSNs would 

adopt a method that could make brain-bound information difficult to interpret is unclear. 

Individual PLCb subtypes differ drastically69,72, interacting with different binding partners and 

with various speeds and strengths77,78. Given this, it is likely that PLCs do not just function in 

different VSNs, but form vomeronasal signal transduction cascades with divergent functions.  

 



40  

What is the utility of having several distinct signal transduction cascades in the 

vomeronasal system? Given the importance of the vomeronasal system in mice, it is extremely 

unlikely that signal transduction variation would only harm the system – any deterrent to 

pheromone detection would impair crucial social behaviors and so be under strong evolutionary 

pressure. There is likely a benefit to counter the possible downsides of expressing multiple signal 

transducers, which include noisier signals and more complex developmental programs. This 

benefit could be due to PLC variation itself or genetic hitchhiking with a related beneficial trait. 

The latter, though not disproven, is unlikely. There is no chromosomal proximity between the 

three expressed PLCbs72 and common vomeronasal machinery (G-proteins77,78, pheromone 

receptors28,29, or TrpC259,60), and no recorded interaction between their expressions129,130. Further, 

PLCb1 and PLCb4 are proximal on chromosome 272 yet only the latter is expressed in VSNs, 

suggesting that there is no link between PLC chromosomal location and function. However, we 

cannot exclude the possibility that signal transducer variation is a byproduct of genetic 

hitchhiking with a known or unknown important VNO function.  

On the other hand, the inherent functional differences between the PLCbs69 may confer a 

direct benefit. These functional differences likely introduce variability to VSN activity; indeed, 

vomeronasal sensory responses are variable between and within studies, with resting potentials 

and response strengths differing between neurons131-133. Given that PLC subtype expression is 

logically patterned in the VNO, a possible benefit of signal variation may be the introduction of 

new information to pheromone sensory signals. Here, variation would allow for one sensory 

message to contain both receptor-generated stimuli-specific information and PLCb-mediated 

stimuli class-specific information.  

How the brain makes sense of vomeronasal signaling is a mystery23. Receptor information  
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has not been sufficient to understand brain signals or ensuing behavior. While several direct 

receptor-to-behavior links exist34-36, stimuli typically activate multiple receptors18,23; in addition, 

the VNO’s ~350 receptors would be redundant if a handful carried all relevant information. The 

V1R-V2R split, while well-studied, has not provided many clues. These two receptor families do 

not effectively split stimuli by class or behavioral relevance18,35,43,65,134; for example, snake and 

male mouse urine both activate V2Rs18 yet have different ethological meanings and elicit 

different behavioral responses135,136. This suggests that there is an unknown classification factor, 

in between the granular receptor and global receptor family classifications, that differentiates 

stimuli in brain-bound sensory messages. The PLCbs could provide such a classification factor. 

These PLC subtypes do appear to segregate stimuli more accurately than receptor families, with 

V2R+ predator stimuli co-expressing higher with PLCb4 and lower with PLCb2, while V2R+ 

conspecific stimuli shows the reverse expression pattern (Figure 1.19). This may provide both a 

molecular handle on certain VSN types and an important hint about how the brain makes sense of 

incoming pheromone signals – however, further investigation into the sensory and behavioral 

effects of PLCb2 versus PLCb4 knockout is needed to confirm this hypothesis. We note that, 

while PLC subtypes do appear to segregate stimuli more finely than receptor families, this split is 

not completely clean. What these anomalies represent is not yet clear, and profiling more stimuli 

may help reveal the extent of PLC-stimulus patterning.  

PLCs differ in their capacity for and response to phosphorylation. PLCs can be 

phosphorylated and said phosphorylation can impact its activity depending on phosphate location 

and subtype identity66,86-98 (Figure 1.6). In PLCb subtypes, phosphorylation is typically used for 

negative feedback, with DAG activating PKA/PKC and so leading to the inhibition of PLC 

activity89. However, phosphorylation can also allow molecular pathways to crosstalk66,89,138. The  
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PLCb subtypes have unique responses to phosphorylation – only PLCb2 and PLCb3 respond to 

phosphorylation79,89-93, and PLCb2 and PLCb3 have different inhibition types (e.g., inhibiting 

Gbg versus Gaq interaction), phosphorylation sites, and phosphorylation partners89-93. As such, 

expressing different PLCbs could give VSNs different “phosphorylation-capacities”, and so 

various capacities for crosstalk between the sensory signaling cascade and other molecular 

pathways occurring within the cell.  

PLC phosphorylation has been reported in the vomeronasal system, with crosstalk 

occurring between pheromone signaling and hormone signaling. PLCb2 is phosphorylated and 

silenced by the membrane-bound hormone receptor Pgrmc1140  during progesterone-rich mouse 

diestrus139, inhibiting male urine-evoked VSN activity and typical mating behaviors65. A 

hypothetical utility for various signal transduction cascades in VSNs, then, may be unique 

capacities for hormone-driven modulation. In this model, PLCs would act as the node of 

interaction between sensing external state (through pheromone receptors) and internal state 

(through hormone receptors), allowing for activity and behavior to be shaped in a context-

appropriate way. Indeed, VSNs expresses more hormone receptors that Pgrmc1 (Figure 1.29c-d), 

and another instance of hormone-mediated VSN activity modulation has since been reported124. 

Here, each PLC subtype would provide stimuli with specific modulation capacities; for example, 

predator-biased PLCb4+ VSNs may be modulation-resistant and so allow predator activity to 

remain constant despite internal states. This hypothesis assumes that pheromone activity is highly 

individualized, which we see in our EGR1+ VSN data (Figure 1.30). Despite the circumstantial 

evidence pointing towards this hypothesis, we note that several tests are still needed to validate it. 

We do not know how many states VSNs respond to, if PLCs are phosphorylated in different 

states, and if such PLC phosphorylation causes VSN activity change. To answer these questions, 
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development of high-throughput tools for assaying VSN activity, identifying PLC 

phosphorylation status, and manipulating PLC phospho-sites will be needed. 

The utility of non-primary signaling PLCs 

While ten PLC subtypes are expressed in the VNO, many subtypes have no currently 

understood use. While some subtypes may not be used at all – protein expression is not yet 

confirmed and mRNA does not always equal utilized protein141 – the patterning exhibited 

suggests uses for many. Catalytic PLCs are thought to belong to two functional groups: primary 

and secondary108. The former, which includes PLCb and PLCg, mediates extracellular signals 

directly; the latter, which includes PLCe, PLCd, and PLCh, help amplify signals generated by 

other signal transducers. While we do not yet know if the seven remaining PLCs have direct 

signalling function in VSNs, these subtypes may serve different purposes. Here, we will postulate 

roles for the two PLCs we believe to have a non-primary signaling role, PLCg1 and PLCe1. The 

remaining PLC subtypes (PLCh, PLCL, and PLCXD) must be tested before we can hypothesize 

about potential VNO utilities. 

PLCg1 is a primary PLC108 and may function in neurons122, so we ran a functional assay 

on a PLCg1-mutant mouse line123. Removal of the PLCg1 PIP2-binding does not affect VSN 

activity, yet insertion of Flox sites does (Figure 1.27c-e), suggesting an important PLCg1 

function unrelated to sensory signaling. The reduction shown is much more than the expected 

PLCg1 overlap would suggest (Figure 1.27b) and affects many more cells than PLCg1 is 

expressed in (Figure 1.12), hinting at a non-specific effect. PLCg1 has a well-known role in 

neural growth and development. The subtype is widespread throughout the brain122 and has been 

implicated in neurite outgrowth, axon targeting, and synaptic formation142-144. It also can interact 

with BDNF and growth hormones through RTKs such as EGFR. Perhaps the seen EGR1 
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depletion is due to a global effect on VNO’s structure, cell groups, or overall patterning. 

However, we did not see differences in VNO size, mature neuron number, or the ratio of V1R 

versus V2R groups in floxed-PLCg1 or PLCg1-KO mice (Figure 1.28b-e). Relatedly, PLCg1 

interruption may affect EGR1 expression itself. PLCg1 manipulation has been shown to affect 

IEG expression in vitro, although individual studies draw opposite conclusions on the effect’s 

direction145,146. Testing with a non IEG-mediated assay is necessary to disprove the possibility 

that PLCg1 is disrupting EGR1 directly. PLCg1 interacts with hormone receptors, including 

RTKs and select GPCRs79,147, to generate DAG and IP3. VSNs express many hormone receptors, 

including several RTKs65,124 (Figure 1.29c-d) - PLCg1 signaling may occur with non-VR 

receptors or RTKs, which would be missed in our EGR1 assay. One intriguing candidate is 

insulin receptor, which is expressed in >30% of VSNs and signals through the PLCgs148. While 

our results suggest that PLCg1’s role is more fundamental, further tests are needed to exclude this 

possibility.  

PLCe1 is unique in its ability to act as both a primary and a secondary PLC108 and can be 

activated by G-proteins81,82,84. However, our data suggests that PLCe1 does not play a signaling 

role in the VNO, though this may be due to technical factors. As a secondary PLC, PLCe1 can 

operate downstream of many signaling cascades and so allow crosstalk between various signaling 

paths80-84. In one study, PLCb knockdown in fibroblasts deterred initial IP3 creation after receptor 

activation (<30 seconds), while PLCe1 knockdown in the same cells affected prolonged IP3 

creation (up to 60 minutes)109. PLCe1 could play a similar role in VSNs, operating downstream 

of another signal transducer to change the intensity or duration of signals, although we note that 

PLCe1 is expressed alone in some cells (Figure 1.15d). PLCe1 can also function as a guanine-

exchange factor (GEF), activating small GTPase pathways downstream of receptor activation80,81. 
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Small GTPase cascades are typically associated with neural growth and differentiation149, which 

is unlikely given that PLCe1 is specific to mature VSNs (personal observation). Still, PLCe1 may 

signal through a small GTPase cascade not associated with growth. Finally, PLCe1 functions 

downstream of several hormone receptors including the beta-adrenergic receptor119, which is 

expressed in total VNO102. As with PLCg1, experimentation is needed to evaluate the possible 

roles for PLCe1 hypothesized above. 

PLC patterning mechanisms  

 PLC subtypes form a striking spatial bias in VNO across VR families and stimuli types. 

While the potential use of this patterning has been previously discussed (see “The utility of 

primary signaling PLCs”), how this patterning occurs is unknown. As mentioned above, 

expression patterns do not correlate with genetic location or PLC subtype72, suggesting a more 

complex mechanism. A logical hypothesis is that PLCs are patterned by a similar mechanism as 

Gnai2/ Gnao1 VSN groups. How the V1R/V2R split occurs largely remains a mystery, though 

several key transcription factors have been identified50. Analysis of PLC patterning in relevant 

transcription factor knockout mice would provide critical clues. However, as PLC patterning goes 

beyond the V1R/V2R split, more than these known TFs would likely be involved. MicroRNAs 

are another potential culprit - these small noncoding RNAs have been shown to affect main 

olfactory development150-151, though effects in mature OSNs or immature/mature VSNs have not 

been reported150.  

Revising the sensory signaling model 

The data presented represents a substantial revision of traditional “receptor-centric” 

sensory signaling model1. Is this a VNO-specific departure? Knockout analyses suggest this, 

given that removal of one signal transducer can quiet large swathes of each modality2-7. Yet, it 

remains possible that unknown alternate signal transduction pathways exist in other senses - 



46  

whatever utility multiple signal transduction pathways confer to VSNs would likely apply to all 

senses. Interestingly, though variation in the primary signaling ADCY is largely absent in OSNs 

(Figure 15a,c), PLC signaling has been shown to modulate ADCY-dependent odorant responses 

in OSNs152-154. Indeed, many of the same PLC subtypes shown here are expressed in OSNs, and 

with similarly discrete expression (data not shown). However, studies do not address the scope of 

PLC modulation in OSNs, so further testing is required.   

Conversely, one could argue that the VNO has always been unique. Unlike other sensory 

systems, the purpose of the VNO has never been clear155. The MOE has a similar role and a 

variety of social and olfactory-reliant species use only an MOE, calling into question the VNO’s 

utility. Multiple signal transduction cascades and the functions this heterogeneity confers could 

be a key distinction between the VNO and the MOE. Determining the utility of signal 

transduction variation, then, may be of critical importance to understand the evolutionary origins 

of the vomeronasal system.   
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MATERIALS AND METHODS 

Mice 
All mice were c57BL/6J, 8-16 weeks, and males unless otherwise specified. For stimuli 

exposure, mice were group-housed until the time of exposure. For artificial sulfated steroid 

exposure, animals were single-housed for five days before exposure. Age-matched mice were 

used when possible, and mice within one experiment were always born within two weeks of each 

other. When possible, littermate controls were used. All genetic mouse lines used were of 

c57BL/6J background. The genetic lines for PLCb2KO99 (#018016), PLCb3KO113 (#109023), 

PLCb4KO114 (#019024) and OMP-GFP100 (#006667) mice were obtained from Jax laboratories. 

PLCe1KO121 mice were kindly donated by Dr. Alan Smrcka and were tested in his laboratory. 

PLCg1-Flox123 mice were kindly donated by Dr. Florian Heidel and were crossed to OMP-Cre 

mice156 from Jax (#006668) for olfactory-specific knockout.  

Estrus staging 

All adult female mice used (Figure 1.10d, 1.24c, 1.25, 1.26; half of each of these datasets 

were generated from female mice) were staged prior to stimulus exposure to assure equal internal 

state. In order to stage mice, females were lightly scruffed and subjected to vaginal lavage as 

previously described65,139. Estrus stage was determined as previously described. Females were 

assayed over four days to ensure proper cycling before use. Staging was done at least four hours 

before odor exposure to avoid staging-generated stress. Mice were always taken in estrus to avoid 

the reported diestrus-specific deficits in pheromone sensation65. 

Stimulus Exposure 

All exposures occurred in one of two clean, quiet locations, one for conspecific stimuli 

and one for predator stimuli. Counters were washed with 70% ethanol and a deodorizer before 

stimulus exposure. Only three animals were exposed at a time, and all exposure groups were 
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exposed to the same stimulus. Gloves are changed between each mouse exposure. Exposures 

were staggered by ten minutes each to allow for dissection time. Mice are exposed for 40 total 

minutes before euthanasia and VNO dissection (see “Tissue Collection”). All mice were assayed 

between 6pm-12am on a regular light cycle.  

Prior to exposure, mice were transferred into a fresh cage and habituated for 120 minutes. 

For mouse bedding and stimulus mix exposures, mice were transferred to a stimulus-lined cage. 

For all other stimuli, exposure occurred in the habituation cage. For blood, mouse urine, S.S. 

Mix, S.A.E mix, and B.A. Mix, mice were exposed by pipetting liquid stimuli onto a clean 1’ by 

1’ blotting paper that was placed into the cage for exposure. Animals were observed from across 

the room until the mouse nose had contacted the stimulus or bedding for at least three seconds, at 

which point the exposure period began. For stimuli mix exposure, stimuli were presented in a 

pseudorandomized order (conspecific before predator) to ensure proper sampling. 

In order to control for potential differences in baseline exploration, PLCb3KO and 

PLCe1KO functional experiments were performed by nasally-injecting experimental animals. 

Mice were habituated to handling and nasal injection for five days prior to experiments. Nasal 

injection was performed by scruffing and dotting 5µL of liquid on each nostril (PBS for 

habituation, stimulus for experiments). On the day of experimentation, mice were scruffed and 

5µL of stimulus was dotted onto each nostril. Nasal injection was always completed within 90 

seconds of scruffing. Exposure time started as soon as stimuli were applied to both nostrils. 

Individual stimulus aliquots were used to avoid contamination between animals. PLCb4 mutant 

mouse exposure was done in pups (P10-P20), as PLCb4 mice occasionally fail to thrive114. 
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Stimuli 

For all solutions other than mouse urine, 50µL was used for blotting paper exposure and 

10µL was used for nasal-injection exposure. For mouse urine, 100µL was used per exposure. For 

solid stimuli, mice were exposed to 50mL of predator stimuli (rat bedding, cat fur, and lizard 

bedding) or 200mL (mouse bedding). For snakeskin, one 3’ by 3’ square was used. For ferret 

bedding, one corner of a ferret’s soiled blanket was used. For owl pellet, one pellet was used. For 

pup, one mouse P3-P8 was used, and was removed once pups signaled distress. All predator 

stimuli were used within one week of collection. Blood, mouse bedding, and urine were collected 

within one hour of exposure. Sulfated steroid and bile acid mixes were created fresh from powder 

on the day of assaying. Stimulus mix consisted of rat bedding, lizard bedding, cat fur, snakeskin, 

male mouse bedding, female mouse bedding, B.A. Mix, S.S. Mix, and blood. All non-pup stimuli 

were stored at 4°C until 30 minutes before exposure to ensure volatile movement.  

Mouse urine was collected and combined from three 2–4-month-old Balb/C animals from 

multiple cages. HMW and LMW urine fractions were generated from total male urine as 

previously published65; LMW flowthrough was used undiluted, while HMW was diluted to a 

20mg/mL concentration. Mouse bedding including fecal and urine samples was collected from 

two strains (c57BL/6J and Balb/C) of the desired sex after at least three days of soiling. Blood 

stimuli was collected from at least three freshly-euthanized P3-P8 pups. Corn snakeskin was 

collected from a local pet store and sliced into 3’ by 3’ squares. Owl pellets were purchased from 

Amazon.com (https://tinyurl.com/BarnOwlPellet). Cat fur was collected from the neck and body 

of cats owned by either Stowers lab members (Jingyi Chen, initial experiments) or neighboring 

lab members (Ardem Patapoutian, final experiments). Rat bedding including fecal and urine 

samples was collected from soiled male Sprague Daley rat cages after at least three days of 

soiling. Lizard bedding including fecal and urine samples was collected from a blue tegu in a 
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local pet store, and any mouse remains were tossed before use. Ferret bedding stimuli was 

donated by a local ferret owner (CLIFFnotes@legalizeferrets.com) and consisted of blankets 

slept on by ferrets for at least three days. For sulfated steroid mix exposure, five sulfated steroids 

(Steraloids) representing different hormone groups were combined (E0893, E2473, Q1570, 

Q5545, A7864). For sulfated androgen estrogen mix, E0893 and A7864 were combined. Sulfated 

steroids were mixed together in PBS and used at 40µM. For bile acid mix (Sigma Aldrich), four 

bile acids (CDCA, DCA, CA, LA) were mixed in a 100µM 1:1000 MeOH-PBS solution, as 

previously described38.  

Tissue Collection and Preparation Cutting 

Mouse were euthanized 40 minutes after stimulus exposure using isoflurane. VNOs were 

dissected and placed in cold 1x RNAse-free PBS. VNOs were quickly removed from cartilage 

and frozen in OCT by placing into an ethanol and dry ice slurry, then put into -80°C for storage. 

VNO tissue was sliced on a cryostat at 16µM, with 1-3 VNOs on each slide. Slices were taken 

from the medial VNO across 5-7 slides, were taken in series, and were taken with 10-15 slices 

per VNO per slide. For functional experiments, each slide contained at least one wildtype and 

one mutant VNO. Tissue was stained within one year of slicing. 

FISH Staining (RNAscope) 

In situ hybridization was done using the RNAscope157 Multiplex v2 kit. The standard 

ACD protocol was followed with certain VNO-specific modifications. Briefly, VNO slides were 

placed directly into fresh, chilled 4% PFA (EMS) in 1x PBS (Gibco) for 15 minutes, followed by 

3x PBS wash. VNO slides were then dehydrated in 50% EtOH, 70% EtOH, and 100% EtOH for 

only two minutes each to avoid background. Slides were treated with H202 at room temperature 

for ten minutes followed by washing. Slides were then treated with Protease IV for five minutes 

followed by washing – VNO ISH does not typically require protease digestion18 -  and probe 
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mixes were placed on slides. Each slide was covered with 300µL of probe mix. PLC probes were 

diluted to 1:3 of suggested amount while non-PLC probes were diluted to suggested amount (this 

decreases background while not affecting signal, Figure 1.31). All tissues were washed 3x in 

wash buffer after each step. Tissues were treated with separately purchased DAPI (Sigma 

Aldrich) for five minutes, after which slides were rinsed with H20 and mounted with Prolong 

Diamond Antifade Mountant (ThermoFisher). Slides were stored in 4°C and imaged within three 

weeks. For assays using more than three channels, a modified version of the ACD RNAscope 

Hiplex kit was used. All pretreatment modifications were retained for VNO slides, and the 

standard protocol was followed after pretreatment. After fluorophore mix was applied, 

autofluorescence quencher (Vector Labs) was used as directed to reduce background. Slides were 

imaged within 24 hours of each round’s completion. 

Figure 1.31. Probe dilution can be done to remove noise yet retain signal. 
a, Quantification of the amount of target+ puncta are captured with different puncta dilutions. b, Quantification of 
the amount of probe information within 1µM of the nucleus with different probe dilutions. Each circle represents one 
ROI. 
 
RNAscope probes 

 Probes were tested in positive control tissues before use (Figure 1.32), with the exception  
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of already-validated VNO targets (OMP, Gnao1, Gnai2, VRs, EGR1, PLCb2) and those not in 

brain (PLCe1 and PLCL2); positive control tissues were assessed by eye and compared to Allen 

Brain Atlas ISH images120. For EGR1, the probe used was designed to target VSN-specific EGR1 

transcripts, using data from RNAseq for design. For knockout experiments, PLC probes were 

redesigned to avoid the interrupted mRNA region and so allow PLC transcript assay in mutant 

mice. All PLC probes used hit all known functional splice variants of the PLC subtype in 

question.              

Figure 1.32. PLC Probe controls. 
Positive controls for the PLC probes used in this study. All controls were tested in cerebellum, except for PLCL1 
with was tested in hypothalamus.  
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Imaging 

All slides were imaged using a Nikon A1 Confocal Microscope. Quantified images were 

taken with a 40x oil objective, and certain visual representations and EGR1 pilot studies were 

taken with a 20x air objective. Images with z-stacks were taken with a .5µM step size and with 

laser power below 5%. Laser power, gain and offset was adjusted as little as possible between 

images, with adjustments made to attain a similar LUT distribution (2-5 oversaturated pixels 

within the VSN layer). Lasers were stacked to speed up imaging, with the 405 and 568 channels 

stacked and the 488 and 647 channels stacked; at the laser power used, no bleed-through was 

detected. Hiplex images were manually adjusted along the XY axis to align with the region of 

previous imaging rounds. 

Image Quantification 

 Pilot EGR1 experiments were quantified by eye and used a personally-generated 

approximation of 20x cell count to obtain percentage of EGR1+ cells (600 cells per slice). All 

other experiments were quantified using IMARIS Quantification (version2.1.1). To quantify 40x 

images in IMARIS, the Cell or Surface tool was used to create cell masks, with cells always 

remaining between 200-500 in the IMARIS-generated “Quality” metric. The cell mask was either 

1) edited entirely and manually (total PLC abundance, OMP overlap, Gnao1 overlap) or 2) 

target+ cells were visually identified, edited manually, and all target- cells were deleted (EGR1+ 

data). For both types of masks, lamina propria and blood cells were identified by morphology and 

removed (Figure 1.33). Target-positive puncta were generated using the Spots tool and the 

computer’s automatic Quality parameter, except when Quality was not between 100-400 

(personal observations indicate that thresholds outside of this range represented inaccurate 

assessment). The Distance Transformation Matlab extension was used to filter out spots greater 

than 1µM from a cell nucleus, which captured >80% of data (Figure 1.34). The Vesicle Outside 
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Cell Matlab extension was used to assign the filtered puncta to their closest cells. Puncta within 

1µM of each cell were counted, and cells with puncta numbers past the pre-determined, target-

specific “cutoff” were deemed as target-positive cells.  

Figure 1.33 – Morphology can be used to identify VSNs.  
A 40x image of the VNO sensory epithelium stained with DAPI (left) or DAPI and OMP (right) using FISH. Boxes 
circle different cell types, which include: 1) mature VSNs, 2) epithelial cells, 3) lamina propria cells, 4) sustentacular 
cells. Note that only #1 overlapped with OMP, confirming it as shows sensory neuron. Also note that cells can be 
easily distinguished based on morphology and nuclei number.  

Figure 1.34. Most data captured within 1µM from cell nucleus. 
Quantification of the amount of target+ puncta are captured within certain distances from the cell. Note that over 
80% of information is captured within 1µM of the cell across three target types. Each circle represents one ROI. 
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Puncta cutoffs were generated to minimize false negatives where possible. The PLC puncta 

cutoff chosen was five, as it best matched existing RNAseq data (personal observation). Note that 

changing the cutoff does not change underlying conclusions of abundance groups or Gnao1 

overlap (personal observation). The Gnao1 cutoff used was ten. This cutoff was chosen based on 

visual comparison of staining to puncta coverage. The OMP and Gnai2 cutoff was five. This is 

due to: 1) strong signals decreasing the quantifiable, punctate nature of the data, and 2) this 

staining partially fell outside of the nucleus (personal observation). The EGR1 cutoff used was at 

eight. This cutoff was chosen based on matching stimuli to previously published EGR1 

staining18. 

 To determine percentages of target+ cells within VNO slices, the number of target+ cells 

was generated from ROI volume. Volume included only VSNs and was converted into an 

approximation of VSN number per ROI by dividing cell volume by 524, based on the observation 

that VSN diameters average 10µM in IMARIS (Figure 1.35). To assess puncta number per slice, 

puncta within 3µM of VSNs were counted, normalized to the area, and multiplied by 1000. To 

make representative cell masks, cell masks were created and cut, and cells positive for an 

individual target were pseudo-colored.  

Figure 1.35. Diameters of vomeronasal sensory neurons in IMARIS. 
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Dataset Creation and Statistics 

For every dataset, at least three animals were used per group, with at least seven ROIs 

taken from five slices in each animal, as done in previous publications18,134. For PLC abundance 

data, at least 1000 total VSNs were assayed per subtype. For Gnao1-PLC, at least 100 PLC+ 

cells were used per subtype were used. For EGR1-PLC data, at least 50 EGR1+ cells were used 

per mouse, stimulus, and PLC type. All data is represented as mean +/- standard error of mean 

(S.E.M.) unless otherwise stated. All statistics were completed using GraphPad Prism 6.0 

software. Unless otherwise stated, the Shapiro-Wilkinson normality test was used to determine 

the nature of the data's distribution. For normally-distributed comparisons, a student's t-test (2 

groups) or one-way ANOVA (3 groups) was used to evaluate significance. For non-normally 

distributed comparisons, the non-parametric Mann-Whitney U test (2 groups) or Kruskal-Wallis 

test (3 groups) was used to evaluate significance. For Gnao1-PLC data in Figure 1.18, Wilcoxon-

Rank test were used to evaluate significance. For the z-score assessment of PLC groups, the z-

score was between each datapoint (ROI) and group mean was generated using mean and standard 

deviation, then averaged for each PLC subtype combination.  

FACs and PCR  

To isolate mature VSNs, three groups of three 10-week-old male and female mice OMP-

GFP heterozygous mice had VNOs dissociated as previously described158. Briefly, VNOs were 

removed from cartilage in chilled RNAse-free 1x PBS, then incubated in pre-heated papain 

(Worthington Biochemical) and minced for five minutes. VNOs were digested for ten minutes 

with trituration every five minutes. DNAseI (Roche) and 10% DMEM-FBS (Gibco) was added to 

stop digestion. The solution was added to a Optiprep density column (Sigma-Aldrich) and spun 

for 15 minutes. The cell suspension was washed in 10% DMEM-FBS and filtered through a cell 
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strainer tube (Fisher Scientific). Cell suspensions were stained in DAPI (Sigma Aldrich) and 

DRAQ5 (ThermoFisher) prior to sorting.  

Cell suspensions were sorted in an MoFlo Astrios EQ (Beckman Coulter). Gates were set 

to eliminate doublets (forward- and side-scatter), dead cells (DAPI+ events), and debris 

(DRAQ5- events). The GFP gate was set as previously described105. Over 10000 GFP+ cells 

were sorted into Trizol (ThermoFisher). RNA was extracted using an RNA Microprep Kit (Zymo 

Research) and cDNA was created using SuperscriptIII (ThermoFisher). The OMP+ samples were 

PCR’ed for PLC subtypes and controls using Dreamtaq (ThermoFisher) and designed primers 

(IDT) created using primerBLAST159. Products were run on a 2% TAE gel for two hours at 100 

volts. Controls were run to assess cleanness of sample and probe robustness (Figure 1.36). 

Figure 1.36. Controls for VSN-specific PLC PCR. 
a, Assessment of GFP+ and GFP- samples with known VNO cell-type markers. Note that GFP+ cells are only 
positive for mVSN markers. b, Replicates for all PLCs run through Figure 1.12a. Each replicate is a composite of 
three animals, with Figure 1.12a is a composite of all nine animals. c, Positive controls for all PLC primers, run with 
total VNO cDNA. d, Negative controls for all PLC primers, run with no cDNA.  
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RNA Sequencing 

All datasets were converted into CPM for use. For bulk datasets, raw bulk RNAseq 

datasets were downloaded from publications102,103. For deep single cell RNAseq datasets, 

published104-106,160 and unpublished datasets were combined for OSNs and VSNs. For scVSNs, 

the HPC cluster at Scripps Research Institute – La Jolla was used to quality check fastq files 

(FastQC161), align sequences to the GRCm38 genome (STAR 2.3162), and count sequences 

(HTseq163). OSNs and VSNs were combined into individual datasets using the Rstudio164 

package ComBat165. VSNs were filtered through a quality control process as was previously 

described160, and cells expressing blood markers, lamina propria markers, sustentacular cell 

markers or immature cell markers were removed. All cells used had at least a one million read 

depth and >75% reads uniquely-mapped. For shallow single cell RNAseq datasets, a single-cell 

VNO dataset was generated by dissociating VSNs as previously described (“FACs and PCR”) 

and using 10x Chromium Single Cell v2 kit166. Cells were run on a NextSeq2000 (Illumina) and 

analyzed using the Cell Ranger v2 Pipeline167. 

 Shallow scVSN datasets were mapped using Loupe Cell Browser v5168. Deep scVSN data 

was analyzed for PLC and HR expression using cutoffs of 50CPM and 200CPM, respectively – 

these cutoffs were generated by constructing a cumulative frequency chart of gene expression 

across cells using R Studio’s diptest package178 to establish the cutoff between the two bimodal 

peaks (an “on” peak and an “off” peak). The list of candidate hormone receptors was analyzed 

using three criteria: 1) high mean and high variance, 2) visual inspection of bimodality, 3) diptest 

package assessment of bimodality. Hormone receptors had to be positive for at least two of these 

three criteria to be considered a candidate. 
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qPCR 

VNOs from wildtype and mutant mice were dissected, homogenized (Qiashredder, 

Qiagen), and placed into Trizol (ThermoFisher). RNA was extracted using an RNA Microprep 

Kit (Zymo Research) and cDNA was created using SuperscriptIII (ThermoFisher). Samples were 

qPCR’ed using SYBR Green/ROX mix (ThermoFisher) and designed primers (IDT) created 

using primerBLAST169. Results were normalized to ActB and quantified using the delta-delta CT 

method. 

Chapter 1, in part, is a reprint of material that is currently being prepared for publication. 

Koblesky, Norah; Patel, Kushagra; Fodoulian, Léon; Rodriguez, Ivan, Stowers, Lisa. “The 

Vomeronasal System Signals through Multiple Stimuli-Specific Signal Transduction Cascades”. 

The dissertation author was the primary investigator and author of this paper.  

Chapter 1, in part, contains unpublished material. Koblesky, Norah; Smrcka, Alan; 

Heidel, Florian; Matsunami, Hiroaki; Chien, Mingshan; Stowers, Lisa. Chapter 1. “The 

Vomeronasal System Signals through Multiple Stimuli-Specific Signal Transduction Cascades”. 

The dissertation author was the primary investigator and author of this paper.  
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CHAPTER 2 – Sources of Variation in Innate Olfactory Valence Tests 

INTRODUCTION 

Animals continuously process incoming olfactory stimuli to identify odorants, yet how 

the brain decodes this sensory information is a mystery. To understand how this occurs, 

researchers must learn what information is being extracted from incoming signals, and so need to 

find characteristics that differentiate odorants from each other. In other senses, this is typically a 

physical aspect of the stimulus that varies on a continuum, such as sound frequency or light 

wavelength1. No such linear aspect has been found in odorants. As olfaction is a chemical sense, 

one nonlinear yet potentially-defining attribute is odorant chemical structure. Attempts to 

organize odorants by chemical structure have had mixed results as such attributes have not 

historically correlated with odorant strength or quality2-4, though recent breakthroughs have 

linked odorant structure relationships to brain activity patterns5,6. Odorants can be grouped by 

nonlinear percept descriptions in humans (e.g. fishy versus fruity odorants)7,8, yet these verbal 

classifications are not attainable in animal research. In order to study olfactory classifications in 

animal models such as mice, researchers must use behavioral tests to assess animal reactions to 

odorants. Animal studies have found a potentially-useful dimension to olfactory stimuli: innate 

odorant valence. 

In psychology, valence defines “likeability”, with positive valence signifying 

attractiveness and negative valence signifying aversiveness9. Behavioral tests have converted 

valence into a measurable attribute based on the simple hypothesis that animals move towards 

something they like and move away from something they do not like10. These tests have been 

successfully used to study many aspects of behaviors, such as drug-seeking10,11. These tests are 

also used to study innate olfactory responses - animals display innate attraction to conspecific 

odors and food, and innate aversion to predator odors and rot12,13,18,20-26. Odorant valence research 
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has identified certain stimuli which cause innate responses and an olfaction-responsive 

amygdalar region (CoA) that may mediate such responses14-17. Further, some suggest valence is 

topographically-mapped onto the olfactory bulb18 and the CoA16,17, though research on the latter 

point is inconsistent19. However, tests beyond a small pool of strong, well-studied stimuli are 

rare12,13,18,20-25, and it is not yet clear whether innate responses can be elicited outside this 

specific, ethologically-relevant stimulus pool. Assaying innate responses across many odorants is 

essential to understand if innate valence is a linear quality shared by all odorants or a categorical 

one shared by few.  

One roadblock to large scale olfactory valence screens is reliance on troublesome assays. 

While conceptually simple, innate olfactory valence tests are low-throughput, taking anywhere 

from three and twenty-five minutes per animal18,20-25. Tests also have several inherent issues, as 

they lack methods of stimulus control and require potentially-stressful human-interaction. Assays 

are not standardized, with aspects including assay time, apparatus, and analysis varying between 

studies – this variability makes inter-study comparison of results difficult and use of such assays 

for discovery questionable. It is not yet known whether and how variation in apparatus, assay, or 

analysis affect measured innate olfactory valence. Two groups have attempted improvements 

upon the typical innate olfactory valence apparatus and assay17,26, providing an opportunity to 

study how varying test attributes can affect results and ultimate conclusions. 

In order to determine the extent to which variations in apparatuses, assays, and analyses 

change the measured innate responses to olfactory stimuli, we tested an odorant panel of known    

valence in a typical two-choice test as well as two improved assays. Inter-assay comparison 

revealed inconsistent differences in valence strength, temporal dynamics, and valence conclusion, 

indicating that assay and apparatus affect data. Data was also highly variable within and between 

assays, and this variability was not explained by any extracted measure of mouse behavior. Raw 
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data did not reflect the processed data’s conclusions, suggesting that data requires processing to 

achieve significance. Raw data also revealed that behavioral differences occur over minutes and 

that attractive and aversive odors elicit similar initial responses, despite the expectation that 

innate responses occur rapidly. Overall, this data suggests that current innate olfactory valence 

tests are not robust enough to be used for exploration, and that the position-as-response 

assumption these tests rely on is flawed – tests must be redesigned and standardized to capture 

informative data on immediate odorant responses. 
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RESULTS 

2.1  Olfactory valence strength and sign varies with assay and apparatus  

A troubling aspect of innate olfactory valence research is the absence of apparatus and 

assay standardization. Given the field’s lack of standardization, one would hypothesize that 

innate olfactory valence measures are minimally impacted by testing variation, yet this has not 

been confirmed. In order to assess the extent to which innate valence test variation changes 

measured responses to olfactory stimuli, we assayed the same odors with a typical valence test as 

well as two attempted improvements17,26. To represent commonly-used valence assays, a 

modified version of the usual olfactory valence test was used (hereafter “Two-Choice”) (Figure 

2.1a). Aspects from previously-published assays were kept while minimizing odorant diffusion 

by maximally enclosing compartments and providing a slight vacuum pull. In the Two-Choice 

test, mice were placed in the test chamber for a 15-minute habituation period followed by a 10-

minute odor-exposure test using odorant and water control. We also tested two new olfactory 

assays which attempt to control odorant diffusion. The first assays mice in an open, symmetrical 

four-quadrant chamber where air is pumped into each quadrant; odorant is isolated to one 

quadrant by an “air curtain” created by balanced airflow in and vacuum pull out of the chamber 

(hereafter “Four-Quadrant test”) (Figure 2.1c). In the Four-Quadrant test, mice were habituated 

in the test chamber for 15 minutes followed by a 15-minute odor-exposure test. The second new 

assay uses a small plexiglass box with airflow in through a nose cone and out a vacuum port on 

the opposite wall; a pre-defined computer program delivers odors without human interaction, and 

mouse investigation is assayed by detecting nose pokes into the nose cone via beam break 

(hereafter “PROBES”26) (Figure 2.1e). Mice were habituated in the test chamber for 15 minutes, 

followed by a 15-minute odorant test. Mice exhibited expected responses to strong positive 



79 
 

controls and no response to control in all three tests (Figure 2.1b,d,f), indicating that all were 

functional in our hands. 

Figure 2.1. Tests used for innate olfactory valence comparison. 
a, Schematic for Two-Choice test. b, Positive (left, middle) and negative (right) controls for Two-Choice apparatus. 
c, Schematic for Four-Quadrant test. d, Positive (left, middle) and negative (right) controls for Four-Quadrant 
apparatus. e, Schematic for PROBES test. f, Positive (left, middle) and negative (right) controls for PROBES 
apparatus. 
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To compare measured valences within the Two-Choice, Four-Quadrant, and PROBES 

tests, we used an odor/odorant (hereafter odorant) panel containing six well-studied odorants for 

which valence has been established, including three attractive stimuli (2-phenylethanol17,20, 

female urine18,26,27, peanut oil17,18) and three aversive stimuli (2-methylbutyric acid18,20,26, 

isopentylamine17,18,20,23, TMT17,18,20,28,29) (Table 2.1). We tested all odorants at a previously-cited 

low dose17 (1µL pure) and a high dose determined by publication18,20,23,26-29 or dose-response 

curve when necessary (5, 20 or 50µL, data not shown) in order to unveil any dose-dependent 

effects. One roadblock to inter-assay comparison is variation between analyses; to allow for 

direct comparison between all tests, we converted all assays to one standardized formula (see 

Methods).  

Table 2.1. Odorants used in innate olfactory valence comparison. 
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Lack of standardization suggests that varying ones methods does not markedly affect 

acquired data. Direct inter-assay comparison of measured odorant responses shows substantial 

differences in response strength at matched doses (Figure 2.2a), indicating that the apparatus and 

test choice does have a considerable impact on assay outcome. These differences occur in nearly 

all odorant-dose combinations, revealing that the testing methods’ effects are extensive. We see 

that differences across odors are inconsistent, such that one assay does not consistently elicit a 

stronger animal reaction to tested odors, suggesting that data variation is not due to basic test 

effectiveness. Instead, the relationship between assays appears to be odor-dependent, such that 

certain odors have a more robust effect in the Two-Choice test (ISO) while others are more 

robust in the Four-Quadrant test (2PE, PO, 2MB, TMT) or the PROBES test (FU) (Figure 2.2a-

b). The inter-assay differences are largely consistent between doses, indicating that data effects 

are not random but instead involve specific properties of each odorant. Interestingly, an 

unexpected attraction is seen to 2MB in the Four-Quadrant assay and low-dose ISO in the 

PROBES assay (Figure 2.2a-b), indicating that apparatus and assay choice can affect both data 

strength and odorant valence conclusions (Figure 2.2c). Altogether, inter-assay comparison 

reveals that assay and apparatus can change strength and sign of innate odorant valence results, 

and that lack of standardization currently makes inter-study comparison not feasible. 
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Figure 2.2. Innate olfactory valence results and conclusions change across apparatuses. 
a, Comparison between odorant valences to matching odorants and doses in Four-Quadrant, Two-Choice, and 
PROBES tests. Kruskal-Wallis test, n=6-8. Significant p-values are as follows: Low Dose - 2MB (Two-Choice 
versus Four-Quadrant, p=.010; Two-Choice versus PROBES, p=.007). High Dose - 2MB (Two-Choice versus Four-
Quadrant, p<.0001; Four-Quadrant versus PROBES, p=.025, Two-Choice versus PROBES, p<.0001); ISO (Two-
Choice versus Four-Quadrant, p=.009; Two-Choice versus PROBES, p<.0001); TMT (Two-Choice versus Four-
Quadrant, p=.033; Four-Quadrant versus PROBES, p=.0008). b, Summary of A for Two-Choice and Four-Quadrant 
apparatuses. c, Conclusions from A, compared to published literature. Each symbol represents +/- 20 Performance 
Index. 
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2.2 Olfactory valence temporal dynamics vary with assay and apparatus  
 

Another difference between olfactory valence tests is assay length, which can span from 

three to over twenty minutes long. Indeed, the Two-Choice, Four-Quadrant, and PROBES test 

times range widely (ten, fifteen, and less than five minutes, respectively). As mouse reactions to 

odorants likely change over time, perhaps the variability between assays is driven by test length 

differences. If so, we would expect to see similar response trajectories between tests even if their 

end results diverge. In order to compare the temporal dynamics of valence across tests, all 

assays’ data were re-analyzed to visualize behavior in one-minute-or-less increments (see 

Methods). For each ~minute, all mice within one odorant/apparatus group were assessed as being 

in the odorant quadrant more or less than chance, and the number of mice in the quadrant more 

than chance was used to calculate that odor, apparatus, and ~minute’s “percentage different from 

chance” value (Figure 2.3a). Two-Choice and Four-Quadrant tests for high dose odorants were 

plotted together as they had more similar assay length (Figure 2.3b), and the short PROBES test 

was plotted individually and compared to the other tests visually (Figure 2.3c). Temporal 

dynamics were largely inconsistent between all assays, suggesting that valence differences did 

not stem from disparate assay lengths. For example, ISO elicited a slowly-decaying attraction in 

the Four-Quadrant test yet a sustained avoidance in the Two-Choice test. TMT elicited an initial 

and belated attraction in the Two-Choice test, whereas the Four-Quadrant test revealed slight 

initial attraction then consistent avoidance. Interestingly, 2MB showed similar, mirrored 

temporal dynamics between the Four-Quadrant and Two-Choice tests despite showing inverse 

valences (Figure 2.3b), and PROBES showed different 2MB temporal dynamics than the Four-

Quadrant test despite having the same conclusion (Figure 2.3c). Certain odorants such as female 

urine did not show temporal differences between tests (Figure 2.3b-c), indicating that temporal 
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inconsistencies are not ubiquitous but instead are odorant-specific. Overall, inter-assay 

comparison shows that assay length differences do not explain disparate valence strengths and 

conclusions between tests – instead, comparison reveals temporal dynamics as another source of 

inter-assay variation.  
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Figure 2.3. Innate olfactory valence temporal dynamics changes across apparatuses. 
a, Example of how temporal dynamics are condensed into one metric. For each apparatus, a chance level is set based 
on the size of the assay’s odorant stream and arena. The percentage of mice over that cutoff is then converted to a 
percent from chance measure based on the behavior of the whole experimental group. b, Temporal dynamics for 
Four-Quadrant and Two-Choice assays’ high dose tests are plotted together for the ease of comparison. c, Temporal 
dynamics for PROBES tests at high dose (dark purple) and low dose (light purple). PROBES data is charted alone 
given the test’s unique short length.  
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2.3 Other mouse tracking parameters do not explain mouse valence variability 

Innate olfactory valence behavior is variable, both between and within assays (Figure 

2.2a). This intra-assay variation makes using assays for exploration unlikely as data spread may 

mask any middling or weak valence effect – it also calls into question the robustness of the 

method itself. Identifying the cause or correlating markers of this behavioral spread would 

potentially enable its reduction through early detection of outliers or removal of spread origin. 

Disparate responses are ubiquitous across odors and doses, suggesting that the source is likely 

not situation-specific and instead comes from the animals themselves. To look for possible 

identifying correlates of valence behavior abnormality, several measures were taken from Four-

Quadrant and Two-Choice habituation data and compared to a z-score-like measure of data 

spread, “difference score” (Figure 2.4a, see Methods). Measures tested include latency (time 

taken to initially contact odorant quadrant), habituation spatial bias (strength of attraction for one 

location in apparatus), and a variety of movement-related attributes (e.g., average speed). 

Correlation analysis revealed no significant relationship between any variables and difference 

score, either when data is combined or split by apparatus (Figure 2.4b-d; odorant quadrant spatial 

bias, distance, and percent immobility not shown). However, habituation spatial bias trends 

towards significance, potentially indicating an obscured relationship (Figure 2.4d; See Figure 

2.5). Plotting all variables in principal component space revealed no clustering according to 

difference score value (Figure 2.4e, left) or direction (Figure 2.4e, right), suggesting that 

combining measures was not more informative. No easily-measurable metric correlates with 

odorant response variability, so more powerful forms of analysis will be needed to identify 

sources or correlates of behavioral abnormality. As it stands, assays are too variable to be used 

for substantial discovery. 
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Figure 2.4. Behavioral variability in olfactory valence unexplained by tracking-derived parameters. 
a, Schematic of experiment. Six behavioral variables extracted from habituation or pre-odorant encounter and one 
valence variability measure extracted from odorant exposure trials are cross-correlated to look for relationships 
between animals and experimental outcome. b, Correlation between latency and difference score. Four-Quadrant 
data (top-right, p=.072, R2<.01), Two-Choice data (bottom-right, p=.353, R2<.01), and combined data (left, p=.160, 
R2<.01) is shown. c, Correlation between average speed and difference score. Four-Quadrant data (left, p=.340, 
R2=.011), Two-Choice data (right, p=.522, R2<.01), and combined data (middle, p=.195, R2<.01) is shown. d, 
Correlation between % immobility and difference score. Four-Quadrant data (left, p=.066, R2<.01), Two-Choice 
data (right, p=.271, R2<.01), and combined data (middle, p=.955, R2=.021) is shown. e, Principal Component 
Analysis of habituation parameters, with strength (left) and direction (right) information overlaid onto individual 
points. Strength cutoffs: 0-.25 = “None”, .25-1 = “Mild”, 1-2 = “Moderate”, >2 = “Strong”. Direction cutoffs: <(-
.25) = “Negative”, (-.25) - (+.25) = “None”, >(+.25) = “Positive”.  
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2.4 Spatial bias relationship with odorant valence varies between assays  

An inherent problem with using a location-based valence measure is spatial bias. Many 

factors ranging from stress level30,31 to first point of entry32,33 can influence a mouse’s spatial 

location, so some level of spatial bias is typically unavoidable. As such, the animal’s location 

conveys the combination of at least two types of preference, confounding the measure and 

masking valuable data. In conditioned place preference (CPP), perhaps the most common 

location-based preference assay, it is standard practice to measure spatial bias prior to testing and 

then subtract out bias afterwards10,11,32,33. While there is no consensus about how to handle 

spatial bias in innate olfactory valence behavior, most have adopted some version of the CPP 

method, normalizing by deducting spatial bias from overall behavior18,20-25.  

The Four-Quadrant test employs a different tactic, using a pre-defined cutoff to identify 

animals with low, “acceptable” levels of spatial bias and excluding all animals above the 

threshold17. This method is interesting, as it treats spatial bias not as a subtractable variable but 

as an indicator of behavioral abnormality. If and how spatial bias interacts with olfactory valence 

is not understood. Data from Figure 2.4d suggests a potential relationship between the two 

variables. Interestingly, this relationship appears to be stronger in the Four-Quadrant test, 

suggesting that assay type can affect sources of data abnormality and so drive inter- and intra-

assay variability. Understanding the relationship between assay and behavioral variability is 

essential for strengthening data through proper methods or uncovering insurmountable assay 

issues. To start, we assessed the distribution of spatial bias across apparatuses – habituation 

(odorless) trials were binned for “low”, “medium”, “strong” or “extreme” levels of bias or 

plotted without processing. Spatial bias was not significantly different between apparatuses 

(Figure 2.5a-b), suggesting that its existence is not assay-specific. Spatial bias data appears as 
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one continuous population in both apparatuses (Figure 2.5b) and does not appear to be stronger 

in any one location in the apparatuses, indicating that bias is not occurring from an external 

source (Figure 2.5c). Instead, spatial bias occurs on a continuum and does so similarly across 

apparatuses.  

Is spatial bias a marker of behavioral abnormality in either assay? To assess the 

relationship between spatial bias and odorant valence, bias was plotted against difference score. 

In the Two-Choice assay, spatial bias and difference score are not correlated (Figure 2.5e, 

above), and difference scores are not different between animals above and below the spatial bias 

cutoff (Figure 2.5e, below). In contrast, in the Four-Quadrant apparatus spatial bias and 

difference score are significantly correlated (Figure 2.5d, above), with higher spatial bias leading 

to lower difference scores (Figure 2.5d, below). This suggests that a relationship between spatial 

bias and odorant valence exists, yet it manifests in an apparatus-specific manner. To further 

explore this relationship, data including (“All”) and excluding (“Cut”) animals outside of the 

spatial bias cutoff were compared for each apparatus. A clear decrease in Four-Quadrant valence 

in most odorant categories occurs when including spatially-biased animals (Figure 2.5f), while 

no such trend is seen using Two-Choice animals (data not shown). Including spatially-biased 

animals lowers Four-Quadrant valence while leaving Two-Choice valence largely unaffected 

(Figure 2.5g-h), solidifying spatial bias’s differing significance in each assay. Overall, these 

results reveal that assay choice can affect intra-assay as well as inter-assay variability.  
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Figure 2.5. Relationship between spatial bias and odorant valence varies between assays. 
a-b, For each animal, the strongest spatial bias during habituation is recorded and compared between assays. A 
depicts total data plotted in pie charts. Chi-square test, p=.074. B depicts raw values. Mann-Whitney U Test, p=.908. 
c, For each animal, quadrant identity (top) or strength (bottom) of peak habituation spatial bias is plotted and 
compared within test. Neither percentage (Four-Quadrant: Chi-square test, p=.856; Two-Choice: Binomial Test, 
p=.538) nor binned bias strength (Four-Quadrant: Chi-square test, p=.249; Two-Choice: Chi-square test, p=.422) 
significantly differs between quadrants. d-e, Assessment of apparatus-specific spatial bias-odorant valence 
relationship. Top, correlation between max spatial bias and absolute difference score within each apparatus. Left, 
Four-Quadrant: Spearman’s Rho, R2=.124, p<.0001. Right, Two-Choice: Spearman’s Rho, R2=.075, p=.503. 
Bottom, Comparison of difference scores from low and high spatial bias trials. Left, Four-Quadrant: Mann-Whitney 
U test, p=.031. Right, Two-Choice: Mann-Whitney U test, p=.909. N=149 (Four-Quadrant), 94 (Two-Choice). f, 
Comparison between Four-Quadrant odorant valence determined with and without use of <6.7% spatial bias cutoff 
(“Cut” and “All”, respectively). All groups were compared with unpaired t-tests unless otherwise stated. P-values 
are: Low Dose (Upper) - 2PE (p=.147), FU (p=.154), PO (p=.636), 2MB (p=.723), ISO (p=.798), TMT (p=.840). 
High Dose (Lower) - 2PE (Mann-Whitney U Test, p=.231), FU (p=.357), PO (p=.727), 2MB (p>.999), ISO 
(p=.324), TMT (p=.105). g, Comparison between Two-Choice and Four-Quadrant Assay results, without application 
of a spatial bias cutoff. All groups were compared with unpaired t-tests unless otherwise stated. P-values are: Low 
Dose (Upper) - 2PE (p=.362), FU (p=.005), PO (p=.783), 2MB (p=.011), ISO (p=.054), TMT (p=.283). High Dose 
(Lower) - 2PE (Mann-Whitney U Test, p=.868), FU (p=.123), PO (p=.774), 2MB (p<.0001), ISO (p<.0001), TMT 
(p=.588). h, Summary of valence strength data in G and 2.2a. 
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2.5 Raw investigation time does not reflect inter-odor differences or valence conclusions 

In an optimal behavioral assay, measures should be logical and behavioral differences 

should be readily apparent. However, few labs use raw investigation time to measure odorant 

responses, instead filtering valence results through several normalization steps that turn 

unimpressive raw data into significant differences17,18,20-26. If olfactory valence measures are 

robust, behavioral differences should be apparent within the raw data. Innate olfactory valence 

tests are also quite long, ranging from three to twenty-five minutes18,20-25. Given that innate 

behavioral responses are automatic and do not require memory access12-14, they likely occur 

much more rapidly than the typical valence assay time – we expect that a robust measure should 

reflect the quick nature of innate behavioral responses. In order to determine if raw data reveals 

strong and swift reactions, raw time spent in the Two-Choice or Four-Quadrant odorant chamber 

was compared across odorants for several time cutoffs. Time spans analyzed include short 

cutoffs (30 seconds, one minute), and longer times (three, five, and 12 minutes). Most odorants 

and doses are attractive within the first minute regardless of assay (Figure 2.6a-b, upper), even in 

odorants with reported17,18,20,23,26,28,29 and personally-quantified negative or neutral valence. This 

indicates that valence is not accurately captured in the beginning of odorant response assays, and 

that place preference assay data does not match anticipated innate behavior timing. As tested 

time spans lengthen, investigation times move towards or below baseline (neutral valence) across 

all odorants, with few odors moving significantly below baseline (becoming aversive) (Figure 

2.6a-b, lower). Even at the longest time spans assayed, raw data did not fully capture odorant 

valence in any assay or dose. This indicates that raw investigation time is only able to accurately 

capture the most robust behavioral differences (e.g., female urine), and so data typically requires 

normalization to reach significance. Differences between odorants were also compared to assess 

raw investigation data’s ability to accurately portray inter-odorant relationships (Figure 2.6c-d). 
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Throughout the test, response to nearly every odorant is indistinguishable across dose and assay. 

As in Figure 2.6a-b, only the odorants with the strongest behavioral responses (female urine and 

ISO in the Two-Choice Test; female urine and TMT in the Four-Quadrant test) can be detected, 

further validating that only the most extreme differences can be distinguished using raw 

investigation time. Overall, this data calls into question the validity of the entire position-as-

reaction hypothesis upon which current assays are based. A measure that is heavily variable 

within and between assays, does not function in the expected timeframe, and requires 

transformation to reach significance is not suitable for discovery. Overall, these data suggest that 

another measure is needed to improve upon the flawed one currently in use, and so allow fruitful 

research of innate olfactory valence to continue. 
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Figure 2.6. Raw time does not reflect behavioral differences of innate olfactory valence assays. 
a, Raw time spent in the odorant quadrant in low dose (light orange) and high dose (dark orange) tests of the Two-
Choice assay. Dotted line represents chance value, as determined by the size of quadrant and the length of time 
assayed. values were compared versus this chance percentage by Binomial test. P-values are as follows:  
30 Seconds (upper): Low Dose - 2PE (p=.0007), FU (p=.016), PO (p=.014), 2MB (p=.157), ISO (p=.015), TMT 
(p=.199). High Dose - 2PE (p=.017), FU (p<.0001), PO (p=.0006), 2MB (p=.015), ISO (p=.473), TMT (p=.011). 
One minute (upper middle): Low Dose - 2PE (p=.011), FU (p=.005), PO (p=.003), 2MB (p=.07), ISO (p=.0002), 
TMT (p=.515). High Dose - 2PE (p=.006), FU (p=.0004), PO (p=.0002), 2MB (p=.063), ISO (p=.106), TMT 
(p=.114). Three minutes (lower middle): Low Dose - 2PE (p=.128), FU (p=.0003), PO (p=.049), 2MB (p=.233), ISO 
(p=.009), TMT (p=.196). High Dose - 2PE (p=.030), FU (p=.001), PO (p=.025), 2MB (p=.680), ISO (p<.0001), 
TMT (p=.330). Five minutes (bottom): Low Dose - 2PE (p=.377), FU (p=.0021), PO (p=.807), 2MB (p=.706), ISO 
(p=.158), TMT (p=.085). High Dose - 2PE (p=.291), FU (p=.006), PO (p=.15), 2MB (p=.128), ISO (p<.0001), TMT 
(p=.004). b, Raw time spent in the odorant quadrant in low dose (light blue) and high dose (dark blue) tests of the 
Four-Quadrant assay. Dotted line represents chance value, as determined by the size of quadrant and the length of 
time assayed. values were compared versus this chance percentage by Binomial test. P-values are as follows:  
30 Seconds (upper): Low Dose - 2PE (p=.013), FU (p=.098), PO (p=.360), 2MB (p=.155), ISO (p=.300), TMT 
(p=.240). High Dose - 2PE (p=.120), FU (p=.020), PO (p=.290), 2MB (p=.053), ISO (p=.120), TMT (p=.140). 
One minute (upper middle): Low Dose - 2PE (p=.041), FU (p=.096), PO (p=.809), 2MB (p=.184), ISO (p=.590), 
TMT (p=.360). High Dose - 2PE (p=.116), FU (p=.040), PO (p=.809), 2MB (p=.031), ISO (p=.158), TMT (p=.956). 
Five minutes (lower middle): Low Dose - 2PE (p=.118), FU (p=.016), PO (p=.246), 2MB (p=.030), ISO (p=.239), 
TMT (p=.884). High Dose - 2PE (p=.0003), FU (p=.006), PO (p=.284), 2MB (p=.002), ISO (p=.951), TMT 
(p=.004). Twelve minutes (bottom): Low Dose - 2PE (p=.050), FU (p=.0001), PO (p=.028), 2MB (p=.006), ISO 
(p=.539), TMT (p=.554). High Dose - 2PE (p=.0004), FU (p=.045), PO (p=.156), 2MB (p=.001), ISO (p=.011), 
TMT (p=.0004). c, Condensed low dose (upper) and high dose (lower) raw data for Two-Choice assay. Colors 
indicate odorant (see key in upper right), lines indicate average time spent in odorant quadrant, and grey indicates 
standard deviation of time spent in odorant quadrant. d, Condensed low dose (upper) and high dose (lower) raw data 
for Four-Quadrant assay. Colors indicate odorant (see key in upper right), lines indicate average time spent in 
odorant quadrant, and grey indicates standard deviation of time spent in odorant quadrant. 
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DISCUSSION 

Innate olfactory valence is considered a fundamental attribute of some and perhaps all 

odorants12,13,17,18,20-26, so high-throughput and rigorous assays are needed to assess valence of the 

potentially millions of odorants that exist. Here, we show that the current innate olfactory 

valence assays and the position-as-reaction hypothesis they rely on are inherently flawed. 

Apparatus and test have a substantial effect on resulting data, impacting measured valence 

strength, direction, and time. This indicates that assay and apparatus standardization is critical for 

interpretable olfactory valence data moving forward. Yet, data also showed high intra-assay 

variability despite identical housing, handling, and testing conditions for animals, suggesting 

deeper issues. While behavioral data is often variable, the level seen shows that technical and/or 

biological factors are influencing assay outcome. In all innate olfactory valence assays, effects 

rely on transformation to appear robust and take minutes to appear, further suggesting that how 

researchers assess valence needs to be revised. Indeed, though innate olfactory responses likely 

occur in seconds12-14, mouse investigation of aversive and attractive stimuli remains similar for 

nearly a minute. It must be noted that biological factors such as internal state may also contribute 

to data variability by affecting behavior, odorant perception, or even odorant sensation34-36. 

However, our data shows that technical factors are apparent in innate olfactory assays, and the 

test form itself must be changed before such interfering biological factors and valence as a whole 

can be effectively researched. 

The effects of apparatuses on behavioral assays 

Behavioral apparatus shape and rough size are typically standardized to maximally 

equalize both subject and stimuli, particularly where tests involve free movement. In studies of 

arena shape’s effect on behavior, global changes to shape have been shown to affect both rodent 
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navigation paths37,38 and interaction with objects within the arena39. Arena size can also affect 

animal behavior, with a greater space leading to different, anxiety-based behavior in mice30,31. As 

the innate olfactory valence apparatuses used by the field have unstandardized shapes and sizes, 

this likely contributes to the inter-assay variability we have shown.  

Different arena size and shape likely also affects odorant dynamics. Odorant plume 

movement is turbulent, with one location’s odorant concentration varying between seconds and 

affected by the environment40,41. Though the Four-Quadrant and PROBES setups exert more 

control over odorant application than the traditional Two-Chamber apparatus, odorant movement 

is either not tested (Four-Quadrant17) or tested with only a handful of odorants (PROBES26). 

Further, PROBES odorant tests indicate that odorant dynamics fluctuate with odorant identity, 

even in a controlled environment. Odorant movement throughout arenas and tubing, and the 

contribution of molecular structure to that movement, has been ignored in innate olfactory 

valence studies. Indeed, the ability to visualize odorant plumes was generated merely five years 

ago41 and is currently only used in odorant navigation research41-43. Until innate odorant valence 

studies are willing and able to adopt similar techniques, odorant delivery should be normalized 

as much as possible. This may look like a head-fixed apparatus44 (stressful but structured), or an 

odorant applicator such as an olfactometer (preferred but more complicated)44,45. An additional 

benefit to direct odorant application would be equal and precisely-timed odorant sampling, 

which is impossible to control in all current assay setups aside from PROBES. 

Flaws with the position-as-reaction hypothesis in odorant tests, and potential alternatives 

 The typical innate olfactory valence assay is at least five minutes long and behavioral 

effects take minutes to manifest, raising logical and technical concerns. The deepest flaw with 

innate olfactory valence tests’ long assay times is that they are not on a neural timescale. 
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Olfactory percepts take seconds to generate46-48 as do automatic reactions to stimuli12-14. Why 

would an innate response to an odorant take minutes to manifest? While mouse movement may 

add some seconds to the expected time of a strong response, this cannot account for the 

similarity seen between positively and negatively-valenced odors within one minute of stimulus 

contact. Even if long-term effects are informative, a neural timescale is necessary to 

meaningfully connect odorant valence to olfactory coding. The long time-scale of current 

odorant valence assays suggests that position is not an accurate or fruitful measure. New assays 

with quicker timescales are needed to push such studies forward. Shortening assays may also 

lower data variability, as mice become less active and habituate to odorants over longer periods 

of time49,50. We note that, while place preference assays are not optimal for innate odorant 

valence research, they remain useful for studies of learned behaviors (e.g. drug-seeking)10,32,33. 

 Study of more fine-grained and immediate physical reactions to stimuli, as opposed to 

mere proximity, is now becoming possible and may provide a path forward. Behavioral 

responses such as risk assessment25 and freezing51 have been used to describe ethologically-

relevant pheromonal stimuli in past studies, though this method is subjective. New tools such as 

MoSeq52 allow for unbiased, computer-generated identification of repeated behavioral 

“modules”. In addition, animal body position analysis, which allows for estimation of relative 

limb, torso, head, and tail position, may provide a useful blend of behavioral definitions and 

unbiased methods (e.g., tail position after odorant sampling). One intriguing study allows 

tracking of mouse facial reactions to stimuli54, which are well-known to reflect pain state55 and 

are reported to convey various emotions such as disgust, fear, and pleasure54. If paired with 

controlled odorant application, body and facial expressions may provide better temporal and 

behavioral resolution than former innate olfactory valence measures.  
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 Despite the critical technical concerns described here, the driving question still remains: 

can we use innate olfactory valence to group odorants? The concept of widespread innate 

odorant valence is a hypothesis that is currently being questioned. Odorants that elicit automatic 

and well-documented responses are often pheromone-adjacent, coming from conspecific and 

predator sources12,13,18,20,22-25. It is possible that most odorants do not elicit an automatic 

response, but instead are assigned meaning after interaction. Alternatively, global innate odorant 

valence may be so plastic that measurement is incredibly difficult. Odorant responses in the brain 

are malleable over time56, vary depending on the olfactory context of presentation20,57, and are 

modulated by early-life experience58 - olfactory responses may also be affected by state as seen 

in the pheromone system59,60. To differentiate between these possibilities, we first must find a 

robust assay for future investigation. Generating new methods of assaying responses to odorants 

will be informative and are necessary to understanding how the brain makes sense of the 

olfactory world around us.  
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MATERIALS AND METHODS 

Mice 
All mice were c57BL/6J, 9-11 weeks, and males. Mice were group-housed with a PVC 

tube, handled in and out of tubes for three days prior to testing, and single-housed the day of 

testing. Mice were habituated in the assay room with water bottles and food for three to four 

hours prior to testing. Mice were tested between 6pm-2am. Mice were only tested once in the 

Four-Quadrant and Two-Choice test, to ensure minimal impacts of experience on data. Mice 

were tested multiple times in the PROBES assay, as the assay was extremely brief – these mice 

were additionally habituated to handling and red light between testing days. Between three and 

six mice were tested within a single testing session. All tests were done under red light. Mice 

were transferred into testing arenas by PVC tube to ensure minimal stress. Six to eight mice were 

tested per odorant dose, identity, and assay. 

Odorants 

Odorants and doses were chosen based on previous publications. 2PE, 2MB, and ISO 

were purchased (Sigma) and used within one year. Unrefined, gourmet peanut oil was bought 

from the grocery store and used within one year. TMT of 97% purity was purchased (BioSRQ) 

and stored at 4°C until use. Female urine was collected fresh, combined from three BalbC 

females, and stored on ice until use. Odorant doses are chosen based on previous publications or 

personal dose-response curves (data not shown). Low doses consisted of 1µL for all odorants, 

while high doses consisted of 5µL (TMT), 20µL (PO, ISO, and 2PE), or 50µL (female urine and 

2MB). Odorants were transferred and stored in clean sandwich bags outside of the testing room. 

All odorant vials, pipette tips, and Kimwipes (Kimtech) were double-sealed in sandwich bags 

outside of the testing room after use. Each apparatus was cleaned with 70% ethanol and a 
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deodorizer and flushed with clean air for 15 minutes between experiments. All tests that occurred 

within one day used the same odorant. 

Four-Quadrant Test 

The Four-Quadrant test was built as previously described17 and run as previously 

described with minor modifications. Briefly, mice were placed into the testing apparatus as close 

to the center as possible. Mice were allowed to explore the air-filled chamber for 15 minutes – 

ten minutes of this habituation period was recorded by mounted overhead camera to later assess 

spatial bias. Next, odorant was applied to a Kimwipe (Kimtech Sciences) and placed into an 

odorant vial connected to air flow. Mice were given 15 minutes to explore the chamber, and 

exploration was recorded. To note, we kept the first two minutes of testing, which differs than 

what was previously described. Only mice with spatial bias less than 6.7% were included in 

standard comparisons (Figure 2.1-2.3, 2.6), but all mice were included in certain tests (Figure 

2.4, 2.5). Note that this percentage is slightly changed from the published cutoff of 5.1%. 

Two-Choice Test 

The Two-Choice test was designed to ensure minimal odorant diffusion between 

chambers. The test apparatus is a 27.5” by 16.5” polypropylene chamber with three 

compartments, one slightly larger neutral compartment in the center and two equally-sized 

odorant compartments at left and right. In an attempt to prevent odorant movement out of 

odorant compartments, each is maximally enclosed with only a small hole connecting to the 

central chamber, and small electronic fans that provided a slight, quiet vacuum pull were 

connected to each odorant chamber. A lid was placed on the apparatus to ensure minimal odorant 

movement up and out of the chamber. Clean filter paper was taped in both odorant compartments 

prior to habituation – paper was placed ten inches high to avoid animals moving the odorant 
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source. Assays were filmed by mounted overhead camera. Mice were placed in the central 

chamber and given 15 minutes to habituate, and the last five minutes were used to establish 

spatial bias. Equal amounts of odorant and water control were pipetted simultaneously onto 

opposite odorant chambers’ filter papers. Odorant chamber location was pseudo-randomized, 

with location typically alternating expect for when animals exhibited visible spatial biases during 

habituation; if strong spatial biases were detected by eye, odorant chamber location was chosen 

based on odorant identity (opposite of preferred chamber if attractive, same as preferred chamber 

if aversive). All mice were included in data analysis. 

PROBES Test 

The PROBES was built and run as previously described17 with some modifications. 

Briefly, PROBES was run with a simple, self-generated code that allowed for alternating 

between control (mineral oil) and odorant exposure. Odorants were placed in odorant vials filled 

with mineral oil to allow for a 5mL headspace. Odorants were rapidly connected to and removed 

from air flow using the assay code. Mice were placed into the PROBES arena on the assay day 

as close to the center as possible. Mice were allowed to explore the air-filled chamber for five 

minute, then were run through a testing program where mineral oil control alternated with 

odorant. The testing program was as follows:  

1) (20 seconds air, 20 seconds mineral oil) x 4. 

2) (20 seconds mineral oil, 20 seconds low-dose odor) x 4. 

3) (20 seconds mineral oil, 20 seconds high-dose odor) x 4. 

4) Repeat steps 1-3. 

Interaction with the odorant was detected by beam break. The infrared beam was placed in the 

nose cone near to the odorant source, such that nose pokes led to beam breaks, and any infrared 
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beam interruption was detected by the assay code. Mice were tested every-other day for three 

days, with attractive odorants tested first to minimize experience effects. Testing groups were as 

follows: PO, FU, ISO (group 1); 2PE, 2MB, TMT (group 2). All mice were included in data 

analysis.  

Measures and Statistics 

For all behavioral analysis, Ethovision software was used to create representative 

heatmaps (Figure 2.1) and extract measures from videos (Figure 2.2-2.6). For Figure 2.2, each 

assay was converted into Performance Index for comparison. Performance Index was calculated 

as previously described17 with modifications, by using the following formulas: 

(((Percentage time in odorant quadrant during assay) – (chance percentage in odorant quadrant))/ 
.3))*100 = Odorant Performance Index. 

(((Percentage time in odorant quadrant during habituation) – (chance percentage in odorant 
quadrant))/ 

.3))*100 = Habituation Performance Index. 

Odorant Performance Index – Habituation Performance Index = Performance Index. 

Chance percentages were assessed by determining the size of the arena. We note that the scales 

between the Four-Quadrant and Two-Choice/PROBES tests are slightly different as they have a 

25% versus 30% odor quadrant size respectively, which makes the percentage of time in odor 

quadrant for Four Quadrant data slightly mismatched (off by ~+16PI); however, as linearizing 

the data to equalize percentage of time in odor quadrant data would then cause a mismatch in the 

percentage of time in odor quadrant difference from chance data, Performance Index was used 

for comparison as stated above without further transformation. For PROBES, combined mineral 
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oil data across the first three trials were used as habituation, and combined odorant exposure 

across the first three trials was used for odorant data.  

 Difference score (Figure 2.4-2.5) was generated by assessing z-score, with mean and 

standard deviation reassessed after tested datapoint removal. Percent difference from chance 

(Figure 2.3) was calculated by determining the chance percentage time in odorant quadrant 

within each time (Four-Quadrant, Two-Choice) or trial (PROBES) bin, then determining how 

many mice were above the chance threshold. This number of mice over chance was converted 

into a percentage (out of total mice) and plotted. For PROBES, only the first three odorant trials 

are shown in Figure 2.3. All measures other than difference score were calculated using the 

habituation period (Figure 2.4). Latency was determined as the time difference between the start 

of habituation trial and the animal entering into the odorant quadrant. Average speed was 

determined by Ethovision and measured in centimeters per seconds. Percent immobility was 

determined by Ethovision and measured as percentage of habituation trial. Average distance to 

odorant was determined by Ethovision and measured in centimeters. Max habituation preference 

was defined as the strongest bias exhibited for any quadrant (Four-Quadrant), chamber (Two-

Chamber), or side of odorant stream (PROBES). Odorant quadrant preference was defined as the 

bias for the odorant quadrant, chamber, or stream. For raw time analysis (Figure 2.6), times were 

adjusted so quantification began when animals entered into the odorant quadrant.  

 All data is represented as mean +/- standard error of mean (S.E.M.) unless otherwise 

stated. All statistics were completed using GraphPad Prism 6.0 software. Unless otherwise 

stated, the Shapiro-Wilkinson normality test was used to determine the nature of the data's 

distribution. For normally-distributed comparisons, a student's t-test (2 groups) or one-way 

ANOVA (3 groups) was used to evaluate significance. For non-normally distributed 
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comparisons, the non-parametric Mann-Whitney U test (2 groups) or Kruskal-Wallis test (3 

groups) was used to evaluate significance. For comparisons to an expected value, the Binomial 

test (2 groups) or Chi-Square test (3+ groups) was used. In Figure 2.5, one outlier was removed 

from each dataset using Grubbs Method. Spearman’s Rho was used to assess significance of all 

correlations. 

Chapter 2, in part, is a reprint of material that is currently being prepared for publication. 

Koblesky, Norah; Taylor; Sandy; Gutierrez, Zachary; Stowers, Lisa. “Sources of Variation in 

Innate Olfactory Valence Tests”. The dissertation author was the primary investigator and author 

of this paper.  
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