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Biomedical implant-scale electronics have gained a lot of attention in recent years. Particularly, neuromodulation implants are an important tool in treating drug-resistant neurological conditions, while also improving our understanding of the brain. Although demands for adding more functionality to the implant are constantly increasing, their power consumption and size are usually limiting factors that determine longevity of the battery and dictates the overall throughput of brain data. Therefore, in order to gain more insight into brain dynamics while keeping device small, it is crucial to increase number of accessing channels and to improve the overall device efficiency.

Enabling better platform technologies that would greatly impact the field of neuroscience and enhance the quality of life of patients with neurological disorders is a difficult task. This work seeks to address some of the design challenges related to a variety of biomedical applications, while providing the power efficiency and flexibility needed for implantable devices.

First, a new self-powered, thermo-electric harvesting architecture is proposed and demonstrated. The miniaturized system, accompanied with efficient energy processing circuits was able to achieve a cold startup with a few 10’s of mV of input voltage while achieving good
end-to-end efficiency. This design was further verified in real environment (in-vivo, rat) and showed a good trade-off between the form factor and extracted power.

Second, we demonstrated a ‘holy grail’ implant-scale neuromodulation interface with high linear input range that enables concurrent sensing and stimulation. Our 64-channel interface meets the requirements of human-quality implants at an unprecedented level of electronic miniaturization as compared to prior art. It offers major new clinical perspectives: it supports different power delivery options, always-on sensing for enhanced closed-loop therapy, multi-channel arbitrary stimulation waveforms with user-friendly programming, high-resolution neural interface for more precise target localization.

Finally, a new neural recording paradigm based on the fast calcium imaging is described. This technology can provide communication between the brain and the external world at the resolution of individual neurons. We propose a hardware friendly approach for analyzing 1000’s of neurons in a single pipeline and in real-time, while relaxing the memory and computational requirements. This method is capable of delivering two orders of magnitude higher brain coverage as compared to the state-of-the-art electrophysiological approach, leading to a high-resolution, high-data-rate neural interface.
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CHAPTER 1

Thesis Overview

This dissertation is concerned with energy efficient and flexible circuits for implant-scale biomedical systems and consists of 3 different parts. Chapter 2 introduces and analyze a new architecture for miniaturize thermo-electric harvesting. Chapter 3 presents the work on implantable multi-channel neuromodulation platform that can support various power delivery options, while chapter 4 explains the path towards dedicated hardware for neural recording paradigm based on the fast brain imaging. A more detail explanation of every chapter is offered bellow. Each chapter presents a separated topic and therefore results and conclusions are derived at the end of each chapter.

Chapter 2: A Fully Autonomous TE Energy-Harvesting Platform for Biomedical Sensors

In order to use thermoelectric energy harvesters (TEHs) as a truly autonomous energy source for size-limited sensing applications, it is essential to improve the power conversion efficiency and energy density. This chapter presents a thin-film, array-based TEH with a surface area of 0.83cm$^2$. The TEH autonomously supplies a power management IC fabricated in a 65nm CMOS technology. The IC utilizes a single-inductor topology with integrated analog maximum power point tracking (MPPT), resulting in a 68% peak end-to-end efficiency (92% converter efficiency) and less than 20ms MPP tracking time. In an in-vivo test, a 645µW regulated output power (effective 3.5K of temperature gradient) was harvested from a rat implanted with our TEH, demonstrating true energy independence in a real environment while showing a 7.9x improvement in regulated power density compared to the state-of-the-art. The system showed autonomous operation down to 65mV of TEH input.
Chapter 3: A Miniaturized 64-Channel Neuromodulation Platform for Simultaneous Stimulation and Sensing

Brain machine interfaces (BMI) have the opportunity to advance our understanding of the brain, restore motor function, and improve the quality of life to patients with neurological conditions. For example, deep-brain stimulation (DBS) can provide symptomatic relief for neurological patients by emitting electrical pulses. For human use, a neuromodulation (NM) implant should be minimally invasive, with high-precision interface that can record neural activity in presence of stimulation.

In chapter 3 a first full duplex implant-scale NM unit, with extreme miniaturization packing a 32/64-channel interface in 0.135cm³/0.22cm³ is demonstrated while meeting human-grade implant requirements. As an integrative part of the platform, integrated and flexible power management unit is shown. Power-management circuits in the NM should have high power conversion efficiency (PCE) to operate with smaller received power, but also should show a high level of integration. Circuits techniques that led to improvements in the PCE for wireless/wired implantable devices are analyzed. Specifically, neural stimulating systems should perform with high stimulation efficiency with a minimum amount of energy while ensuring charge-balanced stimulation, providing advantages such as a wide range of stimulus currents, a longer battery life, reconfigurability, etc. are demonstrated.
Chapter 4: Hardware accelerator for simultaneous, real-time neuronal recording of large ensembles for brain imaging

In this chapter, we report an alternative approach for neuronal recording. With recent advances in fluorescent imaging sensors, and their improved speed (100’s of fps), we can simultaneously track and record data from a large number of neurons (100~10 000). However, the image sensors generate a large amount of data (0.1GB/s~1GB/s), while its real-time hardware implementation is bounded by large memory and heavy computation requirements, since the system performs frame-level processing. There are a few obstacles that prevent a wider use of this technology: i) The camera receives the frames with motion jitter ii) The position and shapes of neurons are unknown iii) Valuable information (spiking signals) have to be extracted from the raw fluorescence traces which are contaminated with high baseline noise and convolved with other unwanted content. So far, all data processing has been performed offline. In this chapter, we proposed a hardware approach that solves all these issues in a single pipeline and in real-time. Motion Correction and Blind Neuron Detection are realized by employing modified computer vision algorithms such as Maximally Stable Extremal Regions and Template Matching. By exploiting the sparse nature of neurons and spiking signals both in the spatial and time domains, specialized dedicated units that map the Sparse Approximation algorithm into hardware, are able to extract spikes and achieve 100x data reduction. The envisioned system consists of a fast photonic neural transducer and a smart DSP unit for low-power signal processing capable of spatio-temporal localization and tracking of single units in real-time. Every frame from the video is processed independently and does not require loading the whole frame into memory, thus reducing memory requirements.
CHAPTER 2
A Fully Autonomous TE Energy-Harvesting Platform for Biomedical Sensors

2.1 Introduction

Harvesting thermal energy and its usage as a potential source for miniaturized electronic systems, has attracted a lot of attention in recent years. Many studies showed that extracting thermal energy can potentially supply hundreds of microwatts of useful power. Even though the power levels are adequate, such harvesters produce very low voltage levels, 10’s-100’s of mV, which are insufficient to power CMOS electronics. The focus of the research community [1]-[9] has been on improving the harvester’s efficiency and low-power circuit design. Their main goal was to achieve high efficiency of processing circuits and to reduce the number of off-chip components, so that the system is optimized for size, power and cost. However, prior work lacks power density, with state-of-the-art power density below 200µW/cm². Equivalently, a 1mW of power would require a 5-6cm² surface area, which is unacceptable for minimally-invasive implantable devices. The TEH conversion efficiency and power density need to be improved in order to have a miniaturized autonomous energy source. Also, it is necessary to miniaturize the thermoelectric transducer and integrate it with the power management IC. Previous designs lack a system-level design and optimization approach, which is offered here.

Four major obstacles prevent autonomous thermal energy usage, as described below. First, since the output voltage from the transducer (that is responsible for thermal-to-electrical energy conversion) can be very low, harvesting systems should have a cold startup ability, i.e. the circuit should trigger (startup) its operation without any stored energy. A few prior designs have demonstrated this ability for thermal harvesters, [1]-[7]. Their startup units require off-chip components, which makes them unattractive for miniaturization. Some designs require a battery
[1] or the output storage element to be charged to certain voltage [2], which can be used as the initial trigger. No prior work has reported an *autonomous-integrated* startup, *from a fully-discharged device*. A mechanical off-chip switch [3] is used in the boost converter design that is able to harvest energy even from a 30mV voltage input. The use of a mechanical (motion based) switch is not autonomous and hence has limited utility. Further, it achieves peak efficiency at lower voltages; the range of high efficiency (above 50%) is quite narrow, with the efficiency dropping at higher voltages. In order to reduce the startup voltage, the authors in [6], showed post-fabricated trimmed oscillator operation down to 90mV. Transformer based cold startup was demonstrated in [4]; however, this method requires a large volume to accommodate the transformer, limiting the practical usage of the system and affecting the maximum available efficiency. To facilitate startup, the authors in [7] have recently proposed a multiple-ambient-sources-harvesting approach, where the system would start operation by using one of the energy sources and then continue to harvest higher power from another source. A pre-calibration scheme and explicit control over inductive peaking current were employed to improve efficiency; however, this approach requires RF-assisted startup, which does not qualify as a fully autonomous TE self-start. Second, maximum power point tracking (MPPT) scheme has to be implemented to match the impedance of the harvester’s circuit with that of the heat source, in order to maximize the available power. It is important to note that most of prior research focused on increasing converter efficiency [1]-[9], demonstrating sub-100mV operation limited to a controlled lab environment. References [2]-[4] are rare exceptions that report end-to-end efficiencies. Still, their PCB + TEG systems occupy a large area and harvesting in natural environments (where temperature differences are <3K) would be very difficult and unreliable. Third, providing a stable thermal gradient, with minimal heat leakage in a small footprint, is very challenging and it further hindered previous attempts at truly
autonomous energy harvesting. Lastly, the number of off-chip parts has to be reduced for better miniaturization.

Our work addresses the aforementioned challenges related to thermal harvesting from low input voltages, but takes into account miniaturization demands for biomedical implants. The overall system is presented in Section 2.2, features an on-chip startup CMOS circuit that is assembled with TE platform capable of extracting autonomous power. Section 2.3 describes our power management solution that makes power extraction efficient and agnostic to the harvester environment. With the fast closed-loop control techniques, described in Section 2.4, the low-power PM circuitry achieves high efficiency across a wide range of load currents and PVT. The high efficiency is due to accurate detection of inductor current zero-crossing and low-power comparator design. A miniaturized, custom TEH platform is described in Section 2.5. Together with a 65nm CMOS chip, the platform was tested in-vivo on a rat. Measurement results, discussed in Section 2.6, are the new state-of-the-art in autonomous thermoelectric harvesting. Our system achieves the highest level of integration, including both the PCB (circuit innovation) and TEH (materials, physics, mechanical, assembly, and surgery).

2.2 System Architecture

Fig. 2.1 shows the proposed system-level single-inductor hybrid-type architecture. A thermoelectric harvester, to a first-order approximation, is depicted as a DC-voltage source, $V_{TEH}$, with its internal resistance, $R_{TEH}$. The system comprises of an analog-domain MPPT circuit, a cold startup block based on inductive-load ring oscillator (ILRO) and mode controller. Charge transfer is done through the main boost branch comprised of an off-chip inductor, active diode AD, main
boost switch $M_{PS}$ and a storage element $C_{OUT}$. Active diode implementation is crucial for an efficient and low-leakage power delivery. The details of the boost operation will be discussed in Section III. During the self-startup mode, an ILRO, a charge-transfer-switch (CTS) charge pump, and native NMOS mode switch with negative $V_T$, are employed. Once the startup block charges the output voltage ($V_{CC}$) to an intermediate level (0.8V), a negative voltage generator (NVG) shuts down the startup block and the boost converter transitions to the MPPT Mode. To extract maximum power, the MPPT block is enabled; the active control of $M_{PS}$ periodically turns the switch off whenever the inductor current reaches zero in the falling charge-transfer operation. The MPPT operation is detailed in Section 2.4. In the MPPT mode, a dedicated output regulation unit

**Fig. 2.1:** Proposed thermoelctric harvesting architecture.
is used for output voltage control. Since the main boost switch (MPS) carries 10’s of mA of current, active body control is employed to prevent reverse current flow and to mitigate the leakage current.

### 2.3 Power Management and Timing Control

#### 2.3.1 Inductive Load Ring Oscillator (ILRO)

As mentioned before, starting up CMOS circuits with sub-100mV input presents a difficult task in cold startup circuit design. Below 100mV, active circuitry (transistors) operates in weak inversion (WI). In order to decrease the startup voltage, circuit designers usually connect the harvester output directly to some kind of an oscillator which acts as the system activation unit. Such oscillators demand either bulky off-chip components or their transistors require some post-fabrication tuning. Motivated by the work in [10], we leverage the fact that the inductive-load ring oscillator (ILRO) architecture can push the oscillation amplitude above the supply rails, allowing it to be triggered with very low input voltages, Fig. 2.2a. We employed a 2-stage ILRO due to its simplicity and the good trade-off between the performance (low-voltage startup) and active chip area. Using the EKV Model [11], and the small-signal equivalent circuit for ILRO, Fig. 2.2b, it can be shown that the minimum startup voltage for a 2-stage ILRO is half of the startup voltage for a classical CMOS inverter-based oscillator. The lower bound for the classical oscillator startup that operates in subthreshold region is described in [12] and given by:

\[
V_{DD}(\text{min}) = 2\phi_t \ln(1 + n),
\]

where \(\phi_t = kT/q\) is the thermal voltage and \(n\) represents the subthreshold slope.

Analog high-performance (native-depleted) transistors have threshold voltages around zero, resulting in a high current drive and high output gain. Thus, their ILRO implementation can produce high output frequencies while supplied with low input voltages. The upper bound for the oscillator frequency is dictated by the transistor’s unity-gain frequency \(f_T\) and by the load attached...
to the output. In a 65nm technology, $f_T$ for the native transistors is in the 100MHz–1GHz range, for $V_{GS}$ of several 10’s of mV (10mV-40mV). To derive the relationship between the minimum startup voltage for the ILRO and the transistor’s geometry, we refer to Fig. 2.2b, [10]-[11]. The single-stage transfer characteristic implies:

$$\frac{V_o}{V_{in}} = -\frac{g_m}{g_{md}+G_L} \frac{1}{1-j\tan \phi}.$$  \hspace{1cm} (2.2)

The $g_m$, $g_{md}$ and $g_{ms}$ represent the gate, drain and source transconductances of the transistor. The $G_L$ denotes the inductor losses.

The phase shift $\phi$ for the single stage is assumed to be $\pi$ without lost of generality. Assuming that $Q = \frac{\omega C}{G_L}$ is the quality factor, the Barkhausen’s criterion for oscillation startup is:

$$\frac{g_m-g_{md}}{C} - \frac{\omega}{Q} > 0$$ \hspace{1cm} (2.3)
The capacitance $C$ in (2.3), which represents the ILRO load, is given as $C = C_{\text{CTS}} + C_{\text{DS}}$, where $C_{\text{CTS}}$ is the input capacitance of the CTS charge pump and $C_{\text{DS}}$ is the equivalent drain-source capacitance of the ILRO transistor.

$$C = C_{\text{CTS}} + C_{\text{DS}}.\quad (2.3)$$

The EKV model of the transistor in WI [11], implies the relationship between $g_{\text{md}}$, $g_{\text{ms}}$, $g_{\text{m}}$ and the drain-source voltage is given by (2.4)-(2.5):

$$n g_{\text{m}} = g_{\text{ms}} - g_{\text{md}},\quad (2.4)$$

$$\frac{g_{\text{ms}}}{g_{\text{md}}} = e^{\frac{V_{\text{ds}}}{\theta_{T}}}.\quad (2.5)$$

From (2.2), (2.4) and (2.5), the minimum supply voltage needed for ILRO startup is given by:

$$V_{\text{DD}}(\text{min}) = V_{\text{DS}}(\text{min}) = \phi_{t} \ln \left[ 1 + n \left( 1 + \frac{G_{L}}{g_{\text{md}}} \right) \right].\quad (2.6)$$

In the ideal case, the minimum supply voltage for oscillations to occur is $\phi_{t} \ln(1 + n)$, which is exactly one-half of the minimum supply voltage needed to startup an inverter-based ring oscillator. Fig. 2.3a shows the simulated startup condition (for sustained oscillations) in terms of the minimum harvester voltage ($V_{\text{TEH}}$) for the oscillator using a 65 nm technology.

In order to get more insight into the properties of the native MOS transistor, Fig. 2.3b plots $g_{\text{m}}$
and \( g_{md} \) transconductances versus drain-source voltage \( V_{DS} \) that is swept from 0 to 80mV.

The ILRO is built with inductors with \( L \approx 15\text{nH} \) and transistors with \( W/L=2400\mu\text{m}/0.2\mu\text{m} \). The inductor was chosen such that its \( G_L \) value was as low as possible within the expected frequency of operation (300 to 500 MHz). Additional headroom allocated for PVT variation and layout parasitics marginally increased the startup voltage and contributed to the drop in oscillation frequency from 350MHz (designed) to 300MHz (measured).

The minimum voltage needed to start the oscillation was measured to be 65 mV, closely matching the value of 60 mV obtained from PEX simulations. The efficiency of ILRO is 15\% for the minimum startup voltage (simulations showed \( I_{DC-ILRO} \approx 0.13\text{mA} @ V_{IN}=60\text{mV}, I_{DC-ILRO} \approx 0.39\text{mA} @ V_{IN}=100\text{mV} \)).

### 2.3.2 Charge-Transfer-Switch-Charge Pump

The design goal for the CTS charge pump (CP) is to achieve sufficient output DC voltage and to be able to supply the control circuitry while minimizing the equivalent input capacitance. The schematic of the CTS charge pump in the proposed startup circuit is shown in Fig. 2.2c. The dynamic CTS CP uses the backward and forward control for NMOS and PMOS pass transistors respectively. This scheme employs the high voltages generated in the succeeding stage to control the NMOS transistor and low voltages generated in preceding stage for the PMOS transistor. The body effect in the last stage is successfully eliminated by PMOS CTS. The CTS CP shifts the charge stage-by-stage synchronously with negligible voltage drop. The pass transistors in the charge pump are completely turned off by \( V_{OSC} \) and completely turned on by higher voltages from the following stage. This leads to higher efficiency since the reverse current flow is significantly reduced. The CTS also uses low-\( V_T \) (\( \approx 0\)V) transistors and their aspect ratio increases in consecutive stages in order to keep the output impedance low. Our 8-stage CTS charge pump
shows 41% and 71% simulated power efficiency for $V_{OSC}=100\text{mV}_{pk-pk}$ and $V_{OSC}=500\text{mV}_{pk-pk}$, respectively.

### 2.3.3 Active Diode with Low-Voltage Drop

Since the current from the harvester flows through the diode, in all operating modes, its realization should be energy efficient and yet it should show sufficient performance. Using off-chip Schottky diodes would prevent the reverse current leakage, but their threshold voltage is bounded to 0.2V-0.3V and they would occupy extra PCB space. For area-limited applications, active diode implementation is a must, provided that static power is minimized. Previous solutions on active diodes [13]-[14] show fast circuits consisting of comparators, which with help of feedback actively control the diode (NMOS/PMOS) switch. The advantage of these approaches is that the diode will achieve almost zero current switching and the circuit will compensate any delay in the switch response. On the other hand, these implementations consume a lot of power in comparators and auxiliary circuitry; for biomedical applications, this approach does not offer a good trade-off between design needs and power consumption. Our active diode schematic is shown in Fig. 2.4. The circuit is designed so that the bias current $I_B$ presents a very small fraction of the forward current $I_F$; this ratio is dictated by transistor geometry. During the conduction period ($V_S>V_{out}+V_{DROP}$), the bias current exists and the bulk of $M_D$ is tied to the highest available potential to mitigate the current leakage though $M_D$. During the blocking period, both bias and conduction currents drop down to zero due to the positive feedback in the circuit. Transistors $M_{R1}$ and $M_{R2}$ act as large resistors and they additionally limit the static current consumption. If the forward currents are low, transistor $M_D$ operates in subthreshold regime and with proper sizing of $M_D$, $M_1$ and $M_2$, the voltage drop $V_{DROP}$ can be very low, [15]. If the forward currents are high (10’s of mA), the
voltage drop (normally 10’s of mV) is inversely proportional to the forward current. This simple design approach can reach the performance similar to the ideal Schottky diode, but with lower power. The active diode can carry 10’s of mA of forward current while providing sufficiently fast signal switching.

### 2.3.4 Startup Mode and Relevant Waveforms

As previously explained, the inductive-load ring oscillator was employed due to its low voltage startup and compact area. Bulky off-chip inductors would additionally increase the startup time and voltage, and also increase the load at the ILRO output. At t=0, since there is no accumulated energy in the system, the current flows from the harvester through the startup path. The native-NMOS transistor with large negative threshold voltage $V_T$ is used as the mode switch; initially (t=0) it is ON. Cross-coupled transistors $M_{1-2}$ in the ILRO are realized with high-performance (HP) ultralow-$V_T$ analog transistors. These transistors have enough voltage gain and high current drive.
even at low voltage supplies; our simulations showed $Q_{ILRO}=10.5$ at 300MHz and 60mV startup voltage.

For a main boost switch $M_{PS}$, a low-$V_T$ transistor was used, as it lowers the leakage current as compared to the native one, when the switch is OFF. As the loading of this converter is a simple digital logic, the load current ($I_{LOAD}$) is relatively low. Discontinuous conduction mode (DCM) is the preferable operation mode of the boost converter if the output voltage of the harvester is low. In DCM – the boost converter can still have a large boosting ratio even with a light load current and low input voltage \(1 + \frac{V_{PP}D^2}{2L_0f_{SW}I_{LOAD}}\), [16]. The duty cycle is set to be $\frac{3}{4}$. The efficiency of the boost converter, during this mode, is inherently bounded by losses during conduction ($P_a$) due to resistance on the current path, and losses due to switching ($P_{SW}$). The effective resistance on the current path is given by $R_a = R_{SW} + R_L + R_{TEH}$, where $R_L$ is the series resistance of the inductor and $R_{SW}$ is the on-resistance of the main boost switch.

**Fig. 2.5:** Active circuitry during the startup mode in (a) discharging and (b) charging phases c) Simulated power distribution after design optimization.
The power \( P_R \) accumulated in the inductor during the current rising can be approximated with

\[
P_R = \frac{1}{2} \frac{L_0 i_{\text{peak}}^2}{t_R},
\]

where \( i_{\text{peak}} \) is the inductor current at the end of the rising period \( t_R \). The current \( i_R \) can be expressed as

\[
i_{\text{peak}} = \frac{V_{\text{TEH}}}{R_{\alpha}} \left(1 - e^{-\frac{R_{\alpha} t_R}{L_0}}\right).
\]

Substituting (2.8) in (2.7) yields

\[
P_R = \frac{L_0 V_{\text{TEH}}^2}{R_{\alpha}^2} \frac{(1 - e^{-R_{\alpha}L_0 t_R})^2}{2t_R}.
\]

The falling time \( t_F \) in DCM during the current drop can be approximated with

\[
t_F = \frac{V_{\text{TEH}}}{R_{\alpha}} \frac{L_0}{V_{\text{CC}} + V_{\text{DROP}}} \approx \frac{V_{\text{TEH}}}{R_{\alpha}} \frac{L_0}{V_{\text{CC}}},
\]

if we assume \( V_{\text{DROP}} \ll V_{\text{CC}} \). In order to maximize the average power \( P_R \) delivered during one period, main switch ON-resistance and the inductor ESR have to satisfy \( R_{\text{SW}} + R_L \ll R_{\text{TEH}} \). Larger switch will mitigate the ON resistance and result in a higher dynamic power dissipation.

Preservation of energy during the startup mode gives us relation between the energy stored in the inductor when \( M_{\text{PS}} \) is ON and the energy dissipated on the diode during its forward bias \( t_F \) and on the load during the entire period:

\[
\frac{1}{2} L_0 i_{\text{peak}}^2 \geq E_{\text{ESR}}|_{V_{\text{CC}}=0.8V} + E_{\text{DIODE}}|_{V_{\text{CC}}=0.8V} + V_{\text{CC}} I_{\text{LOAD}} T_S |_{V_{\text{CC}}=0.8V}.
\]

With maximizing power \( P_R \) (i.e. \( \frac{dP_R}{dt_R} = 0 \)) and given (2.7)-(2.11) we can determine the lower bound of the inductance \( L_0 \) and desired DCM period \( T_S \). We employed \( T_S = 80\mu\text{s} \) and \( L_0 = 150\mu\text{H} \).
(footprint: 6mm x 5.6mm). Note that $L_0$ does not have a linear impact on the footprint; the footprint is more sensitive to $R_L$ than to $L_0$. Fig. 2.5c shows the power distribution during one converter cycle after parameter optimization. Out of 27% total power loss, 22% is in the conduction loss. Simulation results indicate an available load current close to 0.4µA, which is sufficient to drive the auxiliary control circuits.

Fig. 2.5 shows the startup mode during both phases. After voltage $V_{PP}$ passes 0.3V, the thyristor-based oscillator (TRO) will start driving the buffer in the gate-control (GC) block which will conduct charging/discharging of the power switch $M_{PS}$. In the charging phase, the startup block is turned OFF since the current flows through the path of lower resistance ($Z_2$ in this case). In the discharging phase ($V_G$ is low), the energy stored in $L_0$ is transferred through AD to the output capacitance $C_{PP}$. Concurrently, the current from the harvester closes the loop through ILRO again; starts oscillations and the charge pump additionally recharges the auxiliary capacitance $C_{PP}$. Control circuitry that is biased from $C_{PP}$ consumes less than 100nA over one period. The startup block is turning on periodically while the output voltage $V_{CC}$ keeps increasing.

The true single-phase latch (TPSC) keeps the MPPT controller in idle mode during the startup phase. Post-layout simulated waveforms during startup mode are shown in Fig. 2.6. The MPPT controller becomes active after the output voltage is boosted to 0.8V.

2.4 MPPT Mode and Timing Diagrams

The MPPT mode requires a low-power comparator scheme that can achieve adequately fast state transitioning. In order to satisfy these requirements, a two-stage OTA-based comparator is employed, as shown in Fig. 2.7a.
The comparator is designed so that the current consumption is less than 470nA for a supply voltage of 1.8V while achieving switching frequency of 0.1MHz.

The maximum power point (MPP) of a thermoelectric harvester is attained when the input voltage is at one half of the open-circuit voltage. Because the MPP changes the value with the environment conditions such as the pressure, temperature fluctuations and also it varies with load requirements, a control circuit for MPP tracking is employed to sense half of the open-circuit voltage and to adaptively follow the MPP.

The maximum output power, $P_{\text{max}}$, can be expressed as:

$$P_{\text{max}} = \frac{V_{\text{TEH}}^2}{4R_{\text{TEH}}}, \quad \text{with} \quad V_{\text{in}} = \frac{V_{\text{TEH}}}{2},$$

(2.12)

The MPPT loop and all active circuits during this mode are shown in Fig. 2.7b. After the activation of the MPPT controller ($\text{SET_{MPPT}} = \text{high}$), the negative voltage generator produces $-0.4V$ at its output to turn-off the native transistor (the mode switch) and the startup block. A clock
generator outputs complementary signals \( S \) and \( \bar{S} \) with a 7/8 duty ratio and a 600\( \mu \)s period. When \( S = \) low, the open-circuit voltage \( V_{TEH} \) is sampled, while the PWM and GC blocks keep

\[ \text{Fig. 2.7: a) Two-stage comparator design. b) Activation of MPPT block and shut-down of low-voltage starter.} \]

CMP3 dynamically matches the input voltage \( V_{in} \) and \( V_{TEH}/2 \), by accommodating the pulse width of the gate voltage \( V_G \) through the feedback loop formed by CMP3, inductor, the PWM and GC blocks. For precise control, it is important to minimize offset of CMP3 comparator. The energy stored in inductor is transferred to \( C_{OUT} \) during the \( \bar{S} \) phase, Fig. 2.8a.

Fig. 2.8b shows the active circuitry in the feedback loop when \( S \) is high. If the input voltage is higher than \( V_{TEH}/2 \), CMP3 will turn-on the main boost switch \( M_{PS} \) through TG1, TPSC and GC blocks. As the current through inductor keeps increasing, the input voltage is decreasing. After
signals $V_{PWM}$ and $V_G$ at zero, Fig 2.8a. During this period, the active diode prevents the reverse current flow from output capacitor $C_{OUT}$. When $S = \text{high}$, the capacitive divider gives $V_{TEH}/2$ by sharing the charge between the capacitors $C_{d1}$ and $C_{d2}$.

When the input voltage reaches $V_{TEH}/2$, the MPPT controller turns off the main switch $M_{PS}$. Potential $V_S$ becomes higher than the output voltage, and the energy stored in the inductor is transferred into $C_{OUT}$ via AD. Then the current through the inductor starts to decrease, while $V_{in}$ goes further below $V_{TEH}$. After a full period, the input voltage will go up while the inductor current will go down; this sequence starts repeating periodically, after $V_{in}$ becomes higher than $V_{TEH}/2$. 

**Fig. 2.8:** MPPT operation: a) open-circuit condition, b) feedback loop during the PWM phase.
Due to the fast voltage sensing ($C_{d1}=C_{d2}=50pF$) and comparator fast transition, CMP3 enables the system to find MPP very quickly; less than 20ms is needed for complete MPP regulation. The fast feedback-loop response results in a small voltage ripple at $V_{in}$ with a small (2nF) input capacitance $C_{in}$ and short settling time (3µs). The amount of ripple is dependent on the input capacitance ($C_{in}$). The regulated output of the TEH is kept at its MPP with negligible voltage ripple. Any voltage fluctuations at the harvester side (up to 50Hz) can be captured by the feedback loop

**Fig. 2.9:** (a) Reference and clock generation, (b) Gate control block during startup (left) and MPPT (right) modes.

**Fig. 2.10:** Inductor switching waveform for $V_S$ at $V_{TEH}=180mV$ showing almost perfect zero switching.
in MPPT controller. The input signal periodically moves between \( V_{\text{TEH}} \) and \( V_{\text{TEH}}/2 \) confirming the correct impedance matching. Until the output voltage doesn’t reach 1.8V, which is the target value (to power neural recording interfaces), MPPT mode is active. Comparator CMP\(_2\) keeps the output voltage at the desired value by dynamically alternating the control signal SET\_OUT. Auxiliary circuitry and MPPT controller consume less than 2.9\( \mu \)A during active mode and 0.07\( \mu \)A during idle mode, which directly translates into high converter efficiency. Circuit details of auxiliary blocks used in MPPT block and GC are shown in Fig. 2.9. The clock generation block uses thyristor-based cells, while the reference on the chip employs simple, low power diode-based circuitry.

![Fig. 2.11: Relevant waveforms during MPPT operation: (a) shut-down voltage, (b) input voltage, (c) output voltage, (d) gate voltage.](image)

The measured inductor current and the voltage \( V_S \) at the inductor current zero-crossing are shown in Fig. 2.10. The potential at the node \( V_S \) shows no undershoots or overshoots while crossing zero which implies almost perfect zero detection during \( \bar{S} \) period. Fig. 2.11 shows the simulated
waveforms during MPPT control. With this MPPT regulation scheme, we can approximate (to a first order) the available average load current during one period as:

\[
I_{LOAD,avg} \approx \gamma Bf(L_0, D, f, R_\alpha) \frac{V_{TEH} L_0}{2R_{TEH} T},
\]  

(2.13)

where \( B = \frac{V_{TEH}}{V_{CC}} \) is the reciprocal boosting ratio, \( f = \left(1 - e^{\frac{DR_\alpha}{L_0}}\right)^2 \) and \( \gamma \) depends on the input ripple and the speed of the feedback loop [16], [18]. As (2.13) implies, the higher output current and boosting ratio require higher inductance value.

### 2.5 Compound TEH Platform

We have designed and fabricated compound TEH module (Fig. 2.12) in order to meet the stringent anatomical and biophysical confinements of living subjects including but not limited to rats. The animal’s cerebrovascular system is directly in contact with the bottom part of the TEH platform which is made of bio-friendly material – titanium. At the bottom titanium plate, we have arranged 3x3 thermo-electrical elements (µTEGs [19]); each µTEG behaves as an independent voltage source. The µTEG array is attached to the titanium plate with a thin layer of thermocoductive glue.

**Fig. 2.12:** Implanted TEH module shows 170mV in-vivo, with 645µW regulated output power.
Each µTEG element, [19], is composed of n thermocouples, where every thermocouple consists of two thermoelectric bars that are made of different materials, and joined at one end. Because of the thermoelectric Seebeck effect, the thermoelectric electromotive force, is created in the presence of a temperature difference between these two materials. The voltage is proportional to the junction temperature difference $\Delta T$ and to the difference between the Seebeck coefficients $S = S_1 - S_2$, and $U = S \Delta T$. Thermocouples are usually made of semiconductors and connected electrically in series to obtain higher output power and voltage. The generating performance of a µTEG is primarily evaluated in terms of its output power. More power at the output means more thermocouples connected in series (bigger area) and/or higher temperature gradient $\Delta T$.

By serially stacking three µTEGs and connecting these stacks in parallel the output power can be increased while maintaining the equivalent source impedance of a single µTEG source. Post-fabrication measurements of our TEH structure showed an equivalent 6.3Ω of internal impedance. Slight increase in impedance is due to the bond wires and Ohmic contacts. Also, 11mm x 7.5mm heat sink is utilized, which is large enough to cover all three TEGs, while the bottom plate extends 1mm on both sides to accommodate skull-fixing screws. Further, in order to confine the heat flow and prevent unwanted heat leakage on the side, the exposed space between the heat sink and the

Fig. 2.13: (a) Chip micrograph, (b) Fabricated compound TEH platform.
bottom plate is filled with a biocompatible insulator. By controlling the output resistance, we have an explicit control over the power delivered to the load. Compared to standard animal head-stages, our design occupies a smaller volume and does not present a burden to animal behavior.

2.6 Measurements Results

![Graph showing end-to-end efficiency and measured power](image)

**Fig. 2.14:** (a) End-to-end efficiency comparison with state-of-the-art. (b) Measured converter efficiency as a function of the output load current (left vertical axis), and measured output power (right vertical axis) as a function of the source voltage.

The proposed low-power, boost-converter for TE harvesting applications was implemented in a 65nm CMOS technology. Fig. 2.13 shows the micrograph of the chip with the MPPT controller occupying 0.06mm² while the ILRO-based startup block takes 0.65mm² of the chip area. As suggested in [10], [20], designing the Colpitt’s-based or multi-stage ILRO would require more on-chip inductance, with inevitable increase in the chip area. For bench-top evaluation, a voltage DC-source together with serial resistance was employed to mimic the TEH. The peak end-to-end efficiency is defined as the ratio between the maximum available power delivered to the load during the impedance matching ($V_{in} = V_{TEH}/2$) and the maximum available power from the thermo-electric harvester.
Peak End to End Efficiency = $\frac{P_{\text{out}|V_{\text{out}}=1.8V}}{P_{\text{in}|V_{\text{in}}=V_{\text{TEH}}/2}}$. (2.14)

The chip-verification comprises of two parts: cold startup, and MPPT operation with mode change. Peak end-to-end efficiency is 68% at $V_{\text{TEH}} = 220 \text{mV}$, outperforming prior art, as shown in Fig. 2.14. Measured waveforms during the startup mode and the MPPT control (Fig. 2.15) imply fully autonomous operation down to $V_{\text{TEH}} = 65 \text{mV}$. In our bench-top setup, we measured the efficiency for $V_{\text{TEH}}$ from 60mV to 300mV.

$V_{\text{TEH}}$ is sampled when $\bar{S}$ is high and stays around $V_{\text{TEH}}/2$ when $\bar{S}$ is low. In Fig. 2.15, $V_{\text{TEH}}$ and $V_{\text{IN}}$ are 65 mV and 32 mV, respectively, demonstrating the functionality of the MPPT control. In the MPPT mode, the main contributors to energy loss are the inductor resistance and switching losses associated with the $M_{\text{PS}}$ switch, as predicted by simulations. In order to demonstrate fully-autonomous operation, we also conducted in-vivo testing. Collaborators from the UCLA Department of Neurology have provided us with adequate infrastructure for the in-vivo test. There was no craniotomy on the animal (for microelectrode insertion). The entire experiment lasted about 20 minutes, after which the animal got stitched and returned to its habitat, fully recovered. Our

**Fig. 2.15:** Measured lab waveforms show $V_{\text{TEH}}=65\text{mV}$ and regulation to 1.8V in less than 20ms.
experiment was far less invasive than a typical animal surgery involving craniotomy and cementing of the head stage. The heat sink is only 9 mm tall and it is smaller and lighter than head-caps used in animal neuroscience, hence it does not negatively impact the animal behavior. It is necessary to ensure thermal flow through a small area, hence the need for a thermal antenna. In fact, our TEH heat-sink is much less invasive than head-caps used today. We have demonstrated feasibility of our technology in a neuroscience application. Further opportunities exist in environmental monitoring and similar areas.

Table 2.1: Comparison with state-of-the-art thermal energy harvesters.

<table>
<thead>
<tr>
<th>Reference</th>
<th>[2]**</th>
<th>[3]</th>
<th>[4]+++</th>
<th>[5]</th>
<th>[7]+++</th>
<th>[22]</th>
<th>[23]</th>
<th>[24]</th>
<th>[25]**</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>0.13µm</td>
<td>0.35µm</td>
<td>0.13µm</td>
<td>65nm</td>
<td>0.13µm</td>
<td>0.18µm</td>
<td>65nm</td>
<td>0.18µm</td>
<td>0.13µm</td>
<td>65nm</td>
</tr>
<tr>
<td>Startup mechanism</td>
<td>External voltage</td>
<td>Mechanical</td>
<td>White noise</td>
<td>Electrical</td>
<td>RF-Kick startup</td>
<td>No Start-Up Unit</td>
<td>Electrical</td>
<td>Electrical</td>
<td>Electrical</td>
<td></td>
</tr>
<tr>
<td>Min Vstart-up</td>
<td>650mV</td>
<td>35mV</td>
<td>40mV</td>
<td>50mV</td>
<td>220mV</td>
<td>80mV</td>
<td>350mV</td>
<td>150mV</td>
<td>65mV</td>
<td></td>
</tr>
<tr>
<td>Regulated Vref</td>
<td>1V</td>
<td>1.8V</td>
<td>2V</td>
<td>1.2V</td>
<td>1.2V</td>
<td>0.5V</td>
<td>0.7V-1V</td>
<td>1.8V</td>
<td>1.8V</td>
<td></td>
</tr>
<tr>
<td>Peak efficiency end-end (cnv.%)</td>
<td>63% e-e (75% cnv)</td>
<td>58% e-e (91% cnv)</td>
<td>61% e-e (N/A cnv)</td>
<td>N/A (73% cnv)</td>
<td>N/A (83% cnv)</td>
<td>N/A (83.6% cnv)</td>
<td>N/A (80% cnv)/no regulation</td>
<td>N/A (73% cnv)</td>
<td>68% e-e (92% cnv)</td>
<td></td>
</tr>
<tr>
<td>Off-chip L+C+R</td>
<td>1+3+0</td>
<td>3+4+0</td>
<td>2+5+0</td>
<td>3+4+0</td>
<td>1+2+0</td>
<td>1+3+0</td>
<td>4+2+0</td>
<td>0+7+4</td>
<td>0+6+0</td>
<td>1+2+0</td>
</tr>
<tr>
<td>Regulated Power Density (68°C±5K) (µW/cm²)</td>
<td>22</td>
<td>34</td>
<td>N/A**</td>
<td>162</td>
<td>80*</td>
<td>N/A**</td>
<td>N/A**</td>
<td>128</td>
<td>N/A**</td>
<td>1285</td>
</tr>
<tr>
<td>Tracking Time</td>
<td>N/A</td>
<td>~20ms</td>
<td>~20s</td>
<td>~25ms</td>
<td>~50s</td>
<td>N/A</td>
<td>~20ms</td>
<td>&lt;180ms</td>
<td>N/A</td>
<td>&lt;20ms</td>
</tr>
<tr>
<td>In-Vivo</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

V_{start-up} refers to V_{TEH}
(e-e) end-to-end
(cn) converter
(+o) no MPPT
(++) uses transformer
(+++) operation down to 100mV, but need 220mV for the startup.
(*) Harvested Power During In-Vivo experiment without reported area/volume of their system
(**) Partial Solutions without In-Vivo experiment and system reported

The harvesting platform is mounted on the head of a rat and temperature gradient of 3.5K is measured while the system was able to harvest 645µW regulated output power, with 61% end-to-end and 92% converter efficiencies, Fig. 2.15. The power level indicates that TE harvester outputs V_{TEH} = 170mV at stable state. The keys to the improved efficiency lie in integrated power-efficient startup unit, the compact TEH source, and the fast fully-analog MPPT controller. Our fully-autonomous thermoelectric harvester shows a 7.9x improvement in regulated power density from a 0.83cm² surface area (Table I) relative to the current state-of-the-art. With one storage cap and
only one off-chip inductor, the mote-PCB paves the road to the new level of miniaturization. The compound TEH together with a small PCB occupies less than 1cm$^3$ of volume and weighs less than 3g. TEH platform presented in this work is the new state-of-the-art in the factor and power density levels. With the presented approach, elimination of bulky batteries in size-constrained neural recording sensors becomes possible and their integration presents the future work.

2.7. Conclusion

This work demonstrated a fully-integrated, electrical startup boost converter for autonomous thermo-electric harvesting. A standalone thermoelectric platform integrates our efficient power management IC with customized TEH into a single micro-system. We fabricated our TEH with tiny $\mu$TEGs, which have a great power levels (measured 645uW end-to-end), and with customized and optimized platform we were able to maintain stable temperature gradient over a 9mm thin platform. We have shown: 1) the most efficient single-ambient-source circuitry reported to date (68% vs. 61% in prior work) while achieving 2) the most compact PCB + TEG reported to date (6.3x smaller than prior art) and additionally providing 3) the first demonstration of fully autonomous TEG operation in real environment (vs. lab-bench). We require only 1 off-chip inductor and two small off-chip capacitors. Overall, this leads to ~6x smaller PCB footprint than previous work from [3] and [5]. Our analog MPPT minimizes energy loss and achieves <20ms output regulation (very important requirement in the event of temperature fluctuations).
CHAPTER 3
A Miniaturized 64-Channel Neuromodulation Platform for Simultaneous Stimulation and Sensing

3.1 Introduction

Today, only in USA about 40 million people suffer from various neurological disorders, like Parkinson disease, epilepsy, tremor, memory losses, depression, Alzheimer’s disease, etc. Neural interfaces are used as a part of therapy to mitigate these conditions. They are not just effective in restoring various functions and improving the quality of life in patients, but they also help our understanding of the brain. Current neuromodulation (NM) devices, Fig. 3.1, are not only bulky in size, there is a lot of implanted hardware in human body and the wires that are sticking out are creating a lot of discomfort to the patient. They have a small number of low-precision contacts,

Fig. 3.1: Current NM devices. NeuroPace RNS-300.
and limited sensing capabilities. No NM device has the ability to record neural activity in the presence of stimulation artifacts [33]. This technology is decade old and it seems that these complicated disorders cannot be treated efficiently with these old tools. Essentially, there is a need for better platform technology that will reduce the form factor, introduce more flexibility and improve the power efficiency of the device, so the battery life can be extended.

In the core of every NM interface, we have a unit for sensing neural activity and another unit which is responsible for delivering responsive stimulation. Together, they are indispensable tool in treatment of the brain disorders. The next generation of NM devices would require concurrent stimulation and sensing abilities, where the stimulation parameters can be adapted in real-time based on the feedback provided from sensing unit, Fig. 3.2. A real-time stimulation parameter update would directly follow the dynamics of the brain and cause the better therapeutic results over time.

![Fig. 3.2: Closed-Loop Neuromodulation.](image)

State-of-the-art research [34-38] reports low-power neuromodulation (NM) units, mostly for animal use, with modest level of integration needing several cm³. Requirements also include a high linear input range sensing unit (>100mV_{pp} and THD<-80dB) and a differential stimulation
strategy to prevent tissue large common mode swings. Recently, authors in [39], proposed implantable NM module for human patients, but their approach introduces several shortcomings. Concurrent, charge-balanced multi-channel stimulation is not possible, while the front-end linearity is poor due to the limited THD performances for the high input signal. Also, since front-end is chopped, the input impedance is reduced. Further, front-end should be able to sample LFP signals at >5kHz frequency to allow for the removal of high-frequency stimulation artifacts. Such high-fidelity artifact removal is not possible with under-sampled input data at 1kHz as in [39]. Insufficient linear range and single-ended stimulation would imply huge voltage excursions in the tissue and incapability to perform simultaneous stimulation and recording.

Neural stimulation is purposeful modulation of nervous system activity. Today, it is widely used, from cochlear implants to neurological disorders treatment, and it is proven to have a potential to treat brain disorders in patients that do not respond to the medications. E.g., deep-brain stimulation (DBS) can provide symptomatic relief for neurological patients by emitting electrical

![Fig. 3.3: Neural Interfaces Applications-Behavioral Neuroscience, Pre-Surgical Mapping, Decease Therapies.](image-url)
It is efficacious in Parkinson’s disease and other movement disorders, which are anatomically focal, where open-loop stimulation on just one contact is sufficient. The same technology doesn't show therapeutic benefit in network-scale indications such as depression or Alzheimer’s disease, where a more precise localization as well as distributed sensing and stimulation are necessary. Furthermore, various neurological conditions often stem in multiple brain regions, so modular neural interface with higher channel count is requirable. Also, continuous open-loop stimulation can lead to harmful outcome and it can lose positive effect during the time because of the changes in the brain. Closed-loop system that updates the parameters in real-time, will significantly enhance the effects of stimulation, mitigate the undesirable outcomes and improve our understanding of the hidden brain dynamics.

Over past decades, with the advances in technology, many types of neural stimulators have been proposed. The main purpose of stimulator is to create a desired neurological response by providing the charge from or into the neural cells. The charge amount needed to inhibit a neural response depends on many factors: tissue degeneration level, type of neuron, interface (neural
probe), etc. Also, while stimulators required to provide a wide range of stimulus energy to the tissue, the power needed for the stimulation is usually dominant and itself dictates the overall NM power consumption. Adopting cutting-edge power management circuits for the next generation NM devices, that can support different power delivery options (wireless, wired, rechargeable batteries, etc.) and can improve performance and power efficiency is an imperative.

This work demonstrates a miniaturized, implant-scale NM implant for concurrent sensing and stimulation which includes flexible, electrode-agnostic, 8-driver-to-64-contact stimulator that can deliver up to 5.1mA per driver; the implant also houses a full-fledged, multi-mode power management unit that supports different NM applications (cochlea implants, DBS, retinal prosthesis, etc.) and can extend the battery lifetime compared to state-of-the-art.

**Fig. 3.5:** Electrode-Tissue Model. Biphasic Differential Neural Stimulation.
3.2 Types of Neural Stimulation and Biphasic Current Pulses

Neural stimulation is delivered as a train of controlled current pulses, which are usually zero-mean, into specific brain regions to modulate brain activity. Stimulation is performed through neural probe or micro-electrode array, Fig. 3.4, which serves as an interface between neurons and the electronic circuitry. As a first order approximation, electrode-tissue model can be depicted as it is shown in Fig. 3.5, where $R_1$ is the sum of Faradaic charge transfer resistance and trace resistance, $C_1$ models double layer capacitance, while $R_2$ depicts so called Warburg impedance, [41]. For all practical reasons during stimulator design, $R_2$ can be neglected.

Figure 3.6 illustrates different amplitude and timing parameters that can be set during the active stimulation. Also, different kinds of stimulus waveforms can be adopted, depending on the application. The physiological response generated by the stimulation is directly dependent on the waveform. Among different pulse shapes that can be employed, biphasic current pulses, are preferred due to the charge balancing property. During biphasic stimulus, anodic phase ensures positive charge delivery to the tissue, while cathodic phase provides a negative charge delivery. The inter-phase delay separates the cathodic (CP) and anodic pulse (AP) so that the AP does not change the effect of the CP. Ideally, these two charge amounts should be equal, so that after one bi-phasic pulse, there is no remaining charge in the tissue. Since, the ideal matching for all practical reasons is not possible, to ensure safe operation, the residual charge has to be removed. Hence, these two phases are followed with shorting phase, in which electrodes are shorted to the gnd or some other DC-level and all residual charge is removed. Switches $\Phi_1$, $\Phi_2$, $\Phi_3$ are responsible for the bi-phasic stimulation control. Duration of the shorting phase is directly proportional to the $R_1$-$C_1$ constant of the electrode.

Safe operation of stimulator is necessary, otherwise the tissue damage may occur. Tissue
damage can be induced in several different ways: i) Heat Dissipation – Implanted hardware releases too much heat that can effectively cause the temperature rise at the electrode-tissue interface – FDA safe limit < 2°C; ii) Charge imbalance during stimulation; iii) Excessive Charge Injection – Size (cross-section) and the electrode material dictates the limit for the safe charge density.

Neural stimulation can be monopolar and differential. In monopolar stimulation, usually there are several stimulating electrodes and one return electrode, which plays the role in the charge recovery. This method shows shortcomings if the precise stimulus localization is necessary. Figure 3.5, shows an example of differential stimulation, where the pair of electrodes is used at each stimulation cites; the current is pushed from current source through working electrode (WE) and it closes the loop through CSF (conductive cerebrospinal fluid), counter electrode (CE) and current

Fig. 3.6: Neural Stimulation – Waveform Shape.
sink. Differential stimulation is preferable method during the simultaneous stimulation in which multiple stimulus drivers are used for concurrent stimulation on several electrode pairs. Also, differential stimulation prevents large common mode swings.

There are several types of neural stimulation presented so far. Each type brings different type of drawbacks and benefits. Voltage Current Stimulation (VCS), proposed in [42], ensures power efficient stimulation, but since the electrode impedance may vary over time and position, the charge balancing is problematic. Recently proposed Switched-Capacitor Stimulation (SCS), [43], offers good tradeoff between safety and efficiency, but SCS requires a big number of off-chip capacitors and it cannot be used in multi-channel, simultaneous stimulation, since current splitting among channels is undesirable. As widely used method in neural stimulation, current-controlled stimulation (CCS) offers an accurate charge control, but it reduces power efficiency because of the voltage drops across current mirrors (sink/source) in the output stage of stimulators.

Different applications need different types of electrodes (deep brain stimulation (DBS), epiretinal stimulation, etc); macro and micro electrode contacts show big range in tissue-electrode capacitances – from a few nF to a few µF. To support various electrodes and allow a wide range of stimulation currents, it is crucial to have the stimulation mechanism that accounts for the “capacitance-dominant” electrodes and extends the on-chip voltage headroom for the stimulator circuit. Since, our target was a design of simultaneous, multichannel and electrode agnostic stimulation engine that will compensate for the variability of electrode-tissue impedance, efficient CCS design is a preferable choice.
3.3 Design requirements

Our work targeted the next generation neural interface, that is minimally invasive, and addresses the demands for limited area and power, Fig. 3.7. It should provide a real-time, full duplex communication during concurrent stimulation and recording of neural signals. Further, our modular approach and scalable architecture should allow gathering data from a grid of NM implants.

Our NM implant houses 100mV$_{p-p}$ linear input range sensing unit recently demonstrated in [40]. In first stage, we develop a wired supplied 32-channel module together with 4-driver-to-32-channel fully flexible stimulation module delivering up to 3.1mA per engine in a 128-channel implantable closed-loop system. In stage-2, we scale up sensing capability to 64 channels,

![Smart Lead Full-Duplex Sensing + Stimulation](image)

**Fig. 3.7:** Smart Lead Design Requirements.
stimulation to include 8 drivers (A-H, 5.1mA each), supported with highly efficient wireless power and data link. This interface will be integrated together with LLNL implantable electrode arrays and packages into a 64-ch modules that will be further assembled into a 256-channel system.

### 3.4. System Architecture

There are several primarily targeted applications. The first one considers the implantable system for the DBS treatment. The system (Fig. 3.8) consists of several NM “smart lead” units, each with *stim* and *sense* ICs assembled to cortical or sub-cortical leads using high-density feedthroughs. The Neural Hub (NH) serializes data from 32-ch/64-ch NMs and communicates with control module in the chest. The second one (Fig. 3.9) extends the capabilities of the first one.
and enables wireless power transfer (WPT) which is usually the only way of supplying fully implantable medical devices and plays unavoidable power solution for cochlear implants and retinal prosthesis. Our target was an implant for restoring active memory, placed at temporal lobe, that besides the NM core provides also the wireless data link, Fig. 3.9.

### 3.4.1. Stimulation Engine

In the core of every stimulation engine (SE) we have a current source and/or current sink depending on types of neural stimulation. The electrode-tissue impedance varies over time and its value also depends on electrode placement in the nerves. Also, different electrodes have different impedances depending on material they made of and depending on the size of contacts (range - 100’s Ω-1MΩ). To support simultaneous multi-channel, electrode agnostic stimulation we need a very high output impedance current source/sink for a wide range of stimulus currents. Furthermore, the current mirrors should have a high output compliance to compensate the source/sink additional voltage headroom requirements in CCS, so that the most of rail-to-rail voltage can be dedicated to the output electrode pair (differential voltage). Motivated by the work in [44], Fig. 3.10(top) shows

---

**Fig. 3.9:** Implantable RAM (Restoring Memory Device) Unit.
the core of our (SE) – very precise, high-compliance and ultra-high output impedance current mirror for source/sink part of SE. These features are possible due to the combination of the positive and negative feedback loops employed in the circuit. This high-voltage, current mirror is superior in gathering super-high output impedance, high accuracy and high compliance ever achieved by any stimulation engine.

The core of this current mirror is essentially made of two feedback loops: first - positive feedback (PF) (made of the error amplifier A₁ and transistors M₃ and M₁) and the second with a negative feedback (NF) (A₁ and M₃). PF is always synchronized (in phase) with the input signal and it is determined as a positive loop gain (LG) around a feedback loop. Keeping only amplifier A₁ and transistors M₃ and M₁ as a current mirror will limit the output voltage by a single \( V_{DSAT} \).

But this structure has a serious drawback – for increased values of output voltage, M₃ goes into

**Fig. 3.10:** Current Sink/Source and correspondent DC Output Characteristics.
linear region, since the input current source and aspect ratio of M2 dictates the DC value of \( V_{G2} \), [44]. The output voltage is bounded:

\[
V_{OUT} \leq V_{G2} - V_{DSAT3}.
\]  

(3.1)

To prevent this, an extra NF that includes another operational amplifier (A2) is added in the circuit. The plus terminal of amplifier A2 is connected to a bias voltage, \( V_B \). This would imply that the voltage at the plus terminal of A1 is going to be set to a desired value and enlarging values of

\[
V_{OUT} \text{ will not push the loop run by A1 to its bound. Connecting the plus terminal of amplifier A2 to a } V_B \text{ facilitates the } V_{OUT} \text{ swing by shielding the input of the A1. From the small signal analysis, the output resistance of the current mirror can be expressed as}
\]

\[
R_{OUT} = r_{04}g_{m4}r_{01}g_{m2}A_2R_{IN}.
\]  

(3.2)
where $R_{IN}$ represents the input resistance of the mirror. This clearly shows that amplifier $A_2$ also contributes to the boosted output resistance. The output resistance is boosted and the voltage compliance is equal to $V_{DD} - 2V_{DSAT}$. Folded cascode PMOS/NMOS amplifiers are employed to ensure the proper control loop operation at voltages close to $V_{SS}/V_{DD}$. Figure 3.10(bottom) shows the DC output characteristics for current source/sink across the wide range of output currents.

**Fig. 3.10:** DC output characteristic for current source/sink across the wide range of output currents.

Figure 3.11 shows the complete Stimulation Engine architecture. Digital Control Unit (DCU) activates the STIM engine only during active stimulation. The engine comprises of 2 driver slices, each with a 7-bit current source/sink for differential stimulation (to reduce artifacts), with integrated high-voltage (HV) level shifters (LS). By employing previously explained current mirrors, the output impedance of the current mirror is boosted to 100’sM$\Omega$-1G$\Omega$. This architecture ensures accurate current matching even for the large voltage swings (94% $V_{rail-to-rail}$) at the electrodes.

The shape, amplitude, various timing parameters and SENSE/STIM MUXs are configured by DCU and updated on-the-fly. The output of STIM engine is connected to the local switch matrix (LSM), which is employed for the biphasic control and post-stimulation active charge balancing. Any residual charge on the electrodes is cancelled out by shorting. The HV channel-selection MUX
provides a fine spatial granularity (8:64 MUX with integrated HV LS), for a multitude of
stimulation sites. Since, the control signals are coming in 1.8V level and HV STIM engine requires unipolar-to-bipolar voltage conversion, we employed the specific architecture (Fig. 3.12) for the HV Bipolar Level Shifting. The stim MUX determines the sense-IC accessibility to electrodes and protects the sense-IC from voltage overstress, since sense-IC is designed in lower node technology.

Power efficient stimulators are necessary in energy-limited systems. The stimulator engine dissipates significant power at its output stage, especially when it delivers small currents. This is the main drawback of the CCS. To additionally save the power, a high-voltage adaptive-rail (\(V_{DD}/V_{SS}\)) is provided to accommodate voltage drops across high electrode impedances. When the electrode cites are stimulating with specific current levels, DCU can configure (control bits cc_3, cc_4) the output of the high voltage generators to produce stimulation power supplies \(V_{DD}\) and \(V_{SS}\) according to the stimulation electrode needs (lower current – lower stimulation voltage and vice versa). Adaptive HV stimulation approach prolongs the battery life up to 10x. At the same time, reconfigurable BandGap Circuit and Reference Current Source (Fig. 3.13) is designed to be immune on these \(V_{DD}/V_{SS}\) changes.

3.4.2. Sensing Unit

Recording of neural activity plays an important role for diagnosing neurological conditions. Presence of biomarkers in recorded traces gives the neuroscientist valuable information. A frequency band occupied by the neural signals of interest, and picked by the electrodes, goes up to 6kHz. The local field potentials (LFPs) occupy a frequency band from 1Hz to 200Hz, while the action potentials (APs) fall within 200Hz to 6kHz frequency band. Also, the peak amplitude of LFP signals is 1 mV, and the peak amplitude of action potentials is up to 100 \(\mu \text{V}\).

To ensure concurrent stimulation and recording, a high dynamic range sensing front-end unit is needed. The front-end must digitize neural signals to the required resolution of 8 bits in the
presence of stimulation artifacts and the required signal to noise and distortion ratio (SNDR) for differential signals is >12 bits, [45]. Saturation of the front-end would cause a loss of information (blanking).

Apart from the high input dynamic range, if the large DC offset is present at the sensing electrodes, it can create constant currents at the electrode because of the finite DC input-impedance of the sensing front-end unit. This will induce a tissue damage over time. To ensure a proper and safe functioning of front-end, its DC input impedance needs to be larger than 1GΩ.

Since we were targeting a universal and flexible STIM/PM IC for simultaneous stimulation and recording, that would be compatible with recent work on the high input dynamic range front-end units, [40], [45], we have designed a multichannel implantable NM interface, Fig. 3.8 that houses both STIM/PM and SENSE IC.

![Fig. 3.14: Concept of the VCO-based ADC.](image)

The sensing front-end IC features 32-channel (64-channel) VCO-based design with interleaved digital nonlinearity correction (NLC). In the conventional designs [37-38], area per sensing channel is dominated by the off-chip coupling capacitors, which dictates the overall size of the
implant and does not scale with CMOS technology. The VCO-based front-end, Fig. 3.14, processes LFP signals in the phase domain [40], thus allowing for low-noise linear digitization of voltage within a large input range on accessible electrodes, as controlled by channel selection MUXes in the stim IC. The digitized data is sent to the control module via a 3-wire SPI interface.

An implantable autonomous 2-chip system needs to have built-in clock generation for system timing. Therefore, a crystal oscillator driver (XO), high supply-rejection LDOs and associate BGRs are embedded in the sense IC, with LDO output voltages of 1.2V (VCO analog), 0.6V (VCO digital), 1.2V (NLC & system control) and 1.2V (XO). Power-on reset circuitry is designed, so that the 1.2V digital supply is ready first for system reset and configuration before the supplies to the VCO front-ends. The XO provides a 12MHz clock with lower jitter (9.8ps) which is sufficient for accurate (15 bits) signal capture.

3.4.3. Full-Fledged Power Management

To minimize the power consumption of a fully implantable biomedical device and to make the stimulator design compatible with the rest of the system, as an integrative part of the STIM chip, we proposed a full-fledged Implantable Power Management Unit (IPMU). IPMU is highly reconfigurable, can process and support different power transfers on-the-chip, depending on the application. STIM core and IPMU unit are made in HV technology, to accommodate large voltage swings at the electrodes, during stimulation. As a part of specification, we define several important targets which will be discussed in detail later: i) The IPMU should adapt the power delivery depending on the need at the load ii) Multiple modes of operation and smooth transition between
the modes iii) High power conversion efficiency (PCE>90%) iv) Small chip area and a few off-chip components to satisfy low cost and small volume (implantable interface) requirements.

IPMU supports 4 different modes of operation, Fig. 3.15., and it is controlled by 6 control signals, set through the DCU and user interface. The system can be configured to work in 1) Wired Mode – where the power is delivered to the implant, differentially through 2 wires; 2) Wireless 1X Mode- where the power is deliver through the near-field, inductive link; 3) Wireless 2X Mode – in which power is deliver through the inductive link, while simultaneously the rechargeable battery is charging and the implant is powered; 4) Battery Mode – where the whole implant is supplied from the battery. Figure 3.16 shows the complete block diagram of full-fledged IPMU. As the most power greedy blocks, efficient active rectifiers for both wired and wireless power transfer are imperative and they are covered in detail.

To improve the overall efficiency and maintain the efficacy of the NM interface of the inductively/wireline supplied stimulating medical devices, the efficiency of every stage in the power delivery path, such as the active rectifiers, high voltage generators, inductive link, etc., should be maximized. By adopting the system level approach and utilizing power-efficient circuit
techniques for both TX and RX side, we have designed IPMU that outperforms current state-of-the-art in flexibility and efficiency. Detail explanation follows.

3.4.3.1. Active Rectifier for Differential Wired Mode

During the operation in wired mode, the power management (PM) block is configured automatically and wireless power transfer & battery management units are turned-off, so there is no reverse current flow, Fig.3.17. The implant is powered by a differential AC input and active IMPU comprises of an active rectifier (AR-DC), scalable bandgap/reference current block (BGR/IR) and multiple-voltage generators for the various implant units. Two wires at the input carry sinusoidal signals shifted for 180 degrees to satisfy biomedical requirement, so that the net input voltage sum in the wires, is equal to zero at every moment in time. Peak-to-peak voltage is
6V at each wire. Duty-cycle control unit plays the role of a shunt regulator that adapts the power delivery to the load and also set the rectifier output voltage to the desired value – in our case 2.2V.

![Diagram of Power Management Unit – Wired Mode](image)

**Fig. 3.17**: Power Management Unit – Wired Mode.

Figure 3.18 depicts the adaptive, real-time on/off delay-compensated AR whose efficiency is improved and optimized for MHz-level inputs (PCE>80%). AR-DC also mitigates the substrate ringing and $di/dt$ noise due to bondwire inductance. Output of the AR supplies the 1.8V LDO with high slew-rate and supply rejection. This LDO powers both ICs.

In the core of the active rectifier for differential wired power transfer is a full-bridge architecture. Every Active Diode (AD) inputs two control signals, which are necessary for transition from passive to active mode and for preventing excessive power dumping to the load. Also, since the targeted rectified voltage is 2.2V and the amplitude of the input signal is 3V, the source (drain) of power PMOS/NMOS transistors within the AD can reach 4.1V in the steady state.

If the drivers inside the AD, are supplied from $V_{REC}$ and gnd, turning off these diodes becomes problematic. To handle this, we proposed the active body biasing scheme (ABB), Fig. 3.18, to
mitigate any current leakage and prevent reverse current flow, which connects the bulk of every power transistor to the higher potential node. At the same time, the bulk node is used as a supply for the driver. The 1.1V offset shows up due to the isolation capacitances at the input of the active rectifier.

![Active Rectifier Scheme](image)

**Fig. 3.18:** Active Rectifier Scheme.

### 3.4.3.2. Wireless Power Link

For the near-skin implantable biomedical devices, wireless power transfer (WPT) is preferable power delivery option, which is usually based on the inductive near-field coupling due to its high efficiency. To be consistent with biomedical requirements, implantable applications usually use the frequencies from the ISM band, in which 13.56 MHz is the most commonly used carrier frequency. By employing WPT, scientists try to avoid bulky batteries, which is critical demand in volume-limited applications where form factor plays significant role. Since, our design targets a fully-implantable, miniaturized NM platform, WPT is an important task.

The Active Rectifier (AR) for the WPT is the most critical block regarding the power efficiency. AR is designed to operate in two different modes: 1) Regular Mode (1X) provides 2.2V
rectified voltage which is sufficient for further voltage regulation and 2) Charging Mode (Doubling Mode-2X) which provides 4.1V output; this voltage is used during the rechargeable battery charging. During 1X Mode, AR architecture is configured as a full-bridge rectifier, while during the 2X Mode it is configured as a voltage doubler – two half-wave rectifiers connected in series.

Figure 3.19 shows enabled units in IPMU during the WPT in Charging Mode. The battery charger (BC) receives 4.1V at the input which is necessary for the operation. BC charges the battery with 5-10mA constant DC current. Parallely, integrated buck DC-DC converter provides 2.2V that is needed for multiple LDOs and normal implant operation. Most of the circuitry that was active during the Wired Mode is disabled and the reverse current flow into tAC-DC rectifier is prevented.

**Fig. 3.19:** Full-Fledged Power Management Unit in Charging Mode.

Active realization of the AR-WPT requires high power efficiency and Load Adaptation ability. During the implant functioning, the load requirement changes in time – from very light to very high. Also coupling variations significantly mitigate efficiency and make the output voltage
unstable. Most previous designs, [46]-[50], do not consider the excessive power dumping from the input (wireless link) to the output. Excessive power is either dumped to the DC-Limiter or absorbed by the body tissue. Usually, the simple DC-limiter circuit or clamping shunt regulator is employed to bound the $V_{REC}$ value. This will cause significant current leakage and it will mitigate the overall end-to-end efficiency. Since the load requirement varies in the time, power efficient system would need a dedicated adaptive load control unit that will accommodate power flow in regards to the implant requirements.

We proposed a reconfigurable, PVT invariant and power efficient AR-WPT which includes Adaptive Load Control (ALC) unit that accommodates the power delivery. With the ALC unit, input power is controlled and excessive power at the output is significantly reduced. The efficiency of the rectifier is improved due to the new real-time offset controlled schemes that are implemented. With these two techniques, our system is able to perform $>10x$ longer (battery life) compared to the state-of-the-art and has improved efficiency for a wide range of load currents.

During design of active rectifiers for WPT, that use 10’s MHz as a carrier frequency, an important drawback has to be considered related to the propagation delays which are introduced by comparators (drivers). These drivers are driving the gates of the power transistors within the active diodes. To have small voltage drops across the active diodes, these power transistors have to be wide. The wider the transistors, their gate capacitance is bigger. To drive these capacitances at high speeds, the comparators require a buffer chain in the output stage. Naturally, there is a delay between changing the state at the comparator input and the buffer chain output. This delay causes power transistors to turn-on/turn-off either too late or too early. Both effects are detrimental
and affect the performance of the rectifier. Either they result in the reverse current flow that causes efficiency drop or the conduction time of diodes is reduced.

To keep power conversion efficiency high, several previous works proposed different techniques to compensate for the propagation delays, [46]-[48], [50]-[53]. Some of them introduced a constant offset at the comparator input using the unbalanced-bias scheme (asymmetrical input transistors) to compensate for the OFF delay, [46]. This just partially solve the problem, since the compensation of ON delay is skipped. Some require off-chip offset calibration. A switched offset biasing scheme, [48], was proposed to explicitly control the reverse bias current. Ghovanloo in [47] used an off-chip calibration method. Problems with these approaches are that they are not flexible due to the various reasons (PVT variations, transistor mismatch, offset, etc.). These schemes are usually optimized for the particular operational condition, and their design procedure is complicated. Recently, in [52], the authors explained a near-optimum approach, that does not incorporate ALC unit and PMOS active diode calibration. Without ALC – reaching a steady state and having near-optimum condition is a real challenge.
We proposed the simple architecture that incorporates the adaptive, real-time ON/OFF calibration scheme for both types of active diodes (PMOS, NMOS) that autonomously generates the offset currents for the comparators and is immune to PVT and circuit mismatch. Inspired by the work in [51], Fig. 3.20 shows the overall AR-WPT architecture capable of working in Regular ($V_{REC}=2.2V$) and Charging ($V_{REC}=4.1V$) Mode with ALC Unit with complete Calibration Schemes that do not need any tuning.

**Fig. 3.21**: Current through the active diodes without calibration schemes implemented.

AR-WPT consists of five power switches, three adaptive delay compensated comparators (two of them for driving the N-type diode and one for driving the P-type diode), duty-cycling control unit for output regulation along with startup and mode control units. Depending on the states of these 5 switches, the AR-WPT can be configured to work in:
Regular Mode, where RM switches are turned-on and MP transistors are cross-connected with the gate of one connected to the drain of other. N-type Active Diodes are enabled, while P-type
A diode is disabled;

**Charging Mode**, where RM switches are turned-off and CM-switches are turned-on. CMP1 and CMP3 are enabled. In the steady state, voltage $V_{ac2}$ (one side of secondary coil) is clamped at $V_{REC}/2$, so MP2 is reversed bias and consequently turned-off.

Red and blue lines show the paths where the delays are introduced by the comparators. The impact of these delays is multifold; Fig. 3.21 depicts the impacts of ON and OFF delays for both type of active diodes (AD) without calibration schemes implemented.

**Fig. 3.23**: Calibration criteria for active diodes.
None of the previous works, [46]-[53], simultaneously dealt with the real-time offset calibration for reconfigurable AR-WPT and implemented ALC unit that eliminates a lossy voltage limiter. Figure 3.22 shows the block diagrams of the proposed, near-optimum active rectifier in 1X/2X mode with negative feedback loops for a real-time delay calibration for both N-type and P-type turn-on & turn-off delay compensation. These feedbacks are responsible for adaptive generation of the ON/OFF offset currents to compensate the switch delays. The signals $V_{C1}$, $V_{REC}$ and $V_{GP}$ are used as an input for the P-type calibration scheme, since they contain the information whether the P-type active diode turned-on/off too early/late or if it is close to the optimum timing. Similarly, the signals gnd, $V_{C1}$ and $V_{GN}$ are used for the N-type calibration scheme and derivation of the calibration criteria.

Calibration criteria for both type of active diodes is depicted in Fig. 3.23. Let’s consider, optimum timing for the P-type active diode. A similar analogy can be made for the N-type of active diode with different desired timing criteria. If PMOS power transistor is turned-off too early (green line), conduction time is reduced, which means that $V_{C1}>V_{REC}$. To fix this, in the next cycle, more offset current through the off-branches in comparator has to be added. In the analog manner, if PMOS power transistor is turned-off too late (blue line), a reverse current flow will be the result. To reduce this in the next cycle, the offset current through the off-branches should be decreased. Deriving the conclusions for the turn-on offset calibration is done in a similar way. So, the offset is updated in every cycle and within several cycles the desired timing condition is reached. In the steady state, if the input signals $V_{C1}$ and $V_{REC}$ are sampled on the rising and the falling edge of the $V_{GP}$, the sampled values should be equal. That implies that delays are fully-compensated. For the N-type of active diode, if the input signal $V_{C1}$ is sampled on the rising and the falling edge of $V_{GN}$, the sampled value should be equal to gnd.
Fig. 3.24: a) Compensation scheme for P-type active diode b) Gate driving circuits- control signals c) Timing diagrams for the control signals.
Detail circuitry of the proposed real-time offset compensation scheme for the P-type active diode is shown in Fig. 3.24. N-type scheme is represented by the dual circuit and analysis is similar. High voltage transistors are used in the implementation, since AR-WPT supports doubling mode and the range of voltages goes up to 5V.

Fig. 3.25: Near- Optimum Steady-state for Charging (2X) and Regular Mode(1X).
In the core of the calibration scheme is the push-pull common gate comparator with the P-input transistors (M1-M10). Two negative feedback loops are added to adaptively generate ON/OFF offset currents. Every feedback loop comprises of an offset current source, feedback amplifier and the sampling circuitry that plays the role in the ON/OFF timing adjustment. Let us consider the ON-delay compensation path: The control logic generates signals sens, \( \overline{sens} \), \( V_{\text{KEEP}} \), and Smp_on. On the rising edge of Smp_on, input voltage \( V_{C1} \) is sampled on \( C_{s1} \). During the \( V_{\text{keep}} \) that voltage value is passed onto \( C_{s2} \) and the feedback amplifier OTA_N compares the sampled value with \( V_{\text{REC}} \) until the next falling edge of Smp_on, [53]. We have two possible scenarios: 1) If sampled voltage is smaller than \( V_{\text{REC}} \), OTA_N will drive \( V_{\text{on.control}} \) to the lower value and more offset current \( I_{\text{ON}} \) is pushed through the stacked PMOS current source. Consequently, the PMOS diode (switch) will turn on later compared to the previous cycle. 2) If sampled voltage is higher than \( V_{\text{REC}} \), OTA_N will drive \( V_{\text{on.control}} \) to the higher value and less offset current \( I_{\text{ON}} \) is pushed through the stacked PMOS current source. In this scenario, the PMOS diode (switch) will turn on earlier compared to the previous cycle, and as a result, after several 10’s of cycles the system would reach a steady state; \( V_{\text{SH.ON}} \) should be equal or close to \( V_{\text{REC}} \) indicating the desired optimal timing. OFF-compensation path is realized and analyzed in the similar manner – in steady state \( V_{\text{SH.OFF}} \approx V_{\text{REC}} \). Feedback amplifiers, OTA_N are realized as the low power folded cascode amplifiers with N-type input transistors and GBW <0.5MHz.

To ensure no oscillation and smooth transition between transistor ON/OFF states, RC time delays are added, [48]-[52]. These delays behave also as a low-pass filters; they remove high-frequency components in the offset currents.
Big advantage of the real-time adaptive compensation scheme is its immunity to the process mismatch and PVT variations. Figure 3.25 verifies the near-optimum steady-state operation for
both PMOS and NMOS type of diodes. The outputs of sampling circuit $V_{SH\_ON}$ and $V_{SH\_OFF}$ follow the rectified voltage $V_{REC}$ and gnd for 2X and 1X mode respectively. The relevant waveforms for both modes of operations are shown in Fig. 3.26. This demonstrates the effectiveness of the proposed technique – with adaptive ON/OFF compensation scheme implemented, the system reaches the desired optimum timing and the effect of reverse current and reduced conduction time (which affect the efficiency) are eliminated or significantly mitigated.

Since the load requirement varies over time, implementation of ALC unit is necessary. Our ALC unit with Hysteretic Comparator (HC) is shown in Fig. 3.27. The hysteresis is added to the two-stage amplifier by employing a resistor of fixed value together with the steering (current) circuit. This results in the amplifier’s negative input terminal shift by the value proportional to the product of the resistor and hysteresis bias current. Hysteresis bias current controls the hysteresis properties (window, slope, etc.). When the output voltage $V_{REC}$ reaches the desired value, the comparator in the feedback will change the value of the control signal LS. As a result, all diodes in the AR-WPT would be turned-off and power transfer from input to output is suspended. If we keep the hysteresis window at 100mV, the output voltage $V_{REC}$ will fluctuate within 100mV window around the desired value. If we used a regular comparator, we would introduce the hard switching and observe a sharp voltage ringing at the output. This can make circuit intrinsically unstable. Consequently, the calibration mechanism would not establish the steady state in the rectifier, since it needs dozens of cycles. With hysteretic comparator, the circuit enters periodically into shut-down (duty cycling) modes, and still have time to calibrate ON/OFF delays in AR-WPT (during LS =0 periods). Load Adaptive signal LS is coupled into comparator enable signals (EN_1-EN_3). HC dynamically keeps the $V_{REC}$ at the desired level by toggling LS which consequently
leads to energy preservation, improving the AR-WPT efficiency and reducing current leakage through the ALC unit.

![Control Logic Diagram](image)

**Fig. 3.27:** a) Control Logic b) Adaptive Load Control – Shunt Regulator with Hysteretic Comparator.
So far, we have focused on the RX local wireless voltage rectification and regulation. We have shown the circuitry that reduces complexity, requires minimal number of off-chip components, and leads to the improved efficiency. However, the complete wireless power system also requires TX independent IC. There are several works done so far that demonstrated TX-RX wireless inductive link for biomedical applications. In [51], [54], authors proposed backscattering, where TX is driven by the RX as the impedance changes on the receiver side during implant operation. This design requires an extra off-chip coil. Also, [55]-[56] requires TX-RX data link, so that TX can receive feedback information from the RX unit, that contains the sensed loading at the implant side. These systems usually need microcontrollers, pulse generators and other off-chip units that are power hungry. Most previous works, [49]-[51], [53]-[56], use the class D/E power amplifiers on the TX side, that are switching at the carrier frequency and driving the inductive link. These architectures are not suitable for the implant-scale biomedical applications.

We have recently proposed in [57], a new wireless power link architecture that is immune to distance variation and can sense the implant “needs” without explicit feedback from the RX unit. The TX unit together with the link, self-regulates the power delivery to meet implant requirements.

The basic idea is that by employing simple cross-coupled oscillator architecture with automatic amplitude control (AAC), the system can self-tune to one of two stable frequencies, [57]. It can be shown that operation in one of these two frequencies would lead to a constant ratio between the source and load voltages $V_L/V_S = \sqrt{\frac{L_2}{L_1}}$, thus making it independent of coupling coefficient and load. This means that a wireless power system explained in [57] will hold the voltage amplitude at remote load constant as load resistance varies.
3.4.3.3. Battery Charging Unit

Battery charging (BC) unit requires 4.1V at the input and charges (5-10mA loading current) a Li-ion battery-pack system with a constant current. Li-ion battery requires 3.6V-3.9V for normal operation. Integrated buck dc-dc converter steps down the output voltage from charging unit to 2.2V and is able to provide up to 10mA of output current. Motivated by the work in [58], we have implemented a built-in resistance compensator technique that improves the speed of battery charging. This technique dynamically estimates the external resistance of the battery system and extends the phase of the constant-current stage. As shown in [58], a smooth transition method ensures stable transition from the Constant-Current to the Constant-Voltage stage for the BC. In the core of the BC, we have LDO-based circuit accompanied with the built-in resistance compensator and the Smooth Control Circuit and that includes Reference Shift Circuit, External Resistance Detector and Reference Voltage Switch.

3.4.3.4. Adaptive High Voltage Generator

As we stated before, power efficient stimulation in energy limited applications is an imperative. Stimulators require high voltage and high power dual supplies, to support a wide range of stimulations currents and differential stimulations. Fully integrated High Voltage Generators (HVG) in multi-voltage system design, with high power efficiency is targeted. Most prior works, [59-61], rely on bulky external passives (capacitors, inductors, etc.).

We have designed an adaptive closed-loop 4-stage charge pumps, Fig. 3.28, with leakage reduction scheme, that can provide ±7.5V (±5V-v2) supply rails (V_{DD}/V_{SS}) - max 3.5x voltage
conversion ratio. Integrated charge pump efficiency is improved as compared to [62-63] by using the modified Pellicone’s cross-coupled cell, [65], for the negative and Favrat’s cell, Fig.3.29a, for the positive pumping stage. Each Favrat’s cell uses a small auxiliary charge pump structure for biasing PMOS devices. The generation of negative voltages on IC is possible due to the triple-well process, Fig.3.29b. The structure is very similar to the one demonstrated in [66], except the PMOS and NMOS switches exchanged positions and the bulk of PMOS is connected to gnd in order to prevent latch-up. The settling time of NVG is very fast due to the high frequency of operation (fs=20MHz) and full integration of charge pumps. Their performance is optimized to provide up to 1mA of constant DC load current while maintaining a high efficiency.

To further increase energy savings, an efficient high voltage $V_{DD}/V_{SS}$ scaling is employed. DCU can configure control bits cc_3, cc_4 to accommodate the outputs $V_{DD}$ and $V_{SS}$ of HVG at the optimal value which is sufficient for power efficient stimulation.

**Fig. 3.28.** High voltage Generator for STIM Chip.
In the core of the HVG scheme there are multiple pumping stages with non-overlapping clock generators and feedback loop as shown in Fig. 3.28. The feedback loop consists of the clock buffer and comparator that provides adaptive control signal. This feedback decides if the output voltage ($V_{DD}/V_{SS}$) of the HVG reaches the desired value. When that happens, the comparator outputs the high signal (1.8V), and the charge pump will stop pumping by disabling the clock buffer. Until the output voltage does not reach the targeted value, the output of the comparator is kept low. The main sources of efficiency drop lie in the timing mismatch and in overlapped clock signals and would cause the reverse current flow. To prevent the reversion losses, we have designed a dedicated control scheme with HV level shifting unit, that ensure FETs (switches) are not ON at the same time. This will enhance the power efficiency, and by adding the filtered capacitors at the input of the comparator, the output voltage accuracy is improved.

**Fig. 3.29:** a) Favrat cell – Positive Pump Stage; b) Negative Voltage Generation, [66].

In this topology, the voltage drop across the stage is roughly equal to $2V_{DS}$, while the output voltage can be approximated with

$$V_{OUT} \approx V_{IN} + N\left(\Delta V - \frac{i_{OUT}}{f_s C_f}\right),$$

(3.3)
where $\Delta V \approx V_{sup} \frac{c_f}{c_f + c_{par}}$ and $c_f$ is flying capacitor while $f_s$ denotes the switching frequency. For integrated implementation (flying capacitors on-chip) and mA output current capability to achieve a high voltage gain and high power efficiency, the switching frequency has to be in 10’s of MHz range. Power efficiencies for both positive and negative closed-loop charge pumps are shown in Fig. 3.30.

**Fig. 3.30:** High Voltage Generator – Simulated efficiencies in HV180nm.

Another constraint comes from the stimulator requirement. During the active stimulation, engines can drain 10’s of mA of current from the high voltage supplies $V_{DD}/V_{SS}$. HVG designed on the chip, are not able to provide that amount of current instantly. Logically, the only solution is to have a high value (10µF -20µF) storage capacitances at the output of the HVG. The benefits of using these high value capacitances is twofold. First, the output voltage ripple is proportional to $V_{ripple} = \frac{I_{LOAD}}{f_s C_{OUT}}$, hence it will be mitigated. Secondly, the voltage drop during the stimulation would be in order of several 10’s of mV. Otherwise, huge voltage drop would introduce a stimulator malfunction. Also, keeping the $V_{DD}/V_{SS}$ within the safe range is needed for correct BGR and current mirror operation.
Apart from the necessity and benefits that introduction of external capacitances brings into design, there are a few challenges that have to be considered. Medical-grade, ceramic SMD capacitors show capacitance degradation as the DC voltage across increases, Fig. 3.31a. Also, their self-resonance frequency, for the capacitance values in \( \mu F \) order, is up to a few MHz at the best case scenario. Since switching frequency of our charge pumps is 20MHz, clearly the external ceramic capacitors would clearly show inductive property at that frequency, Fig. 3.31b. As a consequence, the output charge pump ripple, that can be expressed as

\[
V_{\text{ripple}} \approx L \frac{di}{dt} + \text{ESR} \ast i, \tag{3.4}
\]

where \( \text{ESR} = R_{\text{pcb}} + R_{\text{chip\_wire}} + R_{\text{cap}} \) denote the serial accumulated resistance, can reach several 100’s of mV. Such a big ripple on supplies, is unacceptable and can cause the stability issues. An elegant solution for this problem is to use Integrated Passive Device (IPD) devices, [67]. These devices

Fig. 3.31: a) Ceramic SMD Capacitance Drop with DC Voltage; b) Self-resonance frequency of ceramic capacitors; c) Comparison between ceramic SMD and Integrated Passive Capacitances; d) Stacked IPDIA capacitors as a compact energy source, [67].
show no capacitance degradation over the DC voltage stress. Also, IPD’s negligible serial inductance introduces a very small voltage ripple. Figure 3.31c shows the comparison between the IPD and the ceramic external capacitors. Another factor that plays an important role in volume-limited, miniaturized applications, is the size of external components. IPD is a right choice when it comes to 3D passive integration as a top priority. Thickness of these capacitors can be between 80µm and 100µm while their capacitance density is 4 µF/mm³. An example of a cubic stack, which can be stacked further on one of the ICs is shown in Figure 3.31d. Stacking of the integrated storage capacitors, will create more space on the assembly board and will reduce the overall size of implant-scale medical device.

3.5. Simulation and Measurement Results

To demonstrate the functionality and performances of our system, we have designed two different STIM/PM ICs (Fig. 3.32) – the first IC has 4 Stimulation Engines (SE) and can drive 32 stimulation cites with V_{DD}/V_{SS} absolute maximum set to 7.5V/-7.5V. In the second version, the stimulator block includes 8 SE that can be individually programmed for monopolar/ differential stimulation. Stimulation current, per engine, covers the range from 20uA to 5.1mA with 20uA step. Programmability includes pulse shape, phase duration, full spatial selection, power control, etc. Engines are designed to be electrode agnostic.
High Voltage STIM/SENSE switching matrices are designed for 64 electrodes and STIM matrix provides a complex spatial resolution. The *stim* IC is integrated in HV-180nm CMOS to support a large voltage, while the *sense* IC is implemented in 40nm CMOS technology for reduced area and power of digital circuits. $V_{DD}/V_{SS}$ are designed to be programmable with the absolute maximum to $5V/-5V$.

Measurements are conducted in two phases as depicted in Fig. 3.33. To evaluate the performances of the STIM/PM IC, we have designed the STIM test-bench board, Fig. 3.33a. The measurement setup also includes TX board and wireless inductive link. TX board houses the transmitter IC with AAC that is explained in [57]. The PC is running a control software which sends the STIM and PM control parameters through the FPGA board towards the IC. This setup is primarily used to evaluate the performances of our integrated PM unit, specifically – the reconfigurable ON/OFF delay compensated active rectifier during the operation in 1X/2X mode.
Fig. 3.33: Test Set-Up for NM Assembly In-Vitro Measurement.
The 13.56 MHz signal is used for the power carrier frequency during the rectifier’s power conversion efficiency (PCE) evaluation while in the overall measurements, the system self-tunes to a frequency in the range 10.5MHz-13.56MHz.

**Fig. 3.34:** Simulated and measured PCE versus $R_L$. Impact of delay compensation.

Figure 3.34 shows the PCE performance comparison between the delay compensation technique turned-on and turned-off. Measured results show that high PCE is maintained over a wide range of output powers. During the Regular (1X) Mode, our approach offers, on average, 8% improvements in PCE with 91% peak efficiency and stays above 87% for most of loading conditions. Measured rectifier’s PCE, that operates in Charging (2X) Mode, shows up to 12% and 10% PCE improvement during light and heavy load, respectively. Measurements clearly show that implemented adaptive ON/OFF delay compensation technique is more beneficial in eliminating the reverse current flow for lighter loads. This is consisted with our prediction, since the integrated ALC unit is more effective for moderate and small output currents.

To demonstrate the functionality of the NM unit, we have conducted in-vitro measurements with a 32-electrode probe. Figure 3.33b shows the test set-up that is used to evaluate the system integrity under concurrent *stim* and *sense*.
NM units are designed and assembled for both versions of STIM/PM and SENSE ICs. The NM PCB assembly for the first IC version, is smaller than a US penny and occupies 135mm$^3$ of volume, Fig. 3.35-Top. The functionality of these two ICs is supported by only a few passives - 6 off-chip components are placed on the top side of the PCB. The bottom side is reserved for external connections - 2 anti-phase AC power lines, STIM and SENSE SPI interfaces, and 34 contact neural
electrodes (1 ‘common’, 1 ‘reference’, and 32 targets). This NM unit is small in size, which makes a high-channel count, closed-loop neuromodulation possible. The low-profile NM PCB assembly can be housed in a small package for on-the-skull implantation. This scheme minimizes the recording interference and reduces power in the cables for the NM. Distributed architecture allows a clinician to adjust the number of NM satellites without modifying the system design.

To sense biomedical signals of interest, usually only 60dB of dynamic range is required. On the other hand, if the stimulation is enabled during sensing, dynamic range requirement for the sensing front-end goes up to 90dB to capture stimulation artifacts. Wall-powered devices, available in the current market, covers this range by burning more power. However, spending too much power for the implant-scale devices is not suitable because the battery will drain too quickly.

The NM unit is placed in a spring-loaded socket that is used during the testing since it provides a good connection through its feedthrough contacts. Along with the NM test board, a signal generator is used to emulate a neural signal, AC-power supplies to deliver power to NM, oscilloscope to observe stimulation output, and a PC that is running the control software.

A 7Hz sine wave signal, that represents a neural signal, is injected through the large probe into the beaker. The smaller probe is the actual neural probe that contains both stim and sense contacts. During the recording, the sine wave is present, but there are high-frequency components (fuzziness) riding on top of it. These high-frequency components that are contaminating the signal, are stimulation artifacts. The recorded waveform, Fig. 3.36a, shows no front-end saturation with artifacts from periodic 3mA stimulation pulses. The stimulation artifact is ≤40mV because of the differential stimulation strategy. The time-domain waveform shows a clear 7Hz envelope and the frequency-domain plot reveals no distortion of neural-signals.
The stimulation artifacts fall inside the LFP band and conventional filtering is not possible. As shown in Fig. 36b, the in-band stimulation artifacts are suppressed by up to 114dB by a custom digital stimulation artifact rejection method, [68]. This stimulation artifact rejection method implemented as digital signal processing unit removes these artifacts before processing neural signals.

**Fig 3.36:** a) Time-domain waveform shows that the sensing front-end doesn’t saturate under stimulation artifact; b) In-band artifact suppression.

The main advantage of this implantation scheme is the proximity of the sensors and stimulators to the electrode arrays, compared to the traditional approach where the pulse generator is in the chest area.

In the similar manner, we have designed NM PCB unit for 64 channels that houses version 2 of the STIM/PM and SENSE ICs. NM supports different power delivery options and flexibility - wise outperforms version 1 (32channels). This unit includes stacked integrated IPDIA capacitors to further downsize the overall NM module. Similarly, the bottom side has the contacts for external connections - 2 anti-phase AC power lines, 3-wire SPI interface, and 66 contacts neural electrodes (1 ‘common’, 1 ‘reference’, and 64 targets). Overall the NM capsule occupies 552mm³, while the
inner volume where active electronics is placed takes 338mm\(^3\) - W=4.5mm and L=22.5mm, Fig. 3.34-Bottom.

Figure 3.37a-3.37d shows the measured simultaneous current stimulation waveforms.
Waveform can be configured to have rectangular, exponential, sawtooth, triangle and sine pulse shape. Power management start-up sequence is shown in Fig. 3.37e, where control signal EN_CP is used to enable/disable HVG.

Our NM implant shows superior form factor and performance compared to the prior art, Table 3.1. The improved performance is a result of highly optimized designs and a modular approach that combines the best of different CMOS technologies. It also provides a unique ability to rapidly
customize systems with varying channel counts via heterogeneous “chiplet” system-in-a-package assembly.

3.6 Conclusion

We proposed the next generation neural interface that is minimally invasive, and addresses the demands for limited area and power. It provides a real-time, full duplex communication during concurrent stimulation and recording of neural signals. Further, our modular approach and scalable architecture allows gathering data from a grid of NM implants. This multi-channel interface meets the requirements of human-quality implants at unprecedented level of electronic miniaturization as compared to the prior art. It offers major new perspectives that translate into significant clinical benefits: always-on sensing for enhanced speed and accuracy of closed-loop therapy, multi-channel arbitrary stimulation waveforms with user-friendly programming, high-spatial-resolution neural interface for more precise target localization.

Also, we have presented the first integrated full-fledged MIMO power management unit that supports different power delivery options, such as wired, wireless and rechargeable battery. This flexibility extends the application range for our NM implant. An adaptive, real-time ON/OFF delay compensation schemes for both N-type and P-type active diodes in an active rectifier, are implemented. The active rectifier can operate in 1X and 2X mode as a part of a 13.56 MHz wireless power transfer link. Due to the calibration schemes, the circuit delays (propagation delays of gate drivers and comparators) are well compensated across PVT corners and mismatches. Proposed circuit techniques improved the PCE (>90%) across a wide loading range, while ensuring that the wireless power link delivers a stable voltage to the implant across load and coupling variations.
CHAPTER 4

Hardware accelerator for simultaneous, real-time recording of large neuronal ensembles for brain imaging

4.1 Introduction

One of the goals of neuroscience is to explain how neurons process, store and encode information. In the brain, information is conveyed through neuron spikes - neurons fire different numbers of spikes in certain time steps. To observe the activity of the brain, currently there are two technologies that offer the prospect of dense, high-fidelity recordings from neurons located within a local volume of brain tissue. The first is a classical (electrophysiological) technology that is based on densely spaced electrodes for extracellular recording. This technology can offer good temporal resolution, but there are a few problems present in this approach. Neuroscientists are probing the brain with electrodes for the past 40 years, but the resolution with which they can probe has progressed slowly. In the best case (theoretically) they can pick up signals from a few hundreds of neurons (10’s-100 electrodes), Fig. 4.1. Also, the use of this technology for the spatial localization and cell-type classification of recorded cells is limited. A further drawback is the tissue damage and neuro-inflammation from large electrodes placed in the brain.

Apart from this approach there is an alternative technology that has gained a lot of attention in recent years, since it is able to provide large-scale recordings of brain activity, [71] - [74]. The development of genetically encoded fluorescent indicators and optical microscopy has allowed progress in visualization of neural activity in mammalian and nonmammalian nervous systems. In this approach, the brain is genetically encoded with indicators. When neurons fire, the indicators come into the cells (neurons) and the fluorescence activity is recorded by image sensor. This technology offers a fine spatial granularity (one to two orders of magnitude higher brain coverage),
enabling the observation of thousands of neurons and individual cell activity in real-time. Furthermore, this technology is relatively non-invasive.

Currently, two types of indicators are used:

1) Ca$^{2+}$ based indicators are commonly used and preferable for picking up slower signals. Single/Two-photon imaging of calcium indicators enables simultaneous recording from thousands of neurons over long periods of time, and it provides an indirect measure of neuronal spiking activity. Often, this type of imaging is combined with the optogenetic method to enable closed loop (recording and stimulation) feedback experiments for a specific type of cells. However, this is not a straightforward task since Ca$^{2+}$ imaging only provides an indirect measure of spiking activity. The imaging is based on estimating spike trains from the raw calcium fluorescence, often contaminated with high, time-varying baseline noise. This procedure is commonly referred to as deconvolution.

![Fig 4.1: Electrophysiological vs. Optical Approach (DARPA-NESD).](image)
2) Genetically Encoded Voltage Indicators (GEVI) are promising since they enable the fluorescence readout of fast (~ms) neural dynamics, allowing the capture of action potentials (AP). AP detection needs fast sampling (200Hz-6kHz). GEVI has also progressed to the point where response amplitudes (single AP detection) can be similar to those used in Ca\textsuperscript{2+} indicators, [75] - [77]. Apart from the fact that sampling rates are up to 20 times higher than the one used for the calcium imaging, so far GEVI indicators showed limiting experiment duration, [75].

At the core of this imaging technology is fluorescence microscopy which is miniaturized down to the size of a few mm\textsuperscript{2} of cross-section, [78]. In most common animal experiments, the fluorescence camera is attached to the skull of the mouse, and neuroscientists can observe individual neural dynamics while the mouse is freely moving, Fig. 4.2a. So far, the neuroscience community has resolved design problems related to the ultra-fast miniscope – 100’s of frames per second (fps) are now possible, allowing the capture of LFP signals. The next generation of the complete system would require real-time neural deconvolution and de-mixing, a closed-loop

---

**Fig 4.2:** a) Wired mini-scope, [77]; b) Calcium Imaging - Single Frame; c) Video Processing Pipeline.
feedback system and a low-power wireless data/power link. These requirements have to be addressed on the hardware side. But there are a few obstacles that prevent a broader usage of this technology: 1) The sensor is not stably fixed, causing motion jitter in the received frames; 2) The position of neurons in a frame is unknown – neurons are visible only during the short period of time when they fire; 3) Even when the position and shape of neurons are known, extraction of the spiking signal (valuable information) from the raw fluorescence traces is necessary.

Currently, the state-of-the-art signal processing, in the neuroscience community relies on offline processing of captured videos. In the best case, up to 15 mins of recording is feasible before the battery powering the miniature camera and its electronics runs out. Even these short-duration recordings yield 10’s of GB of data. The custom-developed toolboxes (usually MATLAB) need hours to process this amount of data, and often the videos need to be split into several smaller segments and then processed separately.

Our primary goal was to develop online low-power hardware to support the processing steps in Fig. 4.2c in real time. Enabling hardware-friendly processing and drastic data reduction can speed up and automate the analysis of calcium imaging videos and provide the extraction of biologically relevant information in real-time. Motion Correction and Blind Neuron Detection are solved by using a distributed and power efficient implementation of various computer vision algorithms. By exploiting the sparse nature of the spiking signals and the neurons, both in time and spatial domains, a dedicated processing unit that maps the sparse-approximated (SA) algorithm, into hardware, extracts the valuable information in real-time and in a highly parallel fashion.
4.2 Hardware architecture for real-time frame alignment

So far, all steps in the processing pipeline, Fig. 4c, are solved in software. Motion Correction (MC) is the first task in the pipeline that corrects frame-to-frame motion, which is a big issue in freely moving subjects. The MC task is particularly important during closed-loop experiments (that involves stimulation), where precise cells detection is necessary. Otherwise, some parts of neurons (Region Of Interest - ROI) will fall in or out of ROIs of other neurons during motion. Hence, it would corrupt the fluorescence levels across different ROIs. There are different types of a motion jitter – slow drifts and faster motions. Fast motions are a result of grooming, since during acquisition, the field of view (scanned from top to bottom) moves significantly. This causes non-rigid deformations, [79]. Fortunately, in the most practical cases, translation motion is dominant (rigid motion) and there are several motion-correction techniques that can compensate for this type of motion. For motion correction, neuroscientists usually use a Fourier-transform approach (FFT), [80], [81] which includes two-dimensional FFT-accelerated convolutions, combination of down-sampling, dynamic programming, etc. These FFT-based frame-to-frame rigid (or non-rigid) alignment methods are very computationally and time execution expensive.

Essentially, the purpose of the Motion Correction block is to align every upcoming frame with the reference frame, which is usually the first frame in the video sequence. This can also be achieved through various techniques that rely on intensity-based methods, [82], which compare the video frames (frequency or spatial domain) based on pixel intensity. Also, feature-based methods, [83], apply different transformations to the frame in order to detect and extract features. Later, based on the relation between the features (e.g. edges), motion jitter can be corrected.

Inspired by the work on video stabilization, [84], we decided to exploit template matching techniques that essentially search the space of parameters to maximize the resemblance between
the reference and the transformed version of the current frame. A general transformation would assume affine model that would include image translation, rotation and scaling. However, for the most practical cases, simple translation is sufficient, which is preferable since the hardware would require only arithmetic operations and it would avoid interpolation for more complex transformations.

The template matching technique requires a similarity metric definition. Similarity function describes a metric that compares the candidate image (created by a transformation) to the reference one. By employing the similarity metric, the search function examines the translational space to derive the motion vector \((\Delta x, \Delta y) \in [-P, P]\), where \(P\) determines the maximum coordinate shift.

As a rule of thumb, the maximum coordinate shift \(P\) is always taken as 10% of the smaller frame dimension \((P=\min (L, W))\), where \(L \times W\) determines the resolution of the frame.

There are many functions that are used to compare 2-D images, such as sum of squared differences, normalized cross-correlation (NCC), sum of absolute differences, etc. Even though these functions offer similar results, their computational complexities vary a lot. It is known that the 2-D NCC gives the most precise similarity estimate between two images, but from the embedded hardware point of view, this choice is inadequate due to high hardware complexity. Therefore, to have an efficient implementation in dedicated hardware, we decided to use the Sum of Absolute Differences (SAD) metric, (4.1), which requires only arithmetic addition and absolute value as operations,

\[
SAD(\Delta x, \Delta y) = \sum_{m=0}^{L-1} \sum_{n=0}^{W-1} |F_{\text{cand}}(m + \Delta x, n + \Delta y) - F_{\text{ref}}(m, n)|
\]

(4.1)

where \(F_{\text{cand}}\) and \(F_{\text{ref}}\) denote translated version of the current frame and reference frame, respectively. Here, \((\Delta x, \Delta y)\) depicts the translation vector.
Further, we have introduced two modifications that additionally relax the memory requirements and reduce the number of computations. By observing the general definition of SAD, we can see that one SAD requires 2 complete images pixelwise. Instead, by using the SAD definition accompanied with the Integral Projection (IP) approach, suggested in [84], [85], we can collapse the image columns and rows onto projection vectors, (4.2), and consequently reduce the dimensionality of the task (4.1).

\[
F_{px}(m) = \sum_{n=0}^{W-1} f(m,n), F_{py}(n) = \sum_{m=0}^{L-1} f(m,n) 
\]

\[
SAD_X(\Delta x) = \sum_{m=0}^{L-1} |F_{can\_px}(m + \Delta x) - F_{ref\_px}(m)| 
\]

\[
SAD_Y(\Delta y) = \sum_{n=0}^{W-1} |F_{can\_py}(n + \Delta y) - F_{ref\_py}(n)| 
\]

As a result, the IP can be calculated in parallel and on the line as the processing unit receives the pixels from the camera. By using IP, the computation of SAD is reduced to 2 one-dimension processes, (4.3) - (4.4). The true benefit of the IP approach is noticeable during the exhaustive search procedure, in which we are trying to find an optimal displacement vector \((\Delta x, \Delta y)\) that will maximize the similarity between the reference and the translated current frame. Instead of implementing a searching algorithm on 2D images, we can perform Split-Half Search along every projection axis and thus parallelize the computation and additionally reduce the memory and execution time. The final parameter values denote the Global Motion Vector (GMV), that represents a motion estimation between the two frames, (4.5).

\[
(\Delta x_{gmv}, \Delta y_{gmv}) = \arg\min [SAD_X(\Delta x), SAD_Y(\Delta y)] 
\]
Fig. 4.3. shows the simplified diagram for the motion estimation unit. The camera is sending the frames line-by-line, while the local memory buffer stores them in the hardware. IPs for the reference frame are calculated during acquisition and the values are stored in local RAM memory.

There are two IP blocks, that are concurrently reading the pixels values from the line buffer and computing the IP values along x and y axis. The IP blocks are followed by the two minimum-SAD units that simultaneously calculate the SAD between the reference and current frame projections (for each axis), and scan for the optimal (Δx, Δy) vector that minimizes the SAD. These units use a simple adder, an absolute value circuit and the accumulator, while the Update Address block produces the projections locations in the current frame that are shifted by an offset value. The offset values are updated sequentially (from -P to P), in order to perform the exhaustive search. Minimum SAD units output the Global Motion Vector.
This procedure does not have to be performed on the whole frame. By calculating the GMV vectors on the block level, Fig. 4.4, we can still get sufficiently good results. By simply loading the strip of image lines into the buffer, calculating the optimal translation parameters for several blocks and averaging the values, (4.6), we can get good performances while reducing the memory requirements and parallelizing the computations. With this distributed approach, the execution time of the motion estimation unit is reduced by a factor BxS (B=number of blocks within the strip, S= number of strips within the frame).

After the motion vector is found, the candidate image is a displaced version of the current image. This implies that the dimension of the processed image is actually smaller in size. By subtracting the GMV vector from the pixel’s original addresses, we can obtain the addresses for the new pixels. The pixels will show up at the output with a latency that is equal to the time needed for loading the initial strip of lines into the memory buffer.

\[
\Delta x_{gmv} = \frac{1}{B} \sum_{k=1}^{B} \arg\min \text{SAD}_{X_k}(\Delta x),
\]

\[
\Delta y_{gmv} = \frac{1}{B} \sum_{k=1}^{B} \arg\min \text{SAD}_{Y_k}(\Delta y)
\]

Fig 4.4: Block-Level Motion Estimation.
4.3 Neuron Detection

Since they are major challenges, segmentation and deconvolution of neural activity from the calcium images have attracted a lot of attention in the previous years. Many methods have been proposed, [73], [87] - [90], but most of them require the whole video to be loaded into memory, while the processing involves various computationally and memory expensive techniques. Even though there is no systematic approach to solve these problems, two paths can be found in the literature that offer solutions for these tasks. In the first approach, segmentation and deconvolution are treated separately. Such methods include greedy algorithms, [88], supervised learning, [89], etc. Recently, authors in [73], [87], proposed methods that are based on the hypothesis that spatio-temporal Ca\(^{2+}\) activity can be expressed as a product of two matrices: a temporal matrix that conveys the information about the evolution of Ca\(^{2+}\) concentration for every neuron, and a spatial matrix that contains the information about position and shape of each neuron. Mukamel in [73] employs PCA/ICA, while Pnevmatikakis in [87] proposed a constrained nonnegative matrix factorization (NMF) method for simultaneous denoising, factorization and spike deconvolution.

These methods are often manual or semi-manual since they require tuning of various regularization parameters, the number of principal components, the number of ROIs that needs to be found, threshold setup, etc. Previous approaches also employ some kind of greedy algorithm or spatial filtering techniques for the initial estimate of neuron footprints. All these approaches are impractical for the implementation in hardware, since they assume offline video processing and hence the detection approach has to be revised.

Neuron localization and identification of the spatial footprints pose a difficult task due to the presence of noise and surrounding neuropil activity. Also, since the camera is projecting a 3D volume onto a 2D plane, neuron footprints are often spatially overlapped.
We proposed a real-time processing technique that detects and de-mixes neuron footprints on-the-fly as the frames are received and does not require any assistance ("blind" detection).

The detection step is called the "learning phase", since during this phase we are trying to obtain the shapes and the position of neurons based on incoming frames. To detect neurons, we have used a modified version of a computer vision algorithm called Maximally Stable Extremal Regions (MSER), [91]. The MSER algorithm can be described as follows. Let’s consider the MxN grid that corresponds to the MxN intensity grey image and let’s start thresholding with t=255 down to 0 with step Δ (i = number of threshold levels | i=1:1:mod (255/ Δ)). During thresholding, all pixels that have value equal or above the current threshold t, start showing up as a white pixel in the frame. In other words, as t is reducing from 255 towards 0, some white areas will start to become visible in the frame. By further decreasing the threshold, new white regions will appear and the previous regions will continue growing and possibly merging. Ultimately, the whole frame would become white. During this procedure, we keep track of the size (cardinality) for each white region. We say that the MSER is detected if the stability function q(t), defined in (4.7), has a local minimum.

\[
q(t) = \frac{|Q(t + \Delta) - Q(t - \Delta)|}{Q(t)} \quad (4.7)
\]

Q(t) denotes cardinality of the region at the threshold t.

For automatically assigning labels to the above-determined white regions at all t values, an efficient Union-Find (UF) algorithm is employed, [92] - [93]. The UF algorithm, also returns the seeds (reference points and sizes) and the seed list at each threshold value t. For convenience, the first pixel location in every region is assigned to be the reference point. After merging of two or more regions, the reference point of the largest region becomes the new reference point.
The detected MSER regions match the positions and shapes of the neurons in the current frame. Since the neuron visibility changes with time, it is necessary to conduct the MSER and UF procedures on a train of frames, and to update the detected MSER base after every frame.

To implement MSER and UF algorithm in a hardware friendly way, motivated by the work in [94] – [95], we have divided this phase into 4 basic steps:

1.) Preprocessing – this step outputs the vector that contains pixel positions sorted by the number of pixels at each intensity level and by the intensity level. First, the intensity histogram is calculated and then it is sorted by using the radix-bin-sort.

2.) Clustering – during this step, UF algorithm is employed to keep track of the connected pixels. UF can check whether two pixels appear within the same region; if not, the algorithm can group them and add them to that region. Also, it keeps track of the cardinality of the region. This step uses an auxiliary memory bank (Region Map - RM). RM is the same size as the image; each location within the RM corresponds to the pixel position in the original image. As suggested in [95], each position in RM contains one number (FL) whose role is to determine the status of the pixel. If the pixel is not connected to any other pixel - (FL=0); if the pixel belongs to the same region as the pixel at position FL – (FL>0); if the pixel is the reference point for the region (FL<0). To keep track of whether the pixel is placed in the RM, a single-bit is assigned to every pixel-position in the RM.

3.) Detection – In parallel with changing the threshold, it is necessary to keep track of all regions and their cardinality for three consecutive thresholds because of the definition of the stability function, (4.7). That explicitly helps in calculating the stability function q and detecting the local minimum. To decide whether the function q(t₀) has a local extremum in t₀, we also store the derivative value dq/dt and the value q. Simple hash-tag memory
structure is used for this particular task. This hash-tag memory has 5 rows for every seed(region), as shown in Fig. 4.5. Note that in order to avoid division by zero, during the addition of the new seed, q(t₀) and q(t₀ − Δ) are filled with ones, [96]. To simplify calculations, instead of keeping dq/dt in the memory, a one-bit flag sign(q(t₀) − q(t₀ − Δ)) is sufficient, [94]. When this flag is negative and the stability function is increasing (q(t₀+Δ)>q(t₀)), the function has a local minimum q(t₀) at t₀.

<table>
<thead>
<tr>
<th>Seeds_ID</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>40</td>
<td>24</td>
<td>15</td>
<td>x</td>
</tr>
<tr>
<td>tΔ</td>
<td>67</td>
<td>44</td>
<td>49</td>
<td>x</td>
</tr>
<tr>
<td>tΔ+Δ</td>
<td>128</td>
<td>105</td>
<td>150</td>
<td>x</td>
</tr>
<tr>
<td>q(t)</td>
<td>1.31</td>
<td>1.84</td>
<td>2.76</td>
<td>x</td>
</tr>
<tr>
<td>sign(q(t)−q(t−Δ))</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

@ t:

<table>
<thead>
<tr>
<th>Seeds_ID</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>67</td>
<td>44</td>
<td>49</td>
<td>1</td>
</tr>
<tr>
<td>tΔ</td>
<td>128</td>
<td>105</td>
<td>150</td>
<td>1</td>
</tr>
<tr>
<td>tΔ+Δ</td>
<td>145</td>
<td>310</td>
<td>190</td>
<td>24</td>
</tr>
<tr>
<td>q(t)</td>
<td>0.61</td>
<td>2.53</td>
<td>0.94</td>
<td>23</td>
</tr>
<tr>
<td>sign(q(t)−q(t−Δ))</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

@ t+Δ:

4.) Display – when the MSER is detected, it is important to save the MSER position (size and the pixels positions) into a separate memory bank. The size of the detected MSER region is equal to (1-FL). But, with RM-based approach, there is no efficient way to perform this transfer, unless we scan the whole RM structure and check if the pixels have the same reference point. Also, to determine if the function has a local minimum at q(t₀), all pixels with the intensity level t₀ +Δ, have to be placed into RM. Otherwise, the readout will be wrong. To overcome these shortcomings, the authors in [95], proposed a simple extension of the UF algorithm by introducing the linked region concept. The basic idea is that every new pixel placed into the RM should refer to the next pixel within the same region. Consequently, a circular chain that connects all pixels in the region is formed. An elegant way to create this chain is to assign another field for each position in RM, that carries a
pointer to the next pixel within the same region. Initially, the pointer value is the position of the pixel.

Furthermore, two modifications were adopted as compared to the original MSER algorithm flow. Since we are detecting the neurons across a train of frames, not all neurons are going to be visible in one frame. It is important to neglect all MSER regions that are the result of merging of previously detected (smaller) MSERs, since it is obvious that we have multiple neurons in that region, just visible at different periods of time. Also, if multiple MSERs are

**Fig 4.6:** Distributive Approach – Architecture (MSER&UF) for the Neuron Detection.
detected at the same place, we should keep the one whose stability function $q$ has a global minimum, [92].

Implementation of the MSER and the UF algorithms on the whole frame is very memory and computationally expensive. Hence, we decided to adopt a distributive approach, [94]. Since pixels are coming line by line, we can divide image into strips and every strip into several smaller blocks. While we are processing one strip with multiple MSER processing elements (PEs), we can simultaneously load the new line strip into the memory buffer. However, by employing a distributive approach, certain neurons could be split into several blocks during parallel processing. This issue can be elegantly circumvented by employing a single flag memory; whenever a new neuron is detected, we can check if its pixels are “touching” the neighboring blocks, and accordingly conduct merging, [94]. Figure 4.6 shows the block-level architecture for the neuron detection in the calcium imaging.

### 4.4 Real-Time Deconvolution of the Spiking Signals from Ca$^{+2}$ Imaging

After the “learning phase”, when the neuron positions are detected, it is necessary to infer the valuable information from the neuron’s fluorescence time series – extracting the raw fluorescence traces is not the primary scientific goal. However, determining the underlying neural activity from large neural ensembles, and the specific timesteps in which neurons fire, is a difficult and an open problem in neuroscience. Current methods, [87], [90], [98], [99] are typically applied on large imaging data offline, after the recording experiments are done. Since there is a need for the causal exploration of neural activity (dynamics, connectivity), real-time processing that will enable closed-loop experiments, is an imperative. Closed-loop experiments in brain-machine interfaces are usually driven by electrical recording; enabling the optical method for that purpose would
provide more details into how neurons (individual cell resolution) behave during the learning (comprehension) phase.

For this purpose, after identifying neuron locations and de-mixing spatially overlapped sources (footprints), deconvolving and denoising the neuron spiking activity from the slower dynamics of the Ca\(^{+2}\) indicator is the next step. Motivated by the works in [87], [99], we have adopted the proposed algorithms and offer simplifications that can lead to a hardware-friendly solution for the sparse, non-negative deconvolution problem.

**4.4.1 Mathematical Model for Ca\(^{+2}\) Dynamics**

Let’s consider a stable auto-regressive (AR) model for the Ca\(^{+2}\) dynamics proposed by Pnevmatikakis, [87]. Let \(x_t\) denote the raw fluorescence trace at the timestep \(t\), and \(c_t\) denote the underlying Ca\(^{+2}\) concentration at the timestep \(t\). The Ca\(^{+2}\) dynamics can be approximated by a stable auto-regressive (AR(p)) process of order \(p\), where \(p\) is a small positive number, usually equal to 1 or 2, as

\[
x_t = c_t + b + \epsilon_t, \quad t = 1, \ldots, T; \quad (4.8)
\]

\[
s_t = c_t - \sum_{i=1}^{p} \gamma_i c_{t-i}, \quad t = p + 1, \ldots, T. \quad (4.9)
\]

The variable \(s_t\) in (4.8), represents the spiking signal - the influence of a spike on the Ca\(^{+2}\) level at the \(t\)-th timestep, while \(\epsilon_t \sim N(0, \sigma^2)\) denotes the noise term with variance \(\sigma^2\). The term \(b\) is the time-varying baseline noise, which for simplicity is assumed to be zero. The parameter \(p\) for all practical reasons never takes a value higher than 2. The quantities \(\gamma_i\) denote the AR model parameters. The only accessible (observed) quantity is \(x_t\), while all others are unobserved.

The purpose of the deconvolution step is to extract the neural activity \(s\) from the observation vector \(x\). If we assume that the vector \(s\) is sparse (in most time-bins there would not be any spikes \((s_t = c_t - \sum_{i=1}^{p} \gamma_i c_{t-i} = 0)\) and that the individual values \(s_t\) are nonnegative since the spiking
would only boost the Ca\textsuperscript{2+} concentration level, the first order AR(p=1) model would lead to the following optimization problem, [98]:

\[
\min_{c} \left\{ \frac{1}{2} \sum_{t=1}^{T} (x_t - c_t)^2 + \theta \sum_{t=2}^{T} 1(s_t \neq 0) \right\} \quad \text{subject to } s_t \geq 0.
\] (4.10)

The last term in the objective function \(1(s_t \neq 0)\) is equal to 1 if \(s_t \neq 0\) is true. Also, \(\theta\) denotes a tuning parameter that dictates the number of timesteps at which spiking happens. This form of optimization problem that incorporates \(l_0\)-minimization penalty is known as \(l_0\)-minimization task, it is highly non-convex and there are no efficacious algorithms able to find the global optimum.

\[
\min_{c} \left\{ \frac{1}{2} \sum_{t=1}^{T} (x_t - c_t)^2 + \theta \sum_{t=2}^{T} |s_t| \right\} \quad \text{subject to } s_t \geq 0
\] (4.11)

Fortunately, it has been shown that in order to avoid computational challenges, the \(l_0\)-minimization penalty can be translated to \(l_1\)-minimization norm, (4.11), and the implied solution would represent a proper approximation of the original problem, [102], [104]. The same logic was followed in [87], [90]. Now, the non-convex problem is approximated with the corresponding convex problem for which optimization algorithms are available. If we extend the order of AR process to 2, the final optimization problem takes the non-negative LASSO form, [109]:

\[
\min_{c} \frac{1}{2} ||x - c||^2 + \theta ||s||_1 \quad \text{subject to } s = Gc \geq 0,
\] (4.11)

where \(G\) is defined as a lower triangular matrix of autoregression parameters,

\[
G = \begin{pmatrix}
1 & 0 & 0 & \ldots & 0 \\
-\gamma_1 & 1 & \ldots & \ldots & 0 \\
-\gamma_2 & -\gamma_1 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & \ldots & \ldots & -\gamma_2 & -\gamma_1 & 1
\end{pmatrix}
\] (4.12)

By observing (4.11), we can conclude that authors in [87], [90], [99] introduced a hard constraint on the energy of the residual signal between the underlying Ca\textsuperscript{2+} dynamics and the raw fluorescence data (traces) by penalizing the sparsity of each neuron (detected ROI). Also, since
the spiking vector contains non-negative values, the last term in the objective function in (4.11) can be expressed as a function of matrix $G$ elements and $\text{Ca}^{2+}$ concentration vectors as:

$$\theta \|s\|_1 = \theta \sum_{i=1}^{T} \sum_{j=1}^{T} G_{ji} c_i = \theta \sum_{i=1}^{T} \left(1 - \gamma_1 - \gamma_2 + (\gamma_1 + \gamma_2) \delta_{iT} + \gamma_2 \delta_{i(t-1)} \right) c_i = \sum_{i=1}^{T} \alpha_i c_i$$

(4.13)

where “$\delta$” refers to the Kronecker’s delta function.

Before solving the minimization norm, it is necessary to evaluate the unknown parameters – AR parameters $\gamma_i$ and noise variance $\sigma^2$. As suggested in [90] and [99], AR parameters can be inferred from the time series analysis method. If the AR order $p$ is known, the autocovariance function of the observed fluorescence $x$, $\text{ARR}_x$, satisfies the following equality:

$$\text{ARR}_x(t) = \begin{cases} \sum_{k=1}^{p} \gamma_k \text{ARR}_x(t - k) - \sigma^2 \gamma_t, & 1 \leq k \leq p \\ \sum_{k=1}^{p} \gamma_k \text{ARR}_x(t - k), & k > p \end{cases}$$

(4.14)

The AR parameters can be evaluated by inserting the autocovariance samples into (4.14). Later, when the AR coefficients are known, the noise variance $\sigma^2$ can be found. The autocovariance method surmises that the spiking signal $s$ have a uniform Poisson distribution and effectively gives very crude estimations for the AR parameters. Since the rising time of the indicator is much faster than the duration of the timestep, the order $p$ is assumed to be equal to 2, [87].

### 4.4.2 Extension to the Spatio-temporal Case

As discussed in [87], the goal of the constrained NMF method is to decompose the spatio-temporal neural activity into temporal and spatial parts. In this way, the $\text{Ca}^{2+}$ dynamics can be modeled and the individual neuron structure (ROI) can be preserved. After the one-dimensional, single neuron deconvolution formalism is explained in 4.4.1, let’s extend analysis to a full spatio-temporal case.
Assume that the field of view captures $N$ neurons and that the time series has a total number of $T$ timesteps. If the frame consists of $d$ pixels (single column vector), the overall observation can be seen as matrix $F_{d \times T}$. The $\text{Ca}^{2+}$ activity $c_i$ for each neuron $i$ can be depicted with AR dynamics. If $a_i \in \mathbb{R}^d$ and $B_t \in \mathbb{R}^d$ denote the spatial footprint of the neuron $i$ and the baseline concentration at the $t$-th timestep, the overall spatial $\text{Ca}^{2+}$ concentration (at time $t$) can be expressed as

$$X_t = \sum_{i=1}^{N} a_i c_{it} + B_t + E_t, \quad t = 1, \ldots, T,$$

(4.15)

where $E_t$ depicts the diagonal matrix with additive noise terms.

From (4.9) and (4.15) we can derive the matrix form for the spatio-temporal spike inference:

$$S = CG^T, X = AC + B + E,$$

(4.16)

$$S = [s_1, \ldots, s_N]^T, A = [a_1, \ldots, a_N], C = [c_1, \ldots, c_N]^T,$$

(4.17)

$$B = [B_1, \ldots, B_T]^T, X = [X_1, \ldots, X_T].$$

(4.18)

Solving (4.11) in the spatio-temporal case is not a trivial task. Authors in [87] proposed a method that alternatively updates the temporal matrix $C$, by solving (4.11) in parallel for every pixel, and estimates the spatial representation by dividing the problem into $d$ separate programs for each pixel. For a single pixel deconvolution, they used a non-negative LARS (least angle regression) algorithm, which is convenient due to the structure of the dual representation of (4.11). On the other hand, Friedrich in [90] used the pool adjacent violators algorithm (PAVA) for isotonic regression to obtain an Online Active Set method to Infer Spikes (OASIS). However, these methods are only suitable for CPU/GPU processing since they exhibit very high computational complexity and extremely large memory requirements. Hence, their efficient hardware implementation, without algorithm modification, is not possible.

Since, the matrix $A$ contains vectors that are very sparse, solving (4.11) for every pixel in the frame is unnecessary. Instead of updating the spatial representation based on the work in [87], we
are proposing solution that will find the initial neural footprints and simultaneously update their shapes, based on the method explained in chapter 4.3. Also, instead of searching for the spiking vector for every pixel, we have solved the deconvolution problem directly in the spike domain for every individual neuron (ROI), by using the sparse approximation formalism (SAF), [110]. SAF can offer efficient, hardware friendly algorithms to solve (4.11).

4.4.3 Homotopy/LASSO/LARS Algorithm Design Consideration

As we mentioned before, the deconvolution problem (4.11) with a baseline offset included

\[(\|x - c\|^2 \rightarrow \| -b1^T + x - c\|^2 )\] has a form of non-negative (constrained) LASSO problem.

Often, this expression is presented in a modified form in the spike domain as

\[
\min_s \frac{1}{2\sigma^2} \|x - G^{-1}s - b1^T\|^2 + \theta\|s\|_1 \text{ subject to } s \geq 0, \|x - G^{-1}s - b1^T\|^2 \leq \sigma^2T.
\]

(4.19)

The optimization problem (4.11), has a very similar structure to the Basis Pursuit Problem (BP) which can be efficiently solved by many linear programming algorithms. On the other hand, the work in [99] proposes a non-negative LARS algorithm for obtaining the solution of (4.19). In the case of very sparse spiking signals, LARS method is particularly efficient and the algorithm

![Fig 4.7: a) Relation between different l1-min algorithms b) Homotopy Path.](image)
converges only after a few iterations. Furthermore, positive $l_1$-min problems terminate much earlier and yield a more parsimonious solution than general $l_1$-min problems, [111].

Both non-negative LASSO and non-negative LARS can be efficiently solved by employing a very fast algorithm called homotopy, which was initially proposed for solving noisy overdetermined $l_1$-penalized least squares problems, [104], [113]. The Homotopy algorithm starts from an initial solution and converges along the so-called homotopy path, Fig. 4.7, by controlling a transformation parameter – the homotopy parameter. Below, we will briefly introduce LASSO/LARS homotopy algorithm that solves the problem in (4.20). To be consistent with the notation in literature, a constrained minimization problem is expressed as

$$\min_{x} \frac{1}{2} \| \Phi x - y \|_2^2 + \theta \| x \|_1 \quad \text{subject to } x \geq 0,$$

(4.20)

where $\Phi$ denotes the measurement matrix (dimension $M \times N$), $y$ is the set of measurements and $x$ depicts the (sparse) unknown signal. Parameter $\Theta$ is the Lagrange multiplier that plays the role of the threshold parameter, that controls the tradeoff between the measurement fidelity and the sparsity of the solution.

Pseudo-code (PC) and description for the non-negative homotopy algorithm, [113]-[114], is given below.

1) **Initialize:** $k = 1, x_0 = \bar{0}, \text{corr}_0 = \Phi^T y, \Theta_0 = \| \text{corr} \|_\infty, \Gamma_0 = \arg\max_i |\text{corr}(i)|, r_0 = y, d = \bar{0}$

2) **Repeat:**
   $$\Phi^T_{\Gamma_{k-1}} \Phi_{\Gamma_{k-1}} d(\Gamma_{k-1}) = \text{sign}(\text{corr}(\Gamma_{k-1})), u = \Phi_{\Gamma_{k-1}} d(\Gamma_{k-1})$$

3) $$t = \min_{i \in \Gamma_{k-1}} \left( \frac{-x_{k-1}(i)}{d(i)} \right), \delta^- = \text{argmin}_{i \in \Gamma_{k-1}} \left( \frac{-x_{k-1}(i)}{d(i)} \right), \gamma^- = \max(t, 0)$$

4) $$\delta^+ = \text{argmin}_{j \in \Gamma_{k-1}} \left( \frac{\theta_{k-1} - \text{corr}(j)}{1 - \phi_j^T u} \right), \gamma^+ = \min_{j \in \Gamma_{k-1}} \left( \frac{\theta_{k-1} - \text{corr}(j)}{1 - \phi_j^T u} \right)$$

5) **If** ($\gamma^- \leq \gamma^+$)

   $$\gamma = \gamma^-, \Gamma_k = \Gamma_{k-1} \setminus \delta^-$$
else  \( \gamma = \gamma^+, \Gamma_k = \Gamma_{k-1} \cup \delta^+ \)

6) \( \Theta_k = \Theta_{k-1} - \gamma, x_k = x_{k-1} - \gamma d, r_k = r_{k-1} - \gamma u, \text{corr} = \Phi^T r_k, d = \bar{d} \)

7) Until: \( \|r_k\|_2 \leq \epsilon \lor \Theta_k \leq \epsilon \).

Specifically, terms \( \Gamma \) and \( \text{corr} \) denote the support (active set - the index set of nonzero coefficients) of the vector \( x_k \) and the residual correlation vector, [104], [113]. The algorithm estimates solutions \( x_k \) in an iterative way starting with the initial solution \( x_0 = \bar{0} \). It starts with a large value of \( \Theta \) and decreases \( \Theta \) down to the final value in a simple sequence of steps. As \( \Theta \) shrinks, the current value \( x_k \) follows a piecewise-linear and polygonal path. The sign sequence and the active set of the solution dictate the direction and the length of every segment within the path. While jumping to the new vertex in the homotopy path, the algorithm either removes existing elements or adds new one to the active set \( \Gamma \). Also, as explained in [113], direction update and the step size cause a one-element change in the active set \( \Gamma \). These parameters can be estimated by employing optimality conditions, which are derived from the subdifferential of the objective function (4.20). Note that since the positivity constraint is added in (4.20), step 4 in the PC is slightly different than the one explained in [104], [113]. Since, we are always dealing with noisy data, the algorithm terminates as soon as the residual satisfies \( \|r_k\|_2 \leq \epsilon \) or \( \Theta \) has been lowered to its desired value. As \( \Theta \) converges to 0, it is clear that PC provides the solution to the BPDN problem for all the values of \( \epsilon \), [114].

It has been shown that if the underlying solution of (4.20) has only \( k \) non-zeros elements, where \( k \ll M, N \), the homotopy method reaches the solution in only \( k \) iterations. Also, as it is pointed in [104], the LARS procedure is very similar to the homotopy method except the LARS omits the step that removes the variables from the active set and limits its procedure to the new-element addition only.
When the k-step solution property holds, the homotopy method converges to the solution for (4.20) much faster than general LP solvers. The bulk of the computational cost comes from computing $\Phi_{\Gamma_k}^T \Phi_{\Gamma_k}$ (solving the Q x Q linear system, where Q is equal to the size of the current active $\Gamma$ in iteration k) and from computing vectors $d$ and $u$ in step 2 of PC, which are used to calculate the step-size.

To have an efficient implementation of the homotopy algorithm, Cholesky factorization is employed during the computation of $\Phi_{\Gamma_k}^T \Phi_{\Gamma_k}$ term, and during the active set update (addition/removal of the new element). If M~N, it can be shown (from [104]) that in the case of dense data (no sparsity constraints), k Homotopy steps need $\frac{4kM^2}{3} + kMN + O(kN)$ flops (floating-point operations), which is significantly better than $O(M^3)$ flops that is required for regular LP solvers. Furthermore, if the sparsity constraint holds, and $k << M \sim N$, the homotopy gives more favorable estimates and roughly terminates in $k^3 + kMN$ flops. For comparison, using the least-square to solve the system $\Phi x = y$, we would require $2M^2N - 2M^3/3$ flops, [104]. It is important to mention that computational complexity does not translate linearly into hardware complexity since the VLSI implementation depends on the memory organization, data flow, scheduling, choice of architecture, etc.

### 4.4.4 Homotopy Algorithm Reformulation

To reduce the number of operations needed for the homotopy execution, we have adopted several mathematical transformations that directly reduce the algorithm complexity.

Since $A = \Phi_{\Gamma_k}^T \Phi_{\Gamma_k} \in \mathbb{R}^{k \times k}$ is a symmetrical, positive-definite matrix, as pointed in [114], [116], instead of using conventional Cholskey factorization method that involves square-root
operations in calculation of diagonal elements of L in (4.21), an alternative method is employed
that avoids costly square-root operations by simple reformulation, [114].

\[ A = LL^T = (LD^{-1})(DD)(D^{-1}L^T) = L'D'L'^T \]  

(4.21)

Diagonal matrix D ∈ R^{k×k} has all the square-rooted factors, while L ∈ R^{k×k} is a lower-
triangular matrix. It is easy to show that matrix D and L have the same main diagonals
(diag(D)=diag(L)). Matrix L′ ∈ R^{k×k} is a lower-triangular matrix that has all diagonal elements
equal to one, that satisfies L′ = LD^T and the matrix D′ ∈ R^{k×k} (D′ = D^2 ) is a diagonal matrix that
is free of square-roots.

Furthermore, when comes to removing/adding a new element from/into an active set, the
general procedure (in terms of number of flops) can also be simplified. First, if we want to add a
new element into the active set in iteration k, the matrix A_k = Φ_{Γ_k}^T Φ_{Γ_k} can be constructed by
simply adding a new column and row as pointed in (4.22) - (4.23). By employing the Cholesky
decomposition of matrix A_k, it can be shown that the factorization elements in (4.21) can be
updated in an incremental way, [114], with only a few simple, recursive operations per iteration.

\[ Γ_k = Γ_{k-1} \cup δ^+, \ Φ_{Γ_k} = [Φ_{Γ_{k-1}}, \varphi_δ] \]  

(4.22)

\[ A_k = \begin{bmatrix} A_{k-1} & Φ_{Γ_{k-1}}^T \varphi_δ \\ \varphi_δ^T Φ_{Γ_{k-1}} & Φ_{Γ_{k-1}}^T \varphi_δ \end{bmatrix} \]  

(4.23)

On the other hand, removing a bad atom from the active set is slightly more complicated
procedure which will be explained in detail. By deleting a row i from a matrix Φ_{Γ}, we are
effectively deleting the row and column i from the matrix A. Let

\[ A = \begin{bmatrix} A_{11} & A_{12} & A_{13} \\ A_{21}^T & A_{22} & A_{23} \\ A_{31}^T & A_{32} & A_{33} \end{bmatrix} = \begin{bmatrix} L_{11} & 0 & 0 \\ L_{21} & l_{22} & 0 \\ L_{31} & l_{32} & l_{33} \end{bmatrix} \begin{bmatrix} L_{11} & 0 & 0 \\ L_{21} & l_{22} & 0 \\ L_{31} & l_{32} & l_{33} \end{bmatrix}^T \]  

(4.24)

be the Cholesky factorization of matrix A and let
\[ A' = \begin{bmatrix} A_{11} & 0 & A_{13} \\ 0 & 0 & 0 \\ A_{13}^T & 0 & A_{33} \end{bmatrix} = \begin{bmatrix} L_{11}' & 0 & 0 \\ L_{21}' & l_{22}' & 0 \\ L_{31}' & L_{32}' & L_{33}' \end{bmatrix} = \begin{bmatrix} L_{11}' & 0 & 0 \\ L_{21}' & l_{22}' & 0 \\ L_{31}' & L_{32}' & L_{33}' \end{bmatrix}^T \] (4.25)

be the Cholesky factorization of matrix \( A' \) obtained from matrix \( A \) by zeroing the \( i \)-th column and row. Then it is easy to prove that \( L_{11}' = L_{11}, L_{21}' = 0, L_{31}' = L_{31}, l_{22}' = 0, L_{32}' = 0 \) and

\[ A_{33} = L_{31}L_{31}^T + L_{32}L_{32}^T + L_{33}L_{33}^T = L_{31}L_{31}^T + L_{33}'L_{33}'^T \] (4.26)

\[ L_{33}'L_{33}'^T = L_{32}L_{32}^T + L_{33}L_{33}^T. \] (4.27)

Since \( L_{32} \) is a vector, (4.27) gives a rank-1 update of the Cholesky factorization \( L_{33}L_{33}^T \). Removing the \( i \)-th row and column of \( A' \) is trivial now. Rank-1 update of the Cholesky factorization is a standard task, [117], and can be done in \( O(d^2) \) operations, where \( d \) is the size of \( L_{33} \). It can be shown that if \( A_k = \Phi_{\Gamma_k}^T \Phi_{\Gamma_k} \) is dense and we want to remove the \( i \)-th row from \( \Phi_{\Gamma_k} \), the total number of flops is equal to \( 2(k-i)^2 + 5(k-i) + 1 \) (roughly \( k^2 \) if \( i=1 \) and \( k^2/2 \) if \( i=n/2 \)). In the case of sparse matrix \( \Phi_{\Gamma_k} \) (our case), the total number of flops is a small fraction of the flop count needed for the dense matrix row removal.

Following the procedure explained in [114], after new element addition/removal, a residual update can be also done in an incremental way; first, the direction \( d \) is computed by calculating the normal equation from step 2 of PC, and then the residual \( r_k \) is updated based on the previous values \( r_{k-1} \) and \( u_{k-1} \).

Going back to our case, we can conclude that in order to infer the spiking vector \( s \), matrix \( G^{-1} \) in (4.19) plays the role of matrix \( \Phi \) in (4.20) and PC for homotopy. Note that matrix \( G \) is sparse, and has only 3 non-zero diagonals (4.12). If the order of AR process is 1, it is trivial to show that
where $T$ is the number of timesteps. If $p=2$, we can use simple polynomial factorization. If $G = (I + Tr)$, where $Tr$ is the strictly lower triangular matrix (the main diagonal contains all zeros), we can get a compact form for $G^{-1}$ by using the following identity,

$$G^{-1} = (I + Tr)^{-1} = I + \sum_{j=1}^{T-1} (-1)^j Tr^j. \tag{4.29}$$

Since matrix $Tr$ has a trivial form, by employing the binomial theorem, it is easy to show that matrix $G^{-1}$ can be expressed as

$$G^{-1} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
\gamma_1 & 1 & \cdots & \cdots & 0 \\
\gamma_1^2 + \gamma_2 & \gamma_1 & 1 & \cdots & 0 \\
\gamma_1^3 + 2\gamma_2\gamma_1 & \gamma_1^2 + \gamma_2 & \gamma_1 & \cdots & \cdots \\
\gamma_1^{T-1} & \gamma_1^3 + 2\gamma_2\gamma_1 & \gamma_1^2 + \gamma_2 & \gamma_1 & 1
\end{pmatrix}. \tag{4.30}$$

where all sub-diagonal elements are calculated by combining the coefficients in binomial expansion.

Note that the optimization problem (4.19) is not underdetermined - the vector of observation and the spiking vector are of the same length $T$ (number of timesteps). Hence, since the sampling rate is equal to one, the homotopy algorithm achieves very good spiking signal recovery performance. Its reconstruction signal-to-noise ratio (RNSR $= 20\log \left( \frac{\|s\|_2}{\|s-\hat{s}\|_2} \right)$) goes above 90%,
Simplifications introduced in the PC steps of the Homotopy algorithm will result in significant reduction in the number of operations needed per iteration. These modifications on the algorithm level are necessary to relax the overall computational requirements and to improve the system throughput. Hence, only after the algorithm is decomposed into hardware-friendly tasks, we can go into the architectural design. However, homotopy algorithm mapping into hardware was not discussed here and it is left for the future work.

Flexible and efficient hardware design of the homotopy engine imposes different types of challenges – reconfigurability and high parallelism of the processing elements, efficient memory control schemes, resource sharing, etc. The goal of the future work is to map the homotopy algorithm into a dedicated hardware unit so that we can parallelize the deconvolution method to a large extent. Basically, every detected neuron and its fluorescence trace will allocate a specialized unit (homotopy/LARS) that will perform spiking signal extraction in real-time.

4.5 Simulations results

To show the performance of the proposed processing technique, we have simulated our approach with real data (single-photon Ca\(^{2+}\)-based imaging, [78]) and compared the results with “ground-truth” spiking activities that were obtained by employing Paninski/ Pnevmatikakis online-toolboxes (MATLAB) available online, [87]. In this particular example, the dimension of the frame is 512x768 (W x L) and the video sequence contains 1000 frames while it runs at a speed of f = 20fps.
Motion Correction Block is enabled during the whole video sequence – the frames are received, line-by-line and the unit automatically performs alignment as shown in section 4.2. In the initial phase, the frame sequence that contains $T = 256$ frames, is used for the Neuron Detection. Figure 4.8 shows the detected neurons in a single frame as the output result of this phase. As we can see, our method provides compact spatial footprint estimates and separates neurons ROIs even in the case of significant spatial overlap. The video used in this simulation had a focused field of view, which resulted in a smaller number of detected neurons, while the neuron’s spatial footprint occupies more pixels on average. The same memory budget can be used for videos that contain tens of thousands of cells. The number of pixels per neuron, in that case, would be much smaller.
As a comparison, an offline-method was able to find 161 ROIs for the thousand-frame long sequence.

As the most memory expensive steps, we have evaluated the resources needed for (MSER&UF)-based neuron detection, while the frame alignment is active. Every new frame is scanned from top to bottom and (MSER&UF) simultaneously works with two strips of lines – while we are processing the first one, the other is simultaneously loaded into the internal memory. Processing includes calculation of integral projections, motion estimation, motion correction and MSER&UF operations. Following the distributive approach, if the frame is partitioned into \( N_{\text{STRIP}} \) strips and every strip is divided into \( N_{\text{BL}} \), it is not difficult to show that the memory (in bytes) needed for these steps can be approximated with

\[
\text{MEM}_{\text{Req}} = 2(N_{\text{BL}}(1.25 + 0.5 \log_2 R_{\text{BL}}) + 64 \log_2 R_{\text{BL}} + R_{\text{BL}}) + \text{IP}_{\text{MEM}} + \text{CORR}_{\text{mem}} \quad (4.31)
\]

where \( R_{\text{BL}} \) is the resolution of the individual block, \( \text{IP}_{\text{MEM}} \) is the memory needed for IP calculation and \( \text{CORR}_{\text{mem}} \) defines the memory requirement for the correction operation. Details for (4.31) are

---

**Fig 4.9:** a) Extracted Temporal Traces (\( \Delta F/F \)) b) Extracted Spiking Signal (s).
omitted, but one can refer to [94], [95] and section 4.2 for more thorough explanations. Note that the number of cycles needed for the completion of these tasks is proportional to the number of strips \(N_{\text{STRIP}}\). If \(N_{\text{STRIP}} = 16\) and \(N_{\text{BL}} = 12\), total memory needed for Motion Correction and Neuron Detection is estimated to be 400kB, while the video can run as fast as 200fps.

After the Detection step is completed, most of the memory space (Region Map, Hash-tag memory, auxiliary memory banks) that was employed, is freed and reused in the deconvolution method. The regions of interest are stored in a separate memory bank together with the corresponding fluorescence traces. The Neuron Detection Block is disabled and the Decovolution Unit that analyses the fluorescence traces and takes advantage of the spatio-temporal data structure, is enabled till the end of the sequence. We demonstrated the effectiveness of our estimation method on real calcium imaging data based on the deconvolution procedure explained in section 4.4.

The Deconvolution method extracts the spiking signal, (4.19), based on the fluorescence traces that are packetized in groups of 256. Since the number of timesteps in one packet is equal to \(T = 256\), the Deconvolution Unit sends the results at the output with latency \(\text{Lat} = T/f\).

The proposed method extracted the spiking signals by employing highly parallelized homotopy solvers (multiple homotopy engines), while achieving 100x data reduction and real-time frame processing. Figure 4.9 shows the extracted temporal traces and corresponding spiking signals for 4 randomly chosen neurons (ROI). A commonly used metric for representation of the temporal traces is \(\Delta F/F\) that is defined as

\[
\frac{\Delta F}{F}(t) = \frac{\int_0^t R(t-\tau)w(\tau)d\tau}{\int_0^t w(\tau)d\tau},
\]

where \(w(\tau) = e^{-|\tau|/\tau_0}\) and \(R(t)\) captures the relative change in fluorescence from \(F(t)\) and \(F_0(t)\) and can be expressed as.
\[ R(t) = \frac{F(t) - F_0(t)}{F_0(t)}. \quad (4.33) \]

The term \( F_0(t) \) denotes baseline noise and \( F(t) \) is the mean fluorescence of a neuron’s ROI at the \( t \)-th timestep. From Fig. 4.9, we see close match of extracted signals, while the accuracy of deconvolved spiking signals is at the satisfying level. However, the offline method would need about 45 minutes for data processing, while our approach extracts the results in real-time with latency \( L \). Table 4.1 summarizes the benefits of the proposed method and compare it with the state-of-the-art. The processing resources that were used are very modest, while we achieved drastic data reduction and reduction in the computational complexity. Most importantly, we have shown that the modified nonnegative matrix factorization formalism that efficiently distinguishes the overlapping neural sources and directly models the \( \text{Ca}^{2+} \)-indicator dynamics, can be implemented in real-time, and is a promising and suitable tool for large brain-data processing.

**Table 4.1: Comparison between Electrophysiological and Optical Approach.**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Electrode-based</th>
<th>Optical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No of Neurons</td>
<td>Up to 200</td>
<td>( 10^3 - 10^5 )</td>
</tr>
<tr>
<td>Processing</td>
<td>X</td>
<td>Offline</td>
</tr>
<tr>
<td>Memory Requirement</td>
<td>X</td>
<td>10-100GB</td>
</tr>
<tr>
<td>Fully invasive</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Data Reduction</td>
<td>X</td>
<td>( 1x )</td>
</tr>
</tbody>
</table>

This work | 0.4MB | \( 100x \) | 0.4MB
CHAPTER 5
Contributions and Future Work

5.1. Summary of Research Contributions

The goal of this research is to tackle several different problems that will enhance the field of biomedical applications. By employing low-power, flexible energy processing techniques we pave the road to the fully integrated self-powered sensors. Furthermore, we have developed an implant-scale, closed-loop neuromodulation interface that offers superior performance, power efficiency and unmatched level of electronic miniaturization. This dissertation also presents a new recording paradigm that allows real-time data processing from large neural ensembles at the resolution of individual neurons. Several main contributions presented in this research are:

- Design and demonstration of a thin-film, array-based Thermo-Electric Harvesting platform with a surface area of 0.83cm² that is made of biocompatible materials, mitigates the heat leakage and can autonomously supply energy processing IC. The platform meets the stringent anatomical and biophysical confinements of living subjects.

- Proposed and demonstrated the inductive-load ring oscillator (ILRO) architecture that can be triggered with very low input voltages. The ILRO was employed as a startup circuit - the minimum voltage needed to start the oscillation was measured to be 65 mV. That was the first fully-integrated solution for the cold startup in thermal harvesting applications.

- Developed a single-inductor topology with integrated 2-phase, analog maximum power point tracking (MPPT) unit. Integration of startup circuit and MPPT unit was done in 65nm technology
and our solution resulted in a 68% peak end-to-end efficiency (92% converter efficiency) and less than 20ms MPP tracking time.

• As a proof of concept, an in-vivo test was conducted - a 645µW regulated output power (effective 3.5K of temperature gradient) was harvested from a rat implanted with our harvesting system, demonstrating true energy independence in a real environment while showing a 7.9x improvement in regulated power density compared to the state-of-the-art.

• Design of two HV 180nm ICs (4-channel and 64-channel respectively) as a part of Restoring Active Memory (RAM) project. The IC includes 4 Macro and 4 Micro stimulation engines for macro and micro types of electrodes, integrated power management unit (PMU), multiplexers for spatial selection and access to sensing IC, etc. PMU is designed for the wireless power transfer and features active rectifier, high-voltage generators (HVG), LDOs etc.

• Development of a highly programmable implantable power management unit that can process multiple input power deliveries on-the-chip. Unit is able to process wireless power, power delivered through wires and power from/to rechargeable battery. This MIMO Management System significantly extends the range of biomedical applications for the implant.

• Development of reconfigurable active rectifier (AR) for wireless power transfer (WPT), wherein the AR operates in a Regular Mode and a Charging Mode, wherein the AR-WPT includes an adaptive load control (ALC) unit that accommodates power delivery with load requirements, wherein the ALC unit keeps the AR voltage at a desired value. As a part of AR-WPT, we proposed an adaptive ON/OFF delay compensation schemes for both types of active diodes (P and N) that by employing feedback generates in real-time offset currents to compensate switch delays.
Proposed circuit schemes showed improvements in PCE (PCE > 90% - 12% and 10% improvement at light and heavy load, respectively) across a wide loading range, while ensuring that the wireless power link delivers a stable voltage to the implant across load and coupling variations. Also, the ALC unit implementation allowed static current reduction.

- Development of a programmable electrode agnostic stimulation engine (SE) for the implantable neuromodulation systems. The SE features a high output impedance current source and current sink in order to support different types of electrodes and a wide range of stimulation currents. In the core of a stimulation engine (SE) is a precise, high-compliance and ultra-high output impedance current mirror for the source/sink part of the SE. Furthermore, high-voltage adaptive generators (V_{dd}/V_{ss}) are provided to accommodate voltage drops across high electrode impedances and to additionally save the power during the stimulation. The SE is designed primarily to enable simultaneous, multichannel, differential stimulation that is necessary to achieve concurrent stimulation and sensing in the neuromodulation systems.

- Prototyped two different STIM/PM ICs in HV 180 nm technology – the first IC has 4 Stimulation Engines (SE), can drive 32 stimulation cites and V_{DD}/V_{SS} absolute maximum is set to 7.5V/-7.5V. The second IC houses 8 SE that can drive 64 stimulation cites and can be individually programmed for monopolar/differential stimulation. The SE current covers the range from 20uA to 5.1mA with 20uA step, while V_{DD}/V_{SS} are programmable with the absolute maximum set to 5V/-5V. HV STIM multiplexers provide a complex spatial resolution. Further, we have designed two low-profile NM units (for each version of IC) that occupy 135mm^3 and 338mm^3 of volume. These high-channel count, closed-loop neuromodulation units present the next generation neural interfaces, that is minimally invasive, and address the demands for limited area and power. We also, have
demonstrated a real-time, full duplex communication during concurrent stimulation and recording of neural signals.

• Developed methodology for a new neural recording paradigm based on the fast calcium imaging. Proposed hardware-friendly approach allows analysis of large neural ensembles in a single pipeline and in real-time, while relaxing the memory and computational requirements.

• Developed a Matlab model that implements the Motion Correction and Blind Neuron Detection steps for the fast calcium imaging, by employing modified computer vision algorithms such as Maximally Stable Extremal Regions and Template Matching. The model abandoned frame-level processing and adopted the distributed approach.

• Introduced algorithm modifications into the deconvolution step, that exploit the sparse nature of neurons and spiking signals both in spatial and time domain. The proposed simplifications allow the design of specialized dedicated units that map the Sparse Approximation algorithm into hardware. This would lead to an extraction of spikes at the resolution of individual neurons at real-time and 100x data reduction.
5.2. Looking to the Future

The work presented in this dissertation has provided solutions for a variety of problems related to the biomedical applications. Further research is going to be continued and upgraded in many ways. The next step is related to the work explained in the chapter 3 - verification and validation of the closed-loop, implant-scale NM interface in humans. Apart from the hardware characterization during the in-vivo tests, we would also follow the impact that our miniaturized implant would have in diagnostics and therapy of neurological disorders in the upcoming years.

The research presented in the chapter 4 requires a lot of evaluation of hardware feasibility and it is going to be continued. Building application-specific dedicated units/kernels for big data analysis is an open research area. Our work will enable high performance processing and lay the foundation for real-time brain decoding on a large scale. Efficient hardware mapping of the sophisticated algorithms is necessary to allow complete system deployment onto wearable platforms and its integration with the fluorescent sensor.

Although we have proposed some algorithm simplifications and simulated for their impact, more careful analysis and flexible VLSI implementation are needed to verify the functionality of the system, to evaluate the accuracy of signal recovery and to estimate the overall power consumption. The first step is development of a dedicated accelerator for the homotopy algorithm. Implementation of a such unit needs joint algorithm-architecture consideration – their evaluation and optimization in a separate manner is inefficient and deteriorate performance and flexibility-efficiency trade-off. The Homotopy accelerator engine should feature high parallelism and configurability so that the algorithm can reuse the hardware resources and have efficient access to the memory banks. This would improve the area efficiency and the throughput.
Complete system-level integration of the processing chain is the next step to demonstrate the benefits of real-time processing for ultra-fast Ca\(^{2+}\) imaging. Such a system shall embed a specialized controller for image alignment that was described in section 4.2, and an on-chip MSER detector for simultaneous ROI sensing and updates - section 4.3. Also, hardware implementation includes deployment of the processing threads for the manipulation of results and synchronization. Furthermore, since many tasks down the processing chain are done in sequential order, we can employ massive computing and memory resource sharing. Lastly, flexible hardware implementation has to be followed with MAC layer software development, so that after data acquisition/processing flow, the information is available to the user.

Enabling real-time recording from large neural ensembles would significantly improve our understanding of brain dynamics and allow closed-loop experiments for calcium imaging. Collecting the signals from thousands and tens of thousands of neurons at the resolution of individual neurons, and their simultaneous decoding will enhance the research capabilities of brain-computer interfaces.
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