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Abstract

Well-posedness of the three-form field equation and the minimal surface equation in
Minkowski space

by

Boris Ettinger

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Daniel Tataru, Chair

This dissertation deals with the question of well-posedness for the three-form field equa-
tion in eleven dimensional supergravity and the minimal time-like hypersurface equation in
Minkowski space. Both of these equations are nonlinear wave equations.

The three-form field equation arises in the classical field theory formulation that underlies
string theory. After making simplifying assumptions, it becomes a system for a differential
three-form on R3+1 × K7, where K is a compact Riemannian manifold. A suitable gauge
choice turns the the equation into a semilinear wave equation. We show that the three-form
field equation is globally in time well posed for small, smooth, compactly supported initial
data.

The minimal surface equation in Minkowski space R(n+1)+1 describes a submanifold,
which has a vanishing mean curvature. If the submanifold is time-like, the equation is a
quasilinear wave equation. We prove that for n = 2, 3 and under some further geometrical
assumptions, the equation is locally well posed for initial data in H

n+3
2 (Rn)×H n+1

2 (Rn).
The nonlinearities in the equations above belong to a restricted class of nonlinearities

that are said to satisfy the null condition. The goal of the null condition is to select the
nonlinearities that limit the amount of interactions between waves that have a small angle
of incidence. The precise formulation of the null condition depends on the context of the
Cauchy problem and it is not yet clear in all cases. In particular, our investigation of the
minimal surface equation falls in the context of questions regarding large data quasilinear
equations for which there is still only a conjectured formulation of the condition. We hope
that our treatment of the particular example can shed some light on the general case.
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Chapter 1

Introduction



CHAPTER 1. INTRODUCTION 2

1.1 Nonlinear wave equations

A nonlinear wave equation is a partial differential equation for an unknown function u :
Rn+1 7→ R of the form

n∑
α,β=0

gαβ(u, du)∂α∂βu = F (u, du),

where g is a given symmetric quadratic form of signature (−1, 1, .., 1) for every value of
(u, du) and F is a given function, which is strictly nonlinear, i.e. |F (x, y)| = o(|x|, |y|) for
small values of |x|, |y|. This definition extends to systems and domains other than Rn. We
will say that the equation is semilinear if gαβ = mαβ = diag(−1, 1, .., 1) and quasilinear
otherwise. When the equation is augmented with the initial data

u|t=0 = u0,
∂

∂t
u|t=0 = u1,

finding a solution u for each pair (u0, u1) is called the Cauchy problem.
Many nonlinear wave equations describe a variety of physical phenomena such as gravita-

tion, electromagnetism, sound propagation and elasticity, but many others exhibit behavior
which makes them unsuitable to serve as models of physical phenomena. Jacques Hadamard
proposed a criterion to separate between these two cases. According to Hadamard, an equa-
tion can be a candidate to describe a physical model if the corresponding Cauchy problem is
well posed, which means the following: there exists a space of initial data X0 and the space
of solutions X such that

• For every pair of initial data (u0, u1) ∈ X0 there exists a solution u ∈ X.

• For every pair of initial data (u0, u1) ∈ X0 the solution u is unique in X.

• The spaces X0, X are endowed with topologies and the mapping (u0, u1) 7→ u is
continuous as a function from X0 to X.

Most often X,X0 will be subsets of normed vector spaces of functions. If X is a set of
functions on the space [0,∞) × Rn or R × Rn (where the first coordinate represents time)
we will say that the problem is globally (in time) well posed. If the domain of the function
is of the form [0, T ]]× Rn we will say that the problem is locally well-posed.

To motivate the statement of the theorems proven in this dissertation, let us take a
further look at the examples of nonphysical behavior of nonlinear wave equations1. Fritz
John in [8] proved that solution to the equations such as2

�u = (∂tu)2

1For the sake of concreteness we will concentrate on the three-dimensional case; which is the most
physical, the two dimensional equations case exhibit even more singular behavior

2We will use the notation

�u = mαβ∂α∂βu = −∂2t u+

n∑
i=1

∂2xi
u
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or
�u = (∂2

t u)2

will develop a singularity, in the sense that for some compactly supported smooth non-zero
F,G : R3 → R then for every solution u with initial conditions (εF, εG), for every ε > 0
there exists a time T and point x such that u(T, x) =∞ . While the time of existence T can

be quite large, indeed T & e
C
ε , the blow up of small, smooth data is unacceptable as such

a data is ”experimentally” indistinguishable from the ”rest state” or ”vacuum state” u ≡ 0
. Therefore, to avoid this situation, we would like to find ε,N, δ such that for the space of
initial data

X0 = {(u0, u1)|‖u0, u1‖HN ≤ ε, supp(u0, u1) ∈ B(0, 1)}

and the space of solutions of the form

X = {u|‖u(t, ·)‖HN (R3) ≤ Cε(1 + t)δ}

the problem is well-posed3. This is the formulation that we prove for the three-form field
equation in Chapter 2.

Another set of examples was found by Hans Lindblad in [20, 21], where he proves that
for the equations of the form

�u = (∂tu− ∂x1u)2

there exist f, g with ‖f‖H2 + ‖g‖H1 arbitrarily small such that a solution u will satisfy
‖u(t, ·)‖H1(R3) =∞ for any t > 0. Similarly, for the equation

�u = u(∂t − ∂x1)2u,

there are initial data arbitrarily small in H2 × H1 such that ‖u(t, ·)‖H2 = ∞ for every
t > 0. It is not straightforward to interpret the ”experimental” meaning of rough (low
Sobolev regularity) solutions, but since smooth compactly supported (and in a certain sense
small) functions are dense in the Sobolev spaces, statements about blowup of low regularity
solutions translate to ”unpleasant” statements about smooth solutions. Moreover, the lower
the regularity in which the problem well-posed, the more stability, less sensitivity to precision
in formulation the model will have.

How low an exponent should one try reach? One of the thresholds is the scaling of
the problem. Most non-linear wave equations have a scaling law, i.e. a transformation of
the form u(x, t) 7→ λau(λt, λx) which maps solutions to solutions. Then there is a critical
exponent sc = n

2
−a, such that the Ḣsc Sobolev norm is invariant under scaling. These critical

exponents indicates the balance between the linear and nonlinear parts of the equation. The
range where the linear part is stronger s > sc is called subcritical, while the range s < sc
is called supercritical. In a certain sense, the current methods are perturbative i.e. trying
to solve the nonlinear equation as a perturbation of some linear one, therefore the best

3Ideally, we would like to have δ = 0 but we will not be able to achieve this in all situations.
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exponents one could hope to reach with such methods satisfy s > sc
4. However, Lindblad’s

counterexamples show that one cannot do better than s > sc + 3
4

in two dimensions and
s > sc + 1

2
in three dimensions or higher for a generic nonlinear wave equation. In the

case of the minimal surface equation, the critical exponent is sc = n+2
2

, while we will show
well-posedness for s = n+3

2
= sc + 1

2
.

Thus to rule out instantaneous blowup, we will seek a time T which depends only on
the norm of the initial data ‖u0‖Hs + ‖u1‖Hs−1 , such that the equation is well posed for the
space of initial data

XK
0 = {(u0, u1)|‖u0‖Hs + ‖u1‖Hs−1 ≤ K}

and the space of solutions

XT (K) = {u|u ∈ C([0, T (K)), Hs) ∩ C1([0, T (K)), Hs−1)}.

This is the formulation that we will seek to prove for the minimal surface equation in Chapter
3, up to some geometric considerations that will require us to limit some quantities that
depend on ‖du‖L∞ as well.

1.2 The null condition

The examples in the previous section show that we cannot address the question of well-
posedness of nonlinear wave equations with complete generality. We still would like to do
it with a high level generality. To that end one can propose the following program: find a
subclass of nonlinearities, which is can be effectively identified5, develop a set of tools, which
will facilitate the investigation of well-posedness. One such subclass of nonlinearities is called
equations that satisfy the null condition. The precise condition varies slightly depending on
the context of the well-posedness question and it is not known in all the cases. We will
provide several definitions in this section and survey some of the tools that were developed
to investigate equations that satisfy the null condition in the next section.

Definition 1.2.1 (Null condition for small, smooth compactly supported data). The equa-
tion

gαβ(du)∂α∂βu = N(du),

satisfies a null condition for small smooth compactly supported data if g,N are smooth func-

tion and the bilinear form Bαβ = ∂2N
∂(∂αu)∂(∂βu)

∣∣∣
du=0

and the trilinear form Gαβγ = ∂gαβ

∂(∂γu)

∣∣∣
du=0

satisfy
Bαβξαξβ = 0, Gαβγξαξβξγ = 0

for every ξ of zero Minkowski length mαβξαξβ = 0.

4Also s = sc with small data is a regime where nonlinearity is weaker than the linear part.
5Saying ”all the nonlinearities for which the problem is well-posed” is not an effective definition.
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We will explain why only the quadratic term in N and linear term in g are important
in Remark 1.3.1 in the next section after we introduce several other concepts. Incidentally,
when considering local well-posedness for a semilinear wave equation �u = N(du), we can
use a similar definition to ensure better results.

Definition 1.2.2 (Null condition for a semilinear wave equation). Let N(du) = Bαβ∂αu∂βu+
... be polynomial in du. Then the equation

�u = N(du)

satisfies the null condition for semilinear wave equation if

Bαβξαξβ = 0,

for every ξ of zero Minkowski length mαβξαξβ = 0. A multiplication by a smooth, bounded
function φ of u is harmless in this case, i.e. if �u = N(du) satisfies the null condition, so
will �u = φ(u)N(du).

Definition 1.2.1 and 1.2.1 are effective in improving the regularity in the corresponding
Cauchy problem (see next section) but they are clearly stated for perturbations of the linear,
constant coefficients wave equations since gαβ|du=0 = mαβ. The case of large data quasilinear
wave equations cannot be considered a perturbation of the constant coefficient wave equation
as changes in the metric shift the high frequency content compared to the unperturbed case
and cause large changes in the Sobolev norms. Therefore the definitions above are insufficient.
One suggestion to amend the definition was made in [32] and it is as follows:

Definition 1.2.3 (Conjectured definition for large data quasilinear wave equation,[32]). The
equation

gαβ(du)∂α∂βu = 0

satisfies the null condition for large data quasilinear wave equation if

∂gαβ(u, du)

∂(∂γu)
ξαξβξγ = 0, for every ξ such that gαβ(u, du)ξαξβ = 0.

It is easy to check that the minimal surface equation satisfies this null condition, which we
do in Corollary 3.2.2, but we do not know whether this is effective in lowering the regularity
in every possible case.

We would like to add the following definition.

Definition 1.2.4 (Null-forms). A bilinear quadratic form Q(f, g) = Bαβ∂αf∂βg is a null-
form if

Bαβξαξβ = 0

for every ξ of zero Minkowski length mαβξαξβ = 0. Similarly, Q(f, g) is a null-form with
respect to the metric g if

Bαβξαξβ = 0,

for every ξ of g-zero length gαβξαξβ = 0.
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By decomposing the bilinear form to symmetric and anti-symmetric part, we can establish
the following

Claim 1.2.5. Q is a null-form with respect to metric g if and only if it is a linear combination
of the following forms

Q0(f1, f2) = gαβ∂αf1∂βf2,

Qij(f1, f2) = ∂xif1∂xjf2 − ∂xjf1∂xif2, i, j = 0..n.

A way to rephrase this claim is that the only symmetric null-form is Q0.

1.3 Null-form estimates

To conclude this introduction, we would like to survey the line of research that proceeds as
follows:

Step one Find spaces X0, X, Y such that X0 is the space of initial data, X is a space of
solutions, Y is the ”space of nonlinearity” or the space of the inhomogeneous term,
which admit an energy estimate of the form

‖u‖X ≤ ‖�u‖Y + ‖(u0, u1)‖X0

with appropriate modifications for variable coefficient metrics.

Step two Prove a null-form estimate

‖Q(f, g)‖Y ≤ (‖f‖X + ‖(f0, f1)‖X0)(‖g‖X + ‖(g0, g1)‖X0).

The following terminology was jokingly coined by Hart Smith:

Null-form estimates 1.0

This approach is called ”The Klainerman vector fields method”, which was formalized by
Klainerman in [16]. The approach seeks to exploit symmetries of the constant coefficient
wave equation. Index a basis of the set of conformal symmetries of the wave equation

{Z0, Z1, ...Z10} = {∂0, .., ∂3, t∂t + r∂r, t∂j + xj∂t, .., xj∂k − xk∂j}, i, j = 1..3, i 6= j.

Introduce a multi-index notation for compositions ZI = Zi1Zi2 ..Zi|I| , choose a large M and
define the following pair of norms

‖u‖X =
∑
|I|≤M

‖∇ZIu‖L∞t L2
x

‖f‖Y =
∑
|I|≤M

‖ZIf‖L1
tL

2
x
,
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since [�, ZI ] = cI�, the X − Y energy estimate will follow from the conventional energy
estimate. The null form estimates are a combination of two of the following estimates:

‖u(t, ·)‖L∞x ≤
1

1 + t
‖u‖X ,

which are called Klainerman or Klainerman-Sobolev estimates and a pointwise estimate for
a null-form

|Q(f, g)| ≤ 1

1 + t
(|∇f ||Zg|+ |Zf ||∇g|) .

The space of initial data will be

X0 = {(u0, u1)|suppui ∈ B(0, 1), ‖u0‖HN+1 + ‖u1‖HN ≤ ε}.

Remark 1.3.1. We will use the Klainerman vector field approach to explain why the cubic
terms in the Taylor expansion of N(du) and quadratic terms in g(du) are ”benign” i.e. for
any such nonlinearity the problem is well-posed. We start with the energy estimate

‖∇ZIu(t)‖L2
x
≤ e

‖∇g‖
L1
t L
∞
x

(∫ t

0

‖ZIN(du)(s)‖ds+ ‖dZIu(0)‖L2
x

)
. (1.3.1)

We can estimate∑
|I|≤M

‖ZIN(du)‖L2
x
≤ C

∑
|J |≤M

2

‖∇ZJdu‖2
L∞

∑
I≤M

‖∇ZIN(du)‖L2
x
.

Assume ∑
|I|≤M

‖ZIdu‖L∞t L2
x
≤ ε,

we use Klainerman-Sobolev estimate to conclude

‖∇ZJu(t)‖2
L∞x
≤ 1

(1 + t)2
ε2, |J | ≤ M

2
, (1.3.2)

also

‖∇g‖L1
tL
∞
x
≤
∫ ∞

0

ε2

(1 + t)2
dt ≤ Cε2. (1.3.3)

Using (1.3.2) and (1.3.3) in the energy estimate (1.3.1), we get

‖∇ZIu(t)‖L∞t L2
x
≤ CeCε

2

(ε2

∫ ∞
0

1

(1 + s)2
ds+ ‖dZIu(0)‖L2

x
).

We can easily sharpen this line of reasoning to set up a fixed point argument for semilinear
equations or a bootstrap argument for quasilinear equations. The details are can be found in
textbooks [7, 28] and they are similar to the argument we will present in Chapter 2.

Remark. By using M (the number of applications of the vector fields Zi) high enough, one
can prove the well-posedness for C∞ solutions with C∞ initial data.
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Null-form estimates 2.0

The step was undertaken by Klainerman and Machedon in [14], where they proved that for
any null form

‖Q(f, g)‖
H
n−1

2
t,x

≤ ‖(f0, f1)‖
H
n+1

2 ×H
n−1

2
‖(g0, g1)‖

H
n+1

2 ×H
n−1

2
,

for any solutions of the wave equation �f = 0 = �g. This estimate should be combined
with Duhamel’s principle to prove null-form estimate for solutions of inhomogeneous wave
equation. Then one uses Sobolev space H

n+1
2 energy estimates to prove local well-posedness

of various semilinear equations that satisfy the null condition for the spaces

X0 = {(u0, u1)|‖(u0, u1)‖
H
n+1

2 ×H
n−1

2
≤ K},

X = L∞t ([0, T (K)), H
n+1

2 ), Y = L1([0, T (K)), H
n+1

2 ).

Null-form estimates 3.0

Klainerman and Machedon further refined their work in [13], where they considered spaces
of the form

‖u‖X s,b = ‖〈ξ〉s〈|τ | − |ξ|〉bû(τ, ξ)‖L2
τ,ξ
,

where û(τ, ξ) =
∫
Rn+1 e

−i(tτ+xξ)u(t, x)dtdx is the space-time Fourier transform. Then one
defines

‖u‖Xs,b = ‖u‖X s,b + ‖∂tu‖X s−1,b . (1.3.4)

One also needs to apply a suitable time localization to get the space Xs,b
T . Then we can

choose
X0 = {(u0, u1)|‖(u0, u1)‖Hs+1×Hs ≤ K},

X = Xs,b
T (K), Y = X s−1,b−1

T (K) .

As X − Y energy estimates are not completely trivial but are fairly standard, then the
appropriate null-form estimate is

‖Q(f, g)‖X s−1,b−1
T

≤ ‖(f0, f1)‖Hs+1×Hs‖(g0, g1)‖Hs+1×Hs (1.3.5)

for solutions of the linear wave equation �f = 0 = �g. And indeed such estimates were
established for the following range of exponents: Q0 form: s > n

2
, b > 1

2
, and Qij forms

s > max(n
2
, n+3

4
), b > 1

2
. Finally, as Xs,b

T ⊆ C([0, T ], Hs) for b > 1
2
, the null form estimate

leads to local well-posedness of semilinear equations that satisfy the null condition in Sobolev
spaces of initial conditions for the exponents in which the null-form estimates are correct.

There are several extensions of these results: following [13], Foschi and Klainerman con-
jectured an extension of (1.3.5) for LptL

q
x type spaces, instead of the L2-based Xs,b spaces.

This conjecture has been mostly settled by Wolff [39] , Tao [30] and Tataru [33].
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Attempts to prove well-posedness for the critical regularity, i.e. s = sc has been successful
for the wave-maps equation in two dimensions, see Tao [34] and Tataru [31] and the four
dimensional Maxwell-Klein-Gordon equation by Krieger, Sterbenz and Tataru [17]. This is
done by significantly refining the Xs,b spaces.

For the metrics with variable coefficients, the version of (1.3.4) was obtained by Smith
and Sogge in [26], using Fourier Integral Operators and the version of (1.3.5) by Tataru [33],
using wave packets parametrices.

There is an alternative approach to the Klainerman vector fields technique, which is that
of conformal compactification by Christodoulou [3]. The approach rewrites the non-linear
wave equation on Rn+1 as a wave equation on a bounded subset of R× Sn. The coefficients
of the new equation will be analytic if and only if it satisfies the null condition, in which case
the global-in-time problem on Rn+1 is reduced to a local problem on a bounded domain.

We will subscribe to the energy estimate combined with null-form estimates approach in
this dissertation. The difficulty which we have to resolve is that the existing literature does
not quite cover the conditions that are dictated by the circumstances of the theorems and we
will have to adjust the proofs accordingly. One could say that our goal is to prove null-form
estimates 1.1 for the three-form field equation in Chapter 2 and null-form estimate 2.1 for
the minimal surface equation in Chapter 3.
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Chapter 2

The three-form field equation in
eleven dimensional supergravity
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2.1 Introduction

Let K be a compact 7-dimensional Riemannian manifold. Then the product R3+1 × K
becomes an 11-dimensional Lorentzian manifold. For a 3-form u on R3+1 × K we use the
Hodge star ∗ and the de Rahm differential d of the product to formulate the following Cauchy
problem:1

�R3+1u+ ∆Ku = − ∗ (du ∧ du), (2.1.1a)

u(0, ·) = u0, ut(0, ·) = u1. (2.1.1b)

In this chapter, we will prove the following statement.

Theorem 2.1.1. There exist positive N, ε such that the Cauchy problem (2.1.1) is globally
well-posed provided that initial data is localized in the ball of radius 1 in R3 for every point
of K and obeys

‖u0‖HN (R3×K) + ‖u1‖HN−1(R3×K) ≤ ε.

Moreover, in such a case the solution u satisfies the following estimates∑
|α|≤N

‖∇t,x,yΓ
αu(t)‖L2(R3×K) ≤ Cε(1 + t)1/12,

∑
|α|≤N−10

‖∇t,x,yΓ
αu(t)‖L2(R3×K) ≤ Cε,

(1 + t)
∑

|α|≤N−20

‖∇t,x,yΓ
αP0u(t)‖L∞(R3×K)

+(1 + t)3/2
∑

|α|≤N−20

‖∇t,x,yΓ
αP>0u(t)‖L∞(R3×K) ≤ Cε,

where P0,P>0 are the spectral projections of the operator ∆K defined in Section 2.3, Γα are
compositions of a subset of Klainerman vector fields together with the operator (−∆K)1/2,
which are defined in Section 2.4, ∇t,x,y is the gradient in all the derivatives of R3+1×K and
C is a constant that depends only on N and the geometry of K.

The theorem is true if the Cauchy data is supported in a larger ball but then the constant
ε has to decrease as a negative power of the size of the support.

The equations have a connection to the theory of supergravity, which we explain in the
next section. The mathematical aspects of the supergravity theory have recently drawn the

1 Our sign convention for the D’Alamebertian is

�R3+1 = − ∂2

∂t2
+

3∑
i=1

∂2

∂x2i
,

and the operator ∆K is negative.
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attention in the context of conformal geometry [6],[10], where the space-time was assumed
to be a Riemannian manifold. The Lorentzian case was investigated earlier (see [2] and
references therein).

Our methods are inspired by the work of Metcalfe, Sogge and Stewart [22] and Metcalfe
and Stewart [23] who analyze the quasi-linear wave equation on R3+1 × D, where D is a
bounded domain in Rn with various non-linearities and boundary conditions. Their results
do not cover the case in study but we employ some of their ideas in this work. See also [18]
for the previous work on Klein-Gordon equations on R3+1 ×D.

To explain the difference with respect to the null-form estimates research as surveyed
in Chapter 1, we will need several definitions, therefore we defer that discussion to Remark
2.6.2 after Proposition 2.6.1.

The chapter is organized as follows. In section 2.2 we derive the equation from a gauge-
invariant Lagrangian and explain how to fix the gauge. In section 2.3 we recall some necessary
facts from Riemannian geometry. In section 2.4 we adapt the linear estimates for the wave
equation on R3+1 to the product R3+1 ×K. In section 2.5 we perform a deeper analysis of
the nonlinearity. In section 2.6, we provide the proof of Theorem 2.1.1.

We will denote by k a constant which depends only on N and the geometry of K, this
constant may change from line to line but for each inequality below there is an apriori
computable constant such that the inequality holds. We will also write A . B to mean
A ≤ kB.

2.2 Background

Physical Motivation

The supergravity theory is a model of classical physics, which describes the low-energy,
classical limit of the superstring theory. The model describes the interaction of the field
of gravity with other fields. In one of the simplest setups, one considers an 11-dimensional
Lorentzian manifold as a space-time, with gravity field g and a field, whose strength is
described by a closed differential 4-form F . The Lagrangian is prescribed only locally by
restricting the attention to an open, topologically trivial subset U of the space-time. Then
one solves the equation for a potential of F on U :

dA = F.

With this, the Lagrangian can be written as

L =

∫
U

Rdv +

∫
U

F ∧ ∗F +

∫
U

A ∧ F ∧ F,

where R, dv and ∗ are the (scalar) Ricci curvature, the volume form and the Hodge ∗
corresponding to g, respectively. The reader should consult [38] and textbooks [37, Section
3.3], [25, Section 16.1.1] for physical aspects of this theory.
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The Lagrangian and the equation

In this dissertation we wish to concentrate on the global aspects of dynamics of the field
F , leaving the more difficult question of interaction of F with gravity for further research.
Therefore we will simplify our setup to consider the product manifold R3+1×K as the fixed
space-time, where K is a 7-dimensional compact Riemannian manifold without a boundary
(thus dropping the term

∫
Rdv from the Lagrangian). The metric on the product space will

be the product of the Minkowski metric and the metric on K. We will also assume that the
field strength F is not only closed but also exact, namely there exists a global 3-form u, such
that

du = F.

Then u will be the dynamical variable, for which we define a classical field theory Lagrangian

L(u) =

∫
R3+1×K

du ∧ ∗du+

∫
R3+1×K

u ∧ du ∧ du.

The formal Euler-Lagrange equations are

d ∗ du = −du ∧ du. (2.2.1)

We will take the Hodge-dual on both sides of the equation and use the notation δ = − ∗ d∗
to arrive to the following equation

δdu = ∗(du ∧ du). (2.2.2)

Since our space time is a product manifold then most of the operators which act on it can
be decomposed in a natural way as operators acting on either on R3+1 or K. We will denote
by subscript ‖ the operators acting on R3+1 and by subscript ⊥ the operators acting on K.
For instance, we will have

d = dR3+1×K = dR3+1 ⊗ idK + idR3+1 ⊗ dK = d‖ ⊗ idK + idR3+1 ⊗ d⊥. (2.2.3)

The tensor notation should be understood in terms of operations on differential forms
Ω(R3+1) and Ω(K). The equation (2.2.3) we will colloquially write

d = d‖ + d⊥. (2.2.4)

Hodge star and form Laplacian

Let us recall a few simple facts regarding the Hodge star operator, which is an operator that
takes differential n-forms to differential (11 − n)-forms. Let xi, i = 0..3 be the coordinates
on R3+1 and xi, i = 4..10 be a coordinate patch on K at a point where the metric tensor is
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the identity and its derivative vanish, i.e. normal coordinates. Then the Hodge dual ∗ for
an n-form v = vi0i2...in−1dx

i0dxi1 ...dxin−1 , ik = 0..10 is defined as follows:

∗v =
10∑

i0,i1...,i10=0

(−1)α({i0...in−1})εi0...i10vi0i1...in−1dx
indxin+1 ...dxi10 , (2.2.5)

where

εi0...i10 =


0, ik = il for some k 6= l,

1, i0..i10 is an even permutation,

−1, i0..i10 is an odd permutation

and

α({i0...in}) =

{
1, 0 ∈ {i0...in},
0, 0 /∈ {i0...in}.

.

Thus the ∗ operator exchanges the components of the forms, multiplying those containing
the time x0 coordinate by −1. Next, we define δ which takes n-forms to (n− 1)-forms by

δu = (−1)degu ∗ d(∗u).

Lastly we define
�R3+1×K = −dδ − δd.

We have the following facts about ∗ and δ

• ∗ ∗ u = (−1)deguu.

• u ∧ ∗v = g(u, v)dvol, where g is the Lorentzian metric on R3+1 × K and dvol is the
volume form.

• The operator ∗ is an isometry and in particular d ∗ u = 0 if and only if δu = 0.

• δ is the Lorentzian adjoint of d in the sense that∫
R3+1×K

g(δu, v)dvol =

∫
R3+1×K

g(u, dv)dvol.

• In normal coordinates and with Einstein summation convention we have

(δu)α1α2... = −∂α0uα0α1α2....

(�R3+1×Ku)α1α2... = ∂α0∂α0uα1α2... + (f(R)u)α1α2...,

where f(R) is a linear, zeroth-order tensor that depends on the Riemann curvature
tensor.
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• �R3+1×K ∗ u = ∗�R3+1×Ku.

• We have
�R3+1×Kdu = d(�R3+1×Ku), �R3+1×Kδu = δ(�R3+1×Ku).

The first identity is the consequence of the fact that d2 = 0. This fact also implies
δ2 = 0 which leads to the second identity above.

Gauge fixing

There is an obvious gauge freedom in equation (2.2.2) - if u is a solution of the equation
then for any two-form w, the three-form u+ dw is a solution as well. Therefore, we will fix
the gauge by requiring that u satisfies

d ∗ u = 0, (2.2.6)

which is equivalent to
δu = 0.

This choice of gauge is similar to the Lorenz gauge of the Maxwell equations, where for a one-
form a one requires d ∗ a = 0. Since we work with 3-forms on a product manifold, the gauge
is structurally more complicated. We will give a proof that equation (2.2.6) is a valid gauge
choice in the end of this section but first we rewrite the equation (2.2.2) using the gauge.
We defined the Laplace(d’Alembert)-Beltrami operator on forms as �R3+1×Ku = −δd − dδ.
2 On a product manifold, the operator decomposes into �R3+1×K = �R3+1 + ∆K ,where ∆K

is the Laplace-Beltrami operator on Ω(K) (the space of differential forms). Thus we can
rewrite the main equation (2.2.2) as

�R3+1×Ku = −δdu− dδu = − ∗ (du ∧ du).

Therefore, the equation (2.2.2) with the gauge choice (2.2.6) becomes

�R3+1u+ ∆Ku = − ∗ (du ∧ du). (2.2.7)

Let us now address the validity of the gauge choice.

Proposition 2.2.1. Let F ∈ Ω4(R3+1×K). Suppose there exists a solution A ∈ Ω3(R3+1×
K) to the equation dA = F . Then there exists a solution to the system

dÃ = F, d ∗ Ã = 0.

Moreover, we can choose Ã such that

suppÃ ⊆ {(t, x)×K|(s, y, z) ∈ suppA, |x− y| ≤ |t− s|}

for t, s ∈ R, x, y ∈ R3, z ∈ K.

2The operator ∆K is negative. See footnote on page 1.
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Proof. Let A be as above. Denote δA = e. The two-form e is the error we wish to eliminate
by finding a two-form b such that δ(A+ db) = 0. We solve the equation

−�R3+1×Kb = δdb+ dδb = −e (2.2.8)

and define
Ã = A+ db.

We have from equation (2.2.8)
δÃ = −dδb. (2.2.9)

We have
�δb = δ�b = −δe = −δ2A = 0.

Thus δb solves the homogeneous wave equation. We will prove that δb = 0 by choosing
suitable Cauchy data for b at the hypersurface t = 0. Our goal is to make the Cauchy data
for δb be zero. The Cauchy data that we prescribe for b in the normal coordinates are as
follows:

bα1α2 = 0, α1, α2 = 0..10.

∂

∂t
b0α = 0, α = 1..10.

∂

∂t
bα1α2 = A0α1α2 = −Aα10α2 , α1, α2 = 0..10. (2.2.10)

We check the Cauchy data for δb at t = 0.

(δb)α|t=0 =
∂

∂t
b0α −

∑
β 6=0

∂

∂xβ
bβα = 0.

This is because the Cauchy data for b0α is zero and the function bβα = 0 for α 6= 0 at t = 0
and so are the spatial derivatives. To see that the time derivative of δb at t = 0 is zero, we
employ the equation for b

∂

∂t
(δb)α|t=0 =

∂2b0α

∂t2
+
∑
µ 6=0

∂

∂t

∂

∂xµ
bµα

=(∆R3 + ∆K)b0α − (δA)0α +
∑
µ

∂

∂t

∂

∂xµ
bµν .

Observe that (∆R3 + ∆K)b0α = 0 since the function at t = 0 is zero and we take spatial
derivatives and zero order term which are linear in b to compute the Laplacian. The second
and the third terms cancel because since A00α = 0 by antisymmetry then

(δA)0α = −
∑
µ6=0

∂

∂xµ
Aµ0α =

∂

∂t

∑
µ 6=0

∂

∂xµ
bµα,
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by equation (2.2.10). Therefore

(δb)α|t=0 = 0,
∂

∂t
(δb)α|t=0 = 0

and thus δb obeys a homogeneous wave equation with zero Cauchy data, which makes it
identically zero. Therefore

δÃ = δ(A+ db) = dδb = 0.

Observe that the support of the Cauchy data for b is contained in the support for A and
thus the statement on the support follows from finite speed of propagation.

We now wish to prove that the gauge condition δu = 0 persists for the equation (2.2.7).
For that we need to discuss the initial conditions. Since the equation is of second order, the
natural Cauchy data is u|t=0 and ∂

∂t
u|t=0. If we express (2.2.2) through the field strength

F = du we have
δF = ∗(F ∧ F ). (2.2.11)

The natural initial condition for this first order equation is F |t=0 but we first need to observe
that there is a certain compatibility condition in (2.2.11), which is not of the evolution form.
For that we recall the notion of the interior product of a form by a vector field. Let α be an
n-form and X be a vector field, then the interior product of α by X, denoted by αcX is an
n− 1 form defined by

αcX(X1, X2, .., Xn−1) = α(X,X1, X2, ..Xn−1).

We will be interested in interior products by ∂
∂t

= ∂
∂x0

. Such a construction can be simply

described as freezing the first index of the form α to be the zero (i.e. time) index. Thus in
coordinates

(αc ∂
∂t

)a1a2... = α0a1a2....

With this notation we prove the following observation

Claim 2.2.2. The form (δF )c ∂
∂t

does not contain the time derivatives of F .

Proof. We will give the proof in normal coordinates. We have

[(δF )c ∂
∂t

]a1a2 = (δF )0a1a2 =
∂

∂x0

F00a1a2 −
10∑
i=1

∂

∂xi
Fi0a1a2 .

Only the first term contains the time derivative but F00a1a2 = 0 due to antisymmetry of
F .

Thus applying c ∂
∂t

to (2.2.11) and restricting it to time t = 0 we see that both sides of

the equality
(δF )c ∂

∂t
|t=0 = [∗(F ∧ F )]c ∂

∂t
|t=0
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depend only on F |t=0 and the spatial derivatives of F |t=0 so they are functions of a gauge
invariant part of the Cauchy data and express a compatibility condition, which must hold in
both gauge-invariant and gauge-fixed versions of the equations. We thus make the following
definition.

Definition 2.2.3. The form du|t=0 is compatible if

(δdu)c ∂
∂t
|t=0 = ∗(du ∧ du)c ∂

∂t
|t=0.

We now can prove that the gauge condition δu = 0 persists in the equation for the
compatible Cauchy data.

Proposition 2.2.4. Let u solve

�R3+1×Ku = − ∗ (du ∧ du),

such that δu|t=0 = 0 and du|t=0 is compatible. Then δu = 0 for all times.

Proof. We apply �R3+1×K to δu to see that

�R3+1×K(δu) = δ(�R3+1×K)u = δ ∗ (du ∧ du) = ∗d ∗ ∗(du ∧ du)

= ∗d(du ∧ du) = 2 ∗ (d2u ∧ du) = 0.

We check the Cauchy data: δu|t=0 = 0 by assumption. The term ∂
∂t
δu|t=0 vanishes because

of the equation and the compatibility condition. We prove that in normal coordinates. We
have

[(dδu)c ∂
∂t

]ab = (dδu)0ab =
∂

∂t
(δu)ab −

∂

∂xa
(δu)0b +

∂

∂xb
(δu)0a.

If a, b 6= 0 then the last two terms above are spatial derivatives of δu which is zero when we
compute at t = 0. Therefore, for a, b 6= 0

∂

∂t
(δu)ab|t=0 = [(dδu)c ∂

∂t
]ab|t=0 = [(−�u− δdu)c ∂

∂t
]ab|t=0 =

= {[∗(du ∧ du)− δdu)]c ∂
∂t
}ab|t=0 = 0,

where we applied the compatibility condition to conclude the last equality. Next we assume
without loss of generality that a = 0, b 6= 0 then since δ2u = 0 we have

∂

∂t
(δu)0b = δ2u+

∑
i 6=0

∂

∂xi
(δu)ib =

∑
i 6=0

∂

∂xi
(δu)ib.

This vanishes because it is a sum of spatial derivatives of components of δu which vanish at
t = 0.

Corollary 2.2.5. Let u solve the equation

�R3+1×Ku = − ∗ (du ∧ du)

with δu|t=0 = 0 and compatible du|t=0. Then u solves

δdu = ∗(du ∧ du).
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2.3 Review of Hodge theory

The objects of our study are 3-forms on R3+1×K. The basic example of such a form would be
u‖∧u⊥ where u⊥ is a k-form (for k = 0, 1, 2, 3) and u‖ is a 3−k form on R3+1. The action of the
Hodge-Laplacian of K is clearly ∆K(u‖∧u⊥) = u‖∧ (∆Ku⊥) and it extends through density
on all the forms on R3+1 ×K. Moreover, if we use the eigenvectors of ∆K , ∆Keλ = −λ2eλ,
we can further decompose any form on R3+1×K as a series u(x, y) =

∑
λ uλ(x)eλ(y), where

x is a variable on R3+1 and y is the variable on K. Thus, we envision the equation being the
system of equations on differential forms on R3+1 which are indexed by λ, in which case the
equation will become

�uλ − λ2uλ =
∑
λ′,λ′′

Bλ
′,λ′′

λ (uλ′ , uλ′′),

where B’s are bilinear differential operators. Thus we see that uλ for λ = 0 evolve under
a non-linear wave equation, while uλ for λ 6= 0 evolve under a non-linear Klein-Gordon
equation. This analysis follows the ideas of Metcalfe, Sogge and Stewart [22] and Metcalfe
and Stewart [23], who analyze the wave equation on Rn+1×D, where D is a bounded domain
in Rm with various boundary conditions. Their analysis splits the function to eigenfunctions
of the Laplacian on D with appropriate boundary conditions.

In this section, we recall some properties of the eigenvectors of ∆K which we need for the
proof. The material is taken from textbooks, [9, section 2.1] and [35, Chapter 5, section 8].
For the rest of this section we will deal only with forms on K. We will continue to employ
the subscript ⊥ to maintain consistency. We begin with the following facts.

Proposition 2.3.1. 1. The operator ∆K is a differential operator acting on the space

of forms
7⊕
i=0

Ωi(K) with the principal symbol −gijξiξjId, where g is the Riemannian

metric.

2. The operator ∆K has a self-adjoint nonpositive-definite extension to the space of L2-
valued forms on K.

Denote P0 = χ{0}(−∆K),P>0 = χ{λ:λ>0}(−∆K). These are spectral projections on the
zero-,non-zero subspace of the spectrum of −∆K , respectively.

Hodge Theory

The range of P0, i.e all the forms ω that satisfy ∆Kω = 0, are called the harmonic forms.
We have the following simple fact.

Claim 2.3.2.
d⊥P0 = 0.
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Proof. Let δK = d∗⊥ be the L2(K) adjoint of d⊥. We have the following characterization of
∆K (see [9, Definition 2.1.2]3)

−∆K = δKd⊥ + d⊥δK = d∗⊥d⊥ + d⊥d
∗
⊥.

Therefore for ω = P0ω, we have ∆Kω = 0. Thus

0 = −〈∆Kω, ω〉L2(K) = 〈d∗⊥d⊥ω + d⊥d
∗
⊥ω, ω〉L2(K)

= ‖d⊥ω‖2
L2(K) + ‖d∗⊥ω‖2

L2(K),

where L2(K) is the space of L2 valued differential forms on K.

The full version of this claim can be found in [9, Proposition 2.1.5]. It is the basis of
Hodge theory in algebraic topology. We will not require any of it in this dissertation but we
will quote the following theorem for the sake of beauty.

Theorem 2.3.3. Every non-empty de-Rham cohomology class of K contains precisely one
harmonic form.

See [9, Theorem 2.2.1] for the proof. Thus existence and properties of harmonic forms
are connected to the topological properties of the manifold. For instance the sphere S7 will
have only two harmonic forms - the constant 0-form and the volume 7-form. The torus T7

will have
(

7
n

)
linearly independent harmonic n-forms. Observe that both of these statements

are independent of the choice of the Riemannian metric.

Elliptic regularity for ∆K

We recall some basic regularity results for the form Laplacian. We have the following esti-
mate.

Claim 2.3.4. Let ω be a form on K then

‖ω‖H2(K) ≤ C(‖∆Kω‖L2(K) + ‖ω‖L2(K)).

Proof. Combine the rudimentary elliptic estimate [35, Chapter 5, Theorem 1.3]

‖ω‖H2(K) ≤ C(‖∆Kω‖L2(K) + ‖ω‖H1(K)),

with some basic interpolation theory [35, Chapter 4, Proposition 3.1]

‖ω‖H1(K) ≤ C(‖ω‖H2(K)‖ω‖L2(K))
1/2 ≤ ε‖ω‖H2(K) + Cε‖ω‖L2(K).

3Our definition is the negative of [9]
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Corollary 2.3.5. 1. P0L
2(K) is finite dimensional.

2. For every N there exists a constant CN such that for every ω ∈ L2(K)

1

CN
‖P0ω‖Hk(K) ≤ ‖P0ω‖L∞(K) ≤ CN‖P0ω‖Hk(K), k ≤ N, x ∈ R3.

Corollary 2.3.6. For every N , there are constants AN such that for every ω ∈ Hn(K)

1

AN
‖P>0ω‖Hn(K) ≤ ‖(−∆K)

n
2ω‖L2(K) ≤ AN‖P>0ω‖Hn(K), ∀n ≤ N.

See the discussion leading to [35, Equation (8.20)] for the proofs. The practical conclusion
that we will draw from these two corollaries is that when measuring smoothness of the
solution in K variables, we can ignore the question completely for u = P0u and use the
(−∆K)1/2 operator for u = P>0u.

2.4 The Linear Estimates

In this subsection, we would like to obtain decay estimates for the linear inhomogeneous
equation. We will leverage this decay by employing the following subset of Klainerman
vector fields:

Γ̃ = {∂i, i = 0..3} ∩ {Ωij, i, j = 0..3}, (2.4.1)

where

Ωij = xi
∂

∂xj
− xj

∂

∂xi
, 1 ≤ i, j ≤ 3,

Ω0j = x0
∂

∂xi
+ xi

∂

∂x0

, 1 ≤ i ≤ 3.

We augment Γ̃ with the operator (−∆K)1/2

Γ = Γ̃ ∪ {(−∆K)1/2} = {∂i, i = 0..3} ∪ {Ωij, i, j = 0..3} ∪ {(−∆K)1/2}.

We will index the set Γ by i = 1..11 and for a multi-index I = (I1, I2, .., I|I|) ∈ {1, .., 11}|I|
we define the composition

ΓI = ΓI1ΓI2 ..ΓI|I| .

We will introduce some notation to simplify the presentation. We will denote for an integer
N , an abstract vector valued function:

Γ(N)f = (Γαf)|α|≤N .

Accordingly we will interpret the following notations

|Γ(N)f | =
∑
|α|≤N

|Γαf |
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and
‖Γ(N)f‖p =

∑
|α|≤N

‖Γαf(t, x, y)‖Lp(R3×K).

We will also have a similar notation for the gradients

|∇Γ(N)f | =
∑
|α|≤N

3∑
i=0

| ∂
∂xi

Γαf |+
∑
|α|≤N

|(−∆K)
1
2 Γαf |

and

‖∇Γ(N)f‖p =
∑
|α|≤N

3∑
i=0

‖ ∂
∂xi

Γαf‖Lp(R3×K)

+
∑
|α|≤N

‖(−∆K)
1
2 Γαf‖Lp(R3×K)

All those norm will be taken at a certain time t, which we will drop from the notation when
there is no ambiguity. We will fix coordinate patches on K, with the appropriate partition
of unity. That will turn our objects into vector valued functions on R3+1 × R7, so that we
will apply the vector fields Γ̃ simply by applying them on every component of u.

Linear estimates in R3+1

We recall the following estimates in R3+1 which we seek to generalize to the product case
R3+1 ×K.

Proposition 2.4.1. Let w ∈ C∞(R3+1) such that �R3+1w(t, x) = 0 for |x| > t−B then for
t ≥ 2B we have

(1 + t)|∇t,xw(t, x)| .‖∇t,xΓ
(2)w(2B, ·)‖L2(R3)

+
∑
k

sup
τ∈[2k−1,2k+1]∩[2B,t]

2k‖Γ(2)�w(τ, ·)‖L2(R3).

This proposition is proved in [23, Proposition 3.1]. Although [23] proves it with zero
Cauchy data, the estimate with non-zero Cauchy data is proven in the same manner.

Proposition 2.4.2. Let w ∈ C∞(R3+1) such that (�R3+1 + 1)w(t, x) = 0 for |x| ≥ t − B
then

(1 + t)3/2 sup
x
|w(t, x)| .‖Γ(6)w(2B, x)‖L2(R3)

+
∑
k

sup
τ∈

[2k−1,2k+1]∩[2B,t]

2k‖Γ(5)F (τ, ·)‖L2(R3),

where F = (�R3+1 + 1)w.

This proposition is proved in [7, Proposition 7.3.6], refining the previous work of Klain-
erman [15].
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Linear estimates in R3+1 ×K
We turn to obtaining estimates for the equation

�u+ ∆Ku = F, u(0) = u0,
∂

∂t
u(0) = u1.

Since the spectral projections PA commute with this equation, we will split the equation
into two equations

�P0u = P0F

and
�P>0u+ ∆KP>0u = P>0F,

with the spectral projections applied to initial data as well. By elliptic regularity and the
estimate for the wave equation, Proposition 2.4.1, we have the following estimate.

Proposition 2.4.3. Let suppF (·, ·, y) ⊆ {(t, x) : |t − |x|| ≤ 1} for every y ∈ K then the
solution of

�P0u = P0F

obeys the estimate

(1 + t)|∇t,x(P0u)(t, x, y)| .‖∇t,xΓ
(2)(P0u)(0, ·, ·)‖2

+
∑
k

sup
s∈[2k−1,2k+1]∩[0,t]

2k‖Γ(2)F (s, ·, ·)‖2.

Proof. We wish to apply Proposition 2.4.1 with B = 1. For that we need to switch to a
new coordinate τ = t+ 2 then the proposition applies with one reservation: the vector fields
in τ, x, y coordinates are different from the vector fields in t, x, y coordinates but they are
expressible in terms of sums of the old ones since ∂

∂τ
= ∂

∂t
and

Ω0i(τ) = τ
∂

∂xi
+ xi

∂

∂τ
= (t+ 2)

∂

∂xi
+ xi

∂

∂y
= Ω0i(t) + 2

∂

∂t
.

Thus, the Proposition 2.4.1 applies with possibly a different constant and (t, x, y) vector
fields to show that for every y ∈ K

(1 + t)|∇t,x(P0u)(t, x, y)| .‖∇t,xΓ
(2)(P0u)(0, x, y)‖L2(R3)

+
∑
k

sup
s∈Ik

2k‖Γ(2)(P0F )(s, ·, y)‖L2(R3),

where Ik = [2k−1, 2k+1] ∩ [0, t]. Apply elliptic regularity (Corollary 2.3.5) to dominate
(P0F )(s, ·, y) by its L2(K) norm.
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Theorem 2.4.4. Let u(t, x, y) solve

(�R3+1 + ∆K)P>0u = P>0F,

then

(1 + t)3/2|P>0u(t, x, y)| .‖∇Γ(9)P>0u(0, ·, ·)‖2

+
∑
k

sup
s∈[2k−1,2k+1]∩[0,t]

2k‖Γ(9)P>0F (s, ·, ·)‖2,

provided P>0F (·, ·, y) is supported in {(x, t)||x| ≤ 1 + |t|} for every y ∈ K.

The proof of the theorem follows almost verbatim the proof of [7, Proposition 7.3.5] with
the exception of the following modification of [7, Lemma 7.3.4]

Lemma 2.4.5. Let K be a compact manifold. Let u ∈ Ω(K) solve the equation

− ∂2

∂t2
P>0u+ ∆KP>0u = P>0F, u(0) = u0,

∂u

∂t
(0) = u1,

then

‖P>0u‖L∞(K) ≤‖∆2
KP>0u0‖L2(K) + ‖(−∆K)3/2 ∂

∂t
P>0u0‖L2(K)

+

∫ t

0

‖(−∆K)3/2P>0F (s, ·)‖L2(K)ds.

Proof of Lemma 2.4.5. We combine the energy estimate for the equation

(− ∂2

∂t2
+ ∆K)(−∆K)3/2u = (−∆K)3/2F,

which is

‖∆2
Ku(t)‖L2(K) .‖∆2

Ku(0)‖L2(K) + ‖ ∂
∂t

(−∆K)3/2u(0)‖L2(K)

+

t∫
0

‖(−∆K)3/2F (s)‖L2(K)ds,

with the Sobolev embedding for a 7-dimensional manifold:

‖P>0u(t)‖L∞(K) . ‖∆2
Ku(t)‖L2(K).
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Proof of Theorem 2.4.4. We will denote τ = t + 2. We will again employ operators Γ in τ
variable, which are different from the operators in t variable but can be expressed as a linear
combination with coefficients independent of u. See proof of Proposition 2.4.3 for details
regarding this substitution. We will use the following statement

Proposition 2.4.6. Let g be supported in {(τ, x);T/2 ≤ τ ≤ T, |x| ≤ τ}. Denote

M(ρ) = sup
τ2−|x|2=ρ2

|g(τ, x)|

then

T 2

∫
M(ρ2)2ρdρ ≤ C

∑
|I|≤ 5

2

∫
|Γ̃Ig(τ, x)|2dτdx.

The proof of this statement is given in [7, Lemma 7.3.1]. Let u solve

�u+ ∆Ku = −∂
2u

∂τ 2
+
∑
i=1

3
∂2u

∂x2
i

+ ∆Ku = F.

Introduce the hyperbolic polar coordinates (τ, x) = ρω, ρ = (τ 2 − |x|2)
1
2 , ω ∈ S2. Then the

equation becomes
∂2u

∂ρ2
+

3

ρ

∂u

∂ρ
−∆Ku =

1

ρ2
∆Hu+ f,

where ∆H is the Laplacian on the hyperbolic space. We have

∆H =
∑
i

(t
∂

∂xi
+ xi

∂

∂t
)2 −

∑
k,j

(xj
∂

∂xk
− xk

∂

∂xj
)2

Thus v = ρ
3
2u obeys

∂2v

∂ρ2
−∆Kv = ρ3/2(ρ−2(∆Hu+ 3

u

4
) + F ).

We decompose the right-hand-side dyadically in time. Let χ be a smooth function, supported

on [1
2
, 2] s.t.

∞∑
k=−∞

χ( τ
2k

) = 1. Denote fk = χ( τ
2k

)F , uk = χ( τ
2k

)(∆Hu+ n(n− 2)u
4
) We apply

the Lemma 2.4.5. We have

|v(ρ, ω, y)| ≤
∑
k

ρ∫
0

ρ3/2(ρ−2‖uk(ρ, ω, ·)‖H4(K) + ‖fk(ρ, ω, ·)‖H4(K)) (2.4.2)

We wish to estimate u(τ , x), thus we need to estimate the sum of the integrals above. Denote
Mk(ρ

2) = sup
ω
‖fk(ρ, ω, ·)‖H4(K) then we have

∫ ρ

0

ρ
3
2‖fk‖H4(K)dρ ≤

∫ ρ

0

Mk(ρ)2ρdρ

∫ ρ

0

ρ2dρ.
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We have 2k−1 ≤ t ≤ 2k therefore ρ
ρ
≤ C τ

τ
≤ C 2k

τ
in the support of u. Thus∫

ρ2dρ ≤ C
ρ323k

τ 3

According to Proposition 2.4.6, we have∫
Mk(ρ

2)ρdρ ≤ 2−2kC
∑
|I|≤ 5

2

∫
|Γ̃I‖fk(τ, x, ·)‖H4(K)|2dτdx

≤ 2−2kC
∑
|I|≤ 5

2

∫
τ≤τ

∫
K

|Γ̃I∆2
Kfk(τ, x, y)|2dτdxdy

Therefore, we have∫
ρ3/2‖fk(ρ, ω, ·)‖H4(K)

≤ 2
k
2 ρ3/2

τ 3/2

∑
|I|≤ 5

2

∫
2k−1≤τ≤2k

∫
K

|Γ̃I∆2
Kfk(τ, x, y)|2dτdxdy

≤ ρ3/22k
1

τ 3/2

∑
|I|≤7

sup
τ∈[2k−1,2k+1]∩[2B,τ ]

‖ΓIf(τ, ·, ·)‖.

To deal with the first term on the right-hand side of equation (2.4.2), we repeat the argument
in [7, Lemma 7.3.4] verbatim, to get the estimate∫

ρ−
1
2‖uk‖H4 ≤ ρ3/2

τ 3/2

∑
|I|≤ 9

2

sup
2B≤t
‖Γ̃Iu(t, ·)‖H4(K).

We use the energy estimate to bound this expression by the estimate (2.4.3) and the initial
energy to get after summation in k

ρ
3
2 |u| = |v| ≤ ρ

3
2

τ
3
2

∑
|I|≤6

(
∑
i

‖ΓIΓiu0‖+
∑
k

2k sup
2k−1≤τ≤2k+1

‖ΓIf(τ)‖)

Dividing by ρ
3
2

τ
3
2

= ρ
3
2

(t+1)
3
2

completes the proof.

Corollary 2.4.7. Let M be an integer greater then 9. Let u solve

(�R3+1 + ∆K)u = F,

with initial data supported in the ball of radius 1 for every y ∈ K and

suppF (·, ·, y) ⊆ {(t, x) : |x| ≤ 1 + |t|}
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for every y ∈ K. Then the following estimate holds:

(1 + t)‖∇Γ(M−10)P0u(t)‖∞
+(1 + t)3/2‖∇Γ(M−10)P>0u(t)‖∞ . ‖∇Γ(M)u(0)‖2

+
∑
k

sup
s∈Ik

2k‖Γ(M)F (s, ·)‖2,
(2.4.3)

where Ik = [2k−1, 2k+1] ∩ [0, t].

Energy estimates

We combine the energy estimates for the solution of �R3+1×Ku = F with the fact that the
operators Γ are symmetries of the equation and use the notation introduced above.

Proposition 2.4.8. Let u be the solution of �R3+1×Ku = F then for any M ≥ 0 we have

‖∇Γ(M)u(t)‖2 ≤ ‖∇Γ(M)u(0)‖2 +

t∫
0

‖Γ(M)F (s)‖L2ds.

2.5 Analysis of the nonlinearity

In this section, we will treat the bilinear form (u1, u2) 7→ ∗(du1∧du2). Recall from Subsection
2.2 the ∗ operator exchanges the components of the forms, multiplying those containing the
time x0 coordinate by −1. The ∗ operator loses the simple form when the metric on K is no
longer the identity, but because of tensoriality, it will be multiplied by a function depending
only on x4, ..x11, which due to compactness will be bounded above and below. Therefore,
when we take L2(R3 ×K)-norm at a certain time, we will consider ∗v to be L2 equivalent
to v. Furthermore, we will be interested in the action of Γ operators on ∗(du∧ du). Clearly,
the operators which act on R3+1 componentwise will commute with ∗. The equation (2.2.5)

shows that the Laplacian ∆K commutes with ∗ simply because ∆K =
10∑
i=4

∂2

∂x2
i

at that point

and the relation is tensorial. Thus any function of ∆K will commute with ∗ and we have

(−∆K)1/2 ∗ v = ∗(−∆K)1/2v.

From this discussion we conclude that

‖Γα(∗v(t))‖L2(R3×K)
∼= ‖ ∗ Γαv‖L2(R3×K)

∼= ‖Γαv‖L2(R3×K),

for any multi-index α, time t, with constants which depend only on the manifold K.
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The splitting of the nonlinearity

Recall that the operator d splits into d = d‖ + d⊥. Also any form u on R3+1 × K can be
written as u = P0u+ P>0u. Therefore, we can write

∗(du ∧ du) = ∗ [(d‖ + d⊥)(P0u+ P>0u) ∧ (d‖ + d⊥)(P0u+ P>0u))]

= ∗ (d‖P0u ∧ d‖P0u)

+ 2 ∗ (d‖P0u ∧ dP>0u) + ∗(dP>0u ∧ dP>0u).

where we used that d⊥P0 = 0, which is the content of Claim 2.3.2. With this we proved the
following splitting of the nonlinearity:

Claim 2.5.1. Let u1, u2 be differential 3-forms on R3+1 ×K. Denote

B(P0u1,P0u2) = ∗(d‖P0u1 ∧ d‖P0u2),

C(P0u1,P>0u2) = ∗(d‖P0u1 ∧ dP>0u2),

D(P>0u1,P>0u2) = ∗(dP>0u ∧ dP>0u).

Then
∗(du ∧ du) = B(P0u,P0u) + 2C(P0u,P>0u) +D(P>0u,P>0u).

The basic estimate

Proposition 2.5.2. Let F be any of the forms B,C,D defined in Claim 2.5.1 or the total
nonlinearity which is B + 2C +D. Let N be a positive integer. Then there exists a constant
k such that for any M ≤ N we have

‖Γ(M)F (v1, v2)‖2 . ‖∇Γ(M
2

)v1‖p1‖∇Γ(M)v2‖q1
+ ‖∇Γ(M)v1‖q2‖∇Γ(M

2
)v2‖p2 ,

where 1
pi

+ 1
qi

= 1
2
, 2 ≤ pi, qi ≤ ∞.

Proof. Choose a coordinate patch xi,i = 4..10 for K. Then de Rham differentials d, d⊥, d‖
can be written as ai

∂
∂xi

for ai which depend only on xi, i ≥ 4. Thus we need to estimate an

expression of the form

I =
10∑

i,j=0

Γα(aia
′
j

∂

∂xi
v1

∂

∂xj
v2).

Observe that all the operators in Γ besides (−∆K)1/2 are vector fields and thus obey Leibniz’s
rule. So assume first that in the composite operator Γα there are no (−∆K)1/2 operators.
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We treat the Hodge dual ∗ as a constant coefficient operator, which only permutes between
different components. Next, we employ the Jacobi identity to write I as

∑
α′+α′′=α

Cα′α′′
10∑

i,j=0

aia
′
jΓ

α′(
∂

∂xi
v1)Γα

′′
(
∂

∂xj
v2),

where Cα′α′′ are constants. Observe that Γi commutes with ∂
∂xi

, for i ≥ 4 and for i, j ≤ 4 we

have

[
∂

∂xk
,Ω0j] = δ0k

∂

∂xj
+ δjk

∂

∂x0

, [
∂

∂xk
,Ωij] = δjk

∂

∂xk
− δik

∂

∂xj
.

Thus we commute ∂
∂xi

with Γ’s to get

I =
∑

|β′|+|β′′|≤M

10∑
i,j=0

Cβ′β′′ij(
∂

∂xi
Γβ
′
v1)(

∂

∂xj
Γβ
′′
v2),

for some constants Cβ′β′′ij. In the expression above only one of the |β′|, |β′′| can be larger
then M/2. We split the sum accordingly

|I| .
∑

|β′|≤M
2
,i

| ∂
∂xi

Γβ
′
v1|

∑
|β′′|≤M,j

| ∂
∂xj

Γβ
′′
v2|

+
∑
|β′|≤M,i

| ∂
∂xi

Γα
′
v1|

∑
|β′′|≤M

2
,j

| ∂
∂xj

Γβ
′′
v2|.

We then obtain the required estimate by applying the L2 norm to |I| and using the appro-
priate Hölder inequalities.

In case Γα contains somem appearances of the operator (−∆K)1/2, we note that (−∆K)1/2

commutes with all the other Γ operators as the rest of Γ operate on R3+1 only. By elliptic
regularity

‖I‖2 = ‖(−∆K)
m
2 Γα

′
F‖2 . ‖P>0Γα

′
F‖Hm(K) ≤ ‖Γα

′
F‖Hm(K).

Now Hm(K) norm obeys a Jacobi’s “inequality“, which is a primitive form of the Kato-
Ponce estimates, see [11],[36, Chapter II, Prop. 1.1] and thus the rest of the proof proceeds
in a similar fashion.

Null form

Continuing with the notation of Claim 2.5.1, we need the observation that B(P0u1,P0u2) =
∗(d‖P0u1 ∧ d‖P0u2) is a null form and the estimates that follow from it.

Proposition 2.5.3. The bilinear form B(ω1, ω2) = ∗(d‖ω1 ∧ d‖ω2) is a null-form
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We will give two proofs of the proposition.

Fourier. It is enough to compute B(ω1, ω2) for ωi = Aie
ikix for two parallel null-vectors,

with Ai being constant. If B(ω1, ω2) vanishes in such a case then B is a null-form. But

B(ω1, ω2) = ∗(k1 ∧ A1 ∧ k2 ∧ A2)ei(k1+k2)x.

When two vectors in the wedge product are parallel, the wedge product vanishes. Thus

B(ω1, ω2) = 0.

Coefficients. Let
A = Aijkdxidxjdxk

and
B = Blmndxldxmdxn.

Then

d‖A =
∂Aijk
∂xp

dxpdxidxjdxk,

d‖B =
∂Blmn

∂xs
dxsdxldxmdxn.

Therefore

d‖A ∧ d‖B =
∂Aijk
∂xp

∂Blmn

∂xs
dxpdxidxjdxkdxsdxldxmdxn

+
∂Aijk
∂xs

∂Blmn

∂xp
dxsdxidxjdxkdxpdxldxmdxn

= (
∂Aijk
∂xp

∂Blmn

∂xs
− ∂Aijk

∂xs

∂Blmn

∂xp
)dxpdxidxjdxkdxsdxldxmdxn.

Thus

∗d‖A ∧ d‖B =(
∂Aijk
∂xp

∂Blmn

∂xs
− ∂Aijk

∂xs

∂Blmn

∂xp
)

∗ (dxpdxidxjdxkdxsdxldxmdxn).

Since
∂Aijk
∂xp

∂Blmn

∂xs
− ∂Aijk

∂xs

∂Blmn

∂xp

is a null-form, ∗d‖A ∧ d‖B is a null-form. Observe that we needed to assume that only dxp
and dxs are co-vectors on R3+1; all the other indices could have belonged to either K or
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R3+1. In order to see that the sign in front of the second term is negative, we count the
transpositions needed to transform

ω1 = dxsdxidxjdxkdxpdxldxmdxn

to
ω2 = dxpdxidxjdxkdxsdxldxmdxn

one needs four to bring dxp to the front and then another three to bring dxs behind dxidxjdxk
therefore there are 7 transpositions in total and the sign is minus, ω1 = −ω2.

Denote

Qij(f, g) =
∂f

∂xi

∂g

∂xj
− ∂f

∂xj

∂g

∂xi
.

As the proof of Proposition 2.5.3 shows the form B(ω1, ω2) = ∗(d‖ω1 ∧ d‖ω2) is the sum of
the forms Qij applied to different components. We have the following estimate.

Lemma 2.5.4.

|Qij(f, g)| . 1

1 + t
(|Γf ||∇x,tg|+ |∇x,tf ||Γg|) .

Remark. The proof is taken from [16, Lemma 1.1]. We reproduce it here to stress that we
have the estimate involving only vector fields Γ and not the full set of Klainerman vector
fields, which includes the radial scaling field x0

∂
∂x0

+ ..+ x3
∂
∂x3

.

Proof. We have
∂

∂xi
= −xi

t

∂

∂x0

+
1

t
Ω0i, i = 1, 2, 3,

Thus we have for i, j ≥ 1

Qij(f, g) =
1

t
[− ∂f
∂x0

Ωijg + (Ω0if
∂g

∂xj
− Ω0jf

∂g

∂xj
)].

For i = 0, we have

Q0j =
1

t
(
∂f

∂x0

Ω0jg − Ω0jf
∂g

∂x0

).

We wish to prove a variant of the basic estimate specialized to the null form.

Proposition 2.5.5.

‖Γ(M)B(v, v)‖2 .
1

1 + t

(
‖Γ(M

2
+1)v‖p1‖∇Γ(M)v‖q1

+ ‖Γ(M+1)v‖q2‖∇Γ(M
2

)v‖p2

)
,
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Proof. The bilinear form B is a linear combination of the forms Qij. The forms Qij are
preserved under applications of the Γ operators (with the exception of (−∆K)1/2) because
of the following formula which appears in [16, Lemma 1.2] and which can be obtained by
direct calculation

ΩαβQγδ(f, g) = Qγδ(Ωαβf, g) +Qγδ(f,Ωαβg) + Q̃(f, g), (2.5.1)

where

Q̃(f, g) = mαγQβδ(f, g)−mβγQαδ(f, g) +mαδQβγ(f, g) +mβδQαγ(f, g),

where mαβ are coefficients of the Minkowski metric. Thus we apply Lemma 2.5.4 and after
grouping the multi-indices with order less then M

2
and applying the Hölder estimates we get

the result like in Proposition 2.5.2 . For (−∆K)1/2 we apply Kato-Ponce estimates.

2.6 Proof of Theorem 2.1.1

To prove the theorem we seek to establish the following apriori bounds for the solutions of
(2.1.1):

(1 + t)−δ‖∇Γ(N)u(t)‖2 ≤ ε, (2.6.1a)

‖∇Γ(N−10)u(t)‖2 ≤ ε, (2.6.1b)

(1 + t)‖∇Γ(N−20)P0u(t)‖∞ + (1 + t)3/2‖∇Γ(N−20)P>0u(t)‖∞ ≤ ε, (2.6.1c)

where δ is smaller then 1
12

. Any of the global in time estimates above implies uniqueness,
existence and well-posedness for the semilinear wave equations by employing the local theory
which is explained in [28, Chapter 2] or [7, section 6.2].

We will prove the estimates by bootstrapping. Namely, we will prove that (2.6.1) imply

(1 + t)−δ‖∇Γ(N)u(t)‖2 ≤
ε

2
, (2.6.2a)

‖∇Γ(N−10)u(t)‖2 ≤
ε

2
, (2.6.2b)

(1 + t)‖∇Γ(N−20)P0u(t)‖∞ + (1 + t)3/2‖∇Γ(N−20)P>0u(t)‖∞ ≤
ε

2
, (2.6.2c)

i.e. the right-hand side can be made ε
2

instead of ε. Thus our goal is to establish the following
statement.

Proposition 2.6.1. Let N be an integer that satisfies

N

2
≤ N − 20.
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Then there exists ε > 0 small enough such that, for every T > 0, if a solution u to the
Cauchy problem (2.1.1) with initial data that satisfies

‖Γ(N)u0‖2 + ‖Γ(N−1)u1‖ ≤
ε

4
, 4

such that u0(·, y), u1(·, y) are localized in a ball of radius 1 for every y ∈ K and if the
inequalities (2.6.1a),(2.6.1b), (2.6.1c) hold for every 0 < t ≤ T then the inequalities (2.6.2a),
(2.6.2b), (2.6.2c) hold for every 0 < t ≤ T , where δ is a positive exponent which depends on
ε and is smaller than 1

12

Remark. There are two considerations that affect the smallness of ε. One is that we will
see that we can replace ε in the right-hand side of (2.6.1) by ε

4
+ kε2, where k is an apriori

computable constant that depends only on N and the geometry of the manifold K. Thus we
will need to decrease ε to achieve the inequality

ε

4
+ kε2 ≤ ε

2
.

The second consideration is that the exponent δ depends linearly on ε, δ = Cε with C
depending on N and the geometry of K. We have to decrease ε so that δ = Cε ≤ 1

12
.

Remark 2.6.2. We are now in position to explain the difference between our proof of the
null-form estimates and the classical version in [16]. One of the main points is that the
null-form estimate in Lemma 2.5.4 loses the gradient in front of the vector field. The energy
estimates do not control the value of the solution, only its gradients. Therefore, we need to
recover control over the value of the solution. They it is done in [16] is by proving a delicate
estimate, which involves the fundamental solution. More importantly, the estimate involves
the powerful expansion vector field t∂t + r∂r which is no longer a conformal symmetry in
our problem and therefore not useful. Our technique is the use of interpolation and the basic
Sobolev estimate ‖u‖L6 ≤ ‖∇u‖L2.

We prove the implication (2.6.2a) in the next lemma, while the implications (2.6.2b),
(2.6.2c) are proved in Lemma 2.6.6.

Lemma 2.6.3. Under conditions of Proposition 2.6.1, (2.6.1c) implies (2.6.2a).

Proof. We use the energy estimate for the equation �Γ(N)u = Γ(N)(∗du ∧ du).

‖∇Γ(N)u(t)‖2 ≤ ‖∇Γ(N)u(0)‖2 +

t∫
0

‖Γ(N) ∗ du ∧ du(s)‖2ds. (2.6.3)

We now use the Proposition 2.5.2 to estimate the nonlinearity. We have

‖Γ(N) ∗ du ∧ du(s)‖2 ≤ C‖∇Γ(N
2

)u‖∞‖∇Γ(N)u‖2.

4Interpret high time derivatives of the initial data by using the equation.
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Since N
2
≤ N − 20 we employ the assumption (2.6.1c) in equation (2.6.3) to conclude

‖∇Γ(N)u(t)‖2 ≤
ε

4
+

t∫
0

Cε

1 + s
‖∇Γ(N)u(s)‖2ds.

After applying Gronwall inequality we conclude

‖∇Γ(N)u(t)‖2 ≤
ε

4
(1 + t)Cε,

which is the required inequality.

We require the following interpolated intermediate result.

Claim 2.6.4. Let 2 ≤ p ≤ ∞ then:

1. Assumptions (2.6.1a) and (2.6.1c) imply

(1 + t)−δ+1− 2
p‖∇Γ(N−10)P0u‖p + (1 + t)−δ+3/2(1− 2

p
)‖∇Γ(N−10)P>0u‖p . ε. (2.6.4)

2. Assumptions (2.6.1b) and (2.6.1c) imply

(1 + t)1− 2
p‖∇Γ(N−20)P0u‖p + (1 + t)3/2(1− 2

p
)‖∇Γ(N−20)P>0u‖p . ε. (2.6.5)

Proof. Obviously, the estimate for sum with more derivatives is true for the sum with less
derivatives and thus we will interpolate between equation (2.6.1b) and equation (2.6.1c) to
get the second conclusion. To prove the first point, we use the following intermediate result,

(1 + t)−δ+1‖∇Γ(N−10)P0u‖∞ + (1 + t)−δ+3/2‖∇Γ(N−10)P>0u‖∞ . ε. (2.6.6)

By interpolation, of equation (2.6.6) with equation (2.6.1a) we have

(1 + t)−δ+1− 2
p‖∇Γ(N−10)P0u‖p + (1 + t)−δ+3/2(1− 2

p
)‖∇Γ(N−10)P>0u‖p . ε.

To establish (2.6.6) we use equation (2.4.3)

(1 + t)‖∇Γ(N−10)P0u‖∞
+(1 + t)3/2‖∇Γ(N−10)P>0u‖∞ ≤‖∇Γ(N)u(0)‖2

+
∑
n

sup
τ∈In

2n‖Γ(N)F (τ))‖2,

where In = [2n−1, 2n+1] ∩ [0, t] and F = ∗(du ∧ du). We use Proposition 2.5.2 and combine
it with the assumptions to get

‖Γ(N)F (τ)‖2 = ‖Γ(N) ∗ du ∧ du(τ)‖2 . C‖∇Γ(N
2

)u‖∞‖∇Γ(N)u‖2

. ε2(1 + τ)δ−1.
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Therefore,

(1 + t)‖∇Γ(N−10)P0u‖∞
+(1 + t)3/2‖∇Γ(N−10)P>0u‖∞ .‖Γ(N)u(0)‖2

+
∑
n

sup
τ∈[2n−1,2n+1]∩[0,t]

ε2nτ−1+δ

≤ ε
4

+ kε2(1 + t)δ,

which proves (2.6.6).

To complete the proof of Proposition 2.6.1, we analyze the equation

�R3+1×KΓ(N−10)u = Γ(N−10) ∗ du ∧ du.

We estimate the right-hand side of the equation in the following lemma.

Lemma 2.6.5. Under assumptions (2.6.1a),(2.6.1b),(2.6.1c) we have

‖Γ(N−10) ∗ du ∧ du(t)‖2 . ε2(1 + t)−1− 1
3

+δ ≤ ε2(1 + t)−1− 1
4 .

Proof. Recall the splitting of the nonlinearity in Claim 2.5.1 and denote

B(t) = ‖Γ(N−10)B(P0u(t),P0u(t))‖2, (2.6.7a)

C(t) = ‖Γ(N−10)C(P0u(t),P>0u(t))‖2, (2.6.7b)

D(t) = ‖Γ(N−10)D(P>0u(t),P>0u(t))‖2. (2.6.7c)

To prove the lemma, we will obtain the bound above for B(t),C(t),D(t).

Estimate for B(t) To estimate B(t) we use Proposition 2.5.5 to get

‖Γ(N−10)B(P0u,P0u)‖2 ≤
k

1 + t

(
‖Γ(N

2
−4)P0u‖6‖∇Γ(N−10)P0u‖3 (2.6.8)

+ ‖Γ(N−9)P0u‖6‖∇Γ(N
2

)P0u‖3

)
.

We wish to use the homogeneous Sobolev embedding in R3. Thus, we have for every
y ∈ K,

‖Γ(M)P0u(t, ·, y)‖L6(R3) ≤ ‖∇Γ(M)P0u(t, ·, y)‖L2(R3).

Next we employ the compactness of K to see that the L6(K) norm of P0Γ
(M)u is

dominated by the L∞(K) norm. At the same time, elliptic regularity shows that the
L∞(K) norm of P0∇Γ(M)u is dominated by its L2(K) norm. Therefore

‖Γ(N
2
−4)P0u‖6 ≤ ‖Γ(N−20)P0u‖6 ≤ ‖∇Γ(N−20)u‖2 . ε, (2.6.9)
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by (2.6.1b) and the fact that N
2
≤ N − 20. Also

‖Γ(N−9)P0u‖6 ≤ ‖∇Γ(N−9)u‖2 . ε(1 + t)δ (2.6.10)

by (2.6.1a). Employing (2.6.4) again we have

‖∇Γ(N−10)u‖6 . ε(1 + t)δ−
1
3 . (2.6.11)

Also equation (2.6.5) implies

‖∇Γ(N
2
−5)P0u‖3 ≤ ‖∇Γ(N−20)P0u‖3 . ε(1 + t)−

1
3 . (2.6.12)

Thus, applying (2.6.9),(2.6.10),(2.6.11),(2.6.12) on (2.6.8) we have

B(t) = ‖Γ(N−10)B(P0u,P0u)‖2 ≤ kε2(1 + t)δ−
1
3
−1. (2.6.13)

Estimate for C(t) For C(t) we have the following estimate. We use Proposition 2.5.2 to
see that

‖Γ(N−10)C(P0u,P>0u)‖2 . ‖∇Γ(N−10)P0u‖2‖∇Γ(N
2

)P>0u‖∞
+ ‖∇Γ(N

2
)P0u‖3‖∇Γ(N−10)P>0u‖6.

By equation (2.6.5)

‖∇Γ(N
2

)P0u‖3 ≤ ε(1 + t)−
1
3

and by (2.6.4)
‖∇Γ(N−10)P>0u‖6 ≤ ε(1 + t)δ−1.

For the first summand, we will use the bootstrap assumptions (2.6.1b) and (2.6.1c).
Thus we get

C(t) = ‖Γ(N−10)C(P0u,P>0u)‖2 ≤ kε2((1 + t)δ−
4
3 + (1 + t)−

3
2 ). (2.6.14)

Estimate for D(t) Lastly, we estimate D(t). We have

‖Γ(N−10)D(P>0u,P>0u)‖2 ≤ k(‖∇Γ(N
2

)P>0u‖∞‖∇Γ(N−10)P>0u‖2),

which according to the bootstrap assumptions satisfies

D(t) = ‖Γ(N−10)D(P>0u,P>0u)‖2 ≤ kε2
1

(1 + t)
3
2

. (2.6.15)

We combine (2.6.13),(2.6.14),(2.6.15) to obtain the required estimate.

We are now ready to complete the proof of the Proposition 2.6.1 in the following lemma.
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Lemma 2.6.6. Suppose the hypothesis of Proposition 2.6.1 is satisfied.Then the assumptions
(2.6.1a), (2.6.1b), (2.6.1c) imply (2.6.2b), (2.6.2c).

Proof. We analyze the equation

�R3+1×KΓ(N−10)u = Γ(N−10)(∗du ∧ du). (2.6.16)

First apply the energy estimate to get

‖∇Γ(N−10)u(t)‖2 ≤ ‖∇Γ(N−10)u(0)‖2 +

t∫
0

‖Γ(N−10)(∗du ∧ du)(s)‖2ds

≤ ε

4
+ kε2

t∫
0

1

(1 + s)1+1/4
ds ≤ ε

4
+ kε2 ≤ ε

2
,

where we used Lemma 2.6.5 and the assumptions. This establishes (2.6.2b). To address
(2.6.2c), apply Corollary 2.4.7 to equation (2.6.16) to get

(1 + t)‖∇Γ(N−20)P0u(t)‖∞
+(1 + t)3/2‖∇Γ(N−20)P>0u(t)‖∞

≤ ‖∇Γ(N−10)P0u(0)‖2

+
∑
n

sup
s∈In

2n‖Γ(N−10)(F (s)))‖2,

where In = [2n−1, 2n+1] ∩ [0, t] and F = ∗du ∧ du. Since

‖Γ(N−10)F (s)‖2 ≤ ε2(1 + s)−1− 1
4

by Lemma 2.6.5, we have

(1 + t)‖∇Γ(N−20)P0u(t)‖∞
+(1 + t)3/2‖∇Γ(N−20)P>0u(t)‖∞ ≤

ε

4
+ k

∑
n≤C log t+1

2nε22−n(1+ 1
4

)

≤ ε

4
+ kε2,

which establishes (2.6.2c) and completes the proof.
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Chapter 3

The time-like minimal hypersurface
equation in Minkowski space

3.1 Introduction

Let u : R1+n → R solve the equation

− ∂

∂t

(
ut

(1− u2
t + |∇xu|2)

1
2

)
+

n∑
i=1

∂

∂xi

(
uxi

(1− u2
t + |∇xu|2)

1
2

)
= 0. (3.1.1)

On an open set V ⊆ R1+n where

|ut|2 − |∇xu|2 < 1, (3.1.2)

the equation (3.1.1) is a quasi-linear wave equation. We will assume that the condition
(3.1.2) occurs at time 0 for every x ∈ Rn and supply Cauchy data at time t = 0.

u(0) = u0,
∂

∂t
u(0) = u1, (3.1.3)

and consider the corresponding Cauchy problem. We will prove the following theorem:

Theorem 3.1.1. Let n = 2 or 3. For every K,R > 0, θ < 1, there exists T = T (K,R, θ)

such that for every pair (u0, u1) ∈ H n+3
2 ×H n+1

2 , satisfying

‖u0‖
Ḣ
n+3

2
+ ‖u1‖

Ḣ
n+1

2
≤ K,

sup
x∈Rn
|∇xu0(x)| ≤ R

and
sup
x∈Rn
|u1(x)|2 − |∇xu0(x)|2 ≤ θ,

there exists a unique solution u ∈ C([0, T ), H
n+3

2 (Rn)) of (3.1.1) with (u0, u1) as the initial
data.
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The graph of the function {(t, x, u(t, x))|x ∈ Rn} describes a submanifold of the Minkow-
ski space R1+(n+1) with vanishing mean curvature, i.e. a minimal hypersurface. To see this
connection, apply the derivatives in (3.1.3) and multiply by (1− u2

t + |∇xu|2)
1
2 to arrive to

the equation

utt(−1− u2
t

1− u2
t + |∇xu|2

) +
∑
i,j

uxit
2uxiut

1− u2
t + |∇xu|2

+ uxixj(δij −
uxiuxj

1− u2
t + |∇xu|2

) = 0.

Defining1

gαβ = mαβ − mαγ1(∂γ1u)mβγ2(∂γ2u)

1 +mγ3γ4(∂γ3u)(∂γ4u)
, (3.1.4)

where mαβ = diag(−1, 1, 1, .., 1) is the Minkowski metric, the equation becomes

gαβ∂α∂βu = 0.

The metric gαβ is a metric on a cotangent bundle, the dual metric on the tangent bundle is

gαβ = mαβ + ∂αu∂βu,

which is the metric of the graph {(xα, u(xα))|xα ∈ R1+n} ⊆ R1+(n+1).

Remark. The condition (3.1.2) says that the graph is a time-like hypersurface and it is
necessary. The condition |∇xu| < ∞ makes sure that the the hypersurface remains globally
a graph and we assume it for the convenience of having global coordinates.

Aside from the natural geometric settings, the equation arises also as Born-Infeld model of
nonlinear electromagnetism [40, chapter 20] and related to the Born-Infeld electromagnetism,
a model for evolution of branes in string theory [40, chapter 20],[5]. It is also been suggested
that in a certain regime, some solutions to semilinear wave equations converge to minimal
hypersurfaces[24].

Along with the potential applications of this model, our main interest is to attempt to
understand the large data problem for quasilinear wave equations with null form nonlinear-
ities. This question is completely understood in the case of small smooth rapidly decaying
data after the works of Christodoulou [3] and Klainerman [16], it is also well-understood
for semilinear wave equations following the work of Klainerman and Machedon [13] for the
subcritical regularity and some examples of the critical regularity (for instance by Tao[31]
and Tataru [34]).

1A note regarding our conventions. We will rely on the geometric conventions, where we treat R1+n

as (a coordinate patch of) a manifold. As such, we will have mostly greek letters as indices from 0 to n,
denoting components of various tensors. We will try carefully denote the (tangent) vector components as
superscripts and (cotangent) co-vector components as subscripts. We will assume a summation convention
where the same index which appears as a subscript and a superscript is summed.
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In both of these cases - the small smooth data and the semilinear equations, the null-form
nonlinearity can be defined as an equation:

gαβ(u, du)∂α∂βu = N(du),

where Bαβ = ∂2N
∂(∂αu)∂(∂βu)

∣∣∣
du=0

and Gαβγ = ∂gαβ

∂(∂γu)

∣∣∣
du=0

satisfy

Bαβξαξβ = 0, Gαβγξαξβξγ = 0

for every ξ of zero Minkowski length2. As one can see, this definition applies only to pertur-
bations of the constant coefficient wave equation, which excludes the case of the large data
quasilinear equations. There is still no clear picture for the latter case. One suggestion was
made in [32] to define the null condition by

∂gαβ(u, du)

∂(∂γu)
ξαξβξγ = 0, for every ξ such that gαβ(u, du)ξαξβ.

It is easy to check that (3.1.1) satisfies this null-condition, which we do in Corollary 3.2.2
but we don’t know whether this is effective in lowering the regularity in every possible case.
We intend to check that in the near future.

The minimal hypersurface equation was studied by Lindblad [19], where a global in time
regularity was established for small smooth rapidly decaying initial data in all dimensions,
using the tools from both [16] and [3]. See also the work by Brendle [1] for a weaker result
with more geometric proof. Another perturbative analysis was performed by Stefanov [29],
where the global in time question for small data was addressed using Strichartz estimate for
the constant coefficient wave equation.

For a general form of quasilinear wave equation, local well-posedness was obtained for
H

11
4

+ε for n = 2 and H3+ε for n = 3 by Smith and Tataru in [27]3 This result is sharp in
dimensions two and three in view of a counter-example by Lindblad [20]. We will modify the
proof in [27] to lower the regularity in our specific case.

The technique employed in [27] is construction of a wave packet parametrix. The wave
packets are built from thickened slices of special, light-like hypersurfaces Σθ,r (θ ∈ Sn−1, r ∈
R) formed by flowing out a hyperplane θ · x = r at time t = 0 in a uniform initial direction
θ · dx − dt by the geodesic flow. The required properties (namely energy and space-time
estimates) of the parametrix are based on the regularity of these hypersurfaces. Specifically,
denote by l the vector field of null-geodesics, which generates Σθ,r. Augment l with a null
frame {l, l, ea}a=1..n−1 where l is a null vector transverse to l and the rest of the vectors are

normal to l (and thus tangent to Σθ,r). To establish H
n+1

2 (Σθ,r) regularity of l, one then tries

to establish H
n−1

2 (Σθ,r) of its derivatives. The most delicate part of those are the coefficients
of the second fundamental form

χab = 〈∇eal, eb〉.
2A multiplication by a bounded smooth function can be harmless in some cases
3Note that their paper deals with the nonlinearity of the form g(u), while in this paper the nonlinearity

is of the form g(∇u), requiring one more degree of regularity.
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The observation that was made in [4] and [12] is that χ satisfies the Raychaudhuri equations
of the form

l(χab) = R(l, ea, l, eb) + χ2 + ...,

where R is the Riemann curvature tensor. Thus we would like to analyze the curvature term
to integrate the Raychaudhuri equations. In the case of the graph {(x, u(x))} the curvature
can be expressed via products of the Hessian of u, which is a tensor made out of second
derivatives of u. Therefore, the naive analysis fails since if we seek to prove that χ ∈ H n−1

2

then we would like to have roughly that R(l, ea, l, eb) ∈ L1
tH

n−1
2 (Σt

θ,r), where Σt
θ,r is the

time-slice of Σθ,r. But, even though ∇2u ∈ L2
tH

n−1
2 (Σt

θ,r) by characteristic energy estimates,
the space variable regularity is critical since Σt

θ,r is n− 1 dimensional, therefore the product

of two such terms is not guaranteed to have H
n−1

2 regularity.
The null-form structure of the equation manifests itself in the absence of the term in the

for ll(u). Due to this structure, we will be able to observe thatR(l, ea, l, eb) ∈ L1
tB

n−1
2

2,1 (Σt
θ,r)+

l(L∞t B
n−1

2
2,1 (Σt

θ,r)), which can be integrated without further loss of regularity.
Another difference with [27] is the space-time estimates that are required to close the

argument. Whereas [27] uses Strichartz estimates, we prove the following null-form estimate:

‖Q0(f, f)‖
H
n−1

2
t,x

≤ ‖∇x,tf(0, ·)‖2

H
n−1

2
,

for f - a free solution of the variable coefficient wave equation �gf = 0, where

Q0(f, f) = gαβ∂αf∂βf.

Such estimates are a cornerstone of the work of [13] for the constant coefficient wave equation,
which are then applied on the semilinear equations. Later, the null-form estimates were also
established for rough variable coefficients in by Smith and Sogge[26]. We will not follow
this approach since it uses Fourier Integral parametrix. Instead, we will adapt the method
suggested in [33], which we have to strengthen since the argument in [33] works for Hs with
s > n+1

2
.

The rest of the paper is structured as follows. In section 2, we perform some standard
reductions which will allow us to simplify the proof. In section 3, we outline the bootstrap
argument which we intend to complete in the rest of the paper. In section 4, we deal with
the regularity of the characteristic surfaces Σθ,r, in section 5 construct the wave packet
parametrix and in section 6 prove the required bilinear estimates.

3.2 Preparations

We observe that by a simple calculation for the metric in (3.1.4) we have

gαβ∂α∂βf =
1
√
g
∂α(
√
ggαβ∂βf) = �gf,
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for any function f . We also define the null form

Q0(f1, f2) = gαβ∂αf1∂βf2,

to which we might occasionally add the metric as a subscript if ambiguity arises. We elucidate
the notion of the solution to the equation.

Definition 3.2.1. The Cauchy problem (3.1.1) and (3.1.3) is locally well posed in H
n+3

2 ×
H

n+1
2 if for each K,R > 0 and θ < 1 there exist T,M,C > 0 so that the following properties

are satisfied:

1. For each initial data (u0, u1) satisfying

‖(u0, u1)‖
Ḣ
n+3

2 ×Ḣ
n+1

2
≤ K,

‖∇xu0‖L∞ + ‖u1‖L∞ ≤ R

and
‖u2

1 − |∇xu0|2‖L∞ ≤ θ,

there exists a unique solution subject to a condition

du ∈ L∞t,x([−T, T ]× Rn)

.

2. The solution satisfies
du ∈ L∞t,x([−T, T ]× Rn) ≤M

and

sup
[−T,T ]×Rn

|∂tu(t, x)|2 − |∇xu(t, x)|2 ≤ θ +
1− θ

2
.

3. For each t0 ∈ [−T, T ] the linear equation (with gαβ as in (3.1.4)){
gαβ∂α∂βv = 0, (t, x) ∈ [−T, T ]× Rn

v(t0, ·) = v0 ∈ H
n+1

2 , ∂0v(t0, ·) = v1 ∈ H
n−1

2 ,

admits a solution v ∈ C([−T, T ], H
n+1

2 ) ∩ C1([−T, T ], H
n−1

2 ) such that

‖v‖
L∞H

n+1
2

+ ‖∂0v‖
L∞H

n−1
2
≤ C‖(v0, v1)‖

H
n+1

2 ×H
n−1

2

and
‖Q0(v, v)‖

H
n−1

2
t,x

≤ C‖(v0, v1)‖
H
n+1

2 ×H
n−1

2
. (3.2.1)
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We will occasionally consider du as a parameter in the metric g. As such

gαβ(p) = mαβ − mαγ1pγ1m
βγ2pγ2

1 +mγ3γ4pγ3pγ4

.

By differentiating with respect to p we obtain the following useful formula:

∂gαβ

∂pγ
= − mαδ1pδ1

1 +mδ2δ3pδ2pδ3
gβγ − mβδ1pδ1

1 +mδ2δ3pδ2pδ3
gαγ. (3.2.2)

It leads immediately to the following

Corollary 3.2.2. The metric gαβ satisfies the null condition of [32], i.e.

∂gαβ

∂pγ
ξαξβξγ = 0, for every ξ satisfying gαβξαξβ = 0.

The formula (3.2.2) also allows to prove uniqueness and strong continuity in the lower
Sobolev norms.

Lemma 3.2.3. Let u,v satisfy �g(du)u = 0,�g(dv)v = 0 such that u satisfies Definition 3.2.1
and dv ∈ L∞t,x then

‖u− v‖
L∞H

n+1
2

x

≤ C(‖dv‖L∞ , ‖du‖L∞)‖(u0 − v0, u1 − v1)‖
H
n+1

2 ×H
n−1

2
.

Proof. We analyze the difference equation, since �g(du)u = 0 = �g(dv)v then

�g(du)(v − u) = (�g(dv) −�g(du))v

= Q0,g(du)(v − u, ∂αu)
mαβ∂βu

1 +mγ1γ2∂γ1u∂γ2u
F̃ (du, dv)

= Q0,g(du)(v − u, ∂αu)F (dv, du),

where we used (3.2.2) and the fact that f(x)− f(y) = Df |x(x− y)F (x, y) for some bounded
function F . Now apply the Duhamel principle and the bilinear estimates (3.2.1) to imply
the required estimates.

Reduction to small, smooth, compactly supported data

We would like to exploit the scaling symmetry of the equation and its Lorentz invariance in
the ambient Rn+1+1 Minkowski space to simplify the setup.

Proposition 3.2.4. There exist ε3 � ε2 � 1 such that for every smooth, supported in
B(0, 2) functions (u0, u1) that satisfy

‖u0‖
H
n+3

2
+ ‖u1‖

H
n+1

2
≤ ε3.

there exists a smooth solution for the equations (3.1.1) and (3.1.3) on [−1, 1] such that the
following estimates hold:
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Energy estimate
‖du‖

L∞t H
n+1

2
x

≤ ε2.

Bilinear estimate
‖Q0(u, u)‖

H
n+1

2
≤ ε2.

Estimates for the linear equation Let v be a solution of the linear equation �g(du)v = 0

such that (v0, v1) ∈ H n+1
2 ×H n−1

2 then v satisfies

‖v‖
L∞H

n+1
2
. ‖(v0, v1)‖

H
n+1

2 ×H
n−1

2
,

‖Q0(v, v)‖
H
n−1

2
. ‖(v0, v1)‖

H
n+1

2 ×H
n−1

2
.

We explain how to establish Theorem 3.1.1 from Proposition 3.2.4. As we will see mo-
mentarily there exists a function F (θ, R) such that by setting T to satisfy

MT
1
2 ≤ Cε3F (θ, R)

and using the scaling of our problem

ũ(t, x) = T−1u(Tt, Tx),

we can achieve
‖dũ(0, x)‖Ḣ2 ≤ F (θ, R)ε3.

Next we truncate the data outside of a ball of B(y, 2+). We translate the center of the
ball to the origin. We observe that we can set u(0) = 0 as the equation only depends on
derivatives. Next, apply a Lorentz boost x′ = Lx on Rn+1+1 in the direction

ω = signu1(0)

(
∇xu0(0)

(1 + |∇xu(0)|) 1
2

,
1

(1 + |∇xu(0)|) 1
2

)
∈ Sn

with velocity

V =
|u1(0)|

(1 + |∇xu0(0)|) 1
2

.

Next apply a rotation S in the (ω, en+1 = (0, .., 1)) plane to rotate ω to en+1. This defines
a new solution v(x′) to the minimal surface equation such that the graphs (x, u(x)) and
(x′, v(x′)) are related by the composition SL and v(0) = 0, dv(0) = 0. Since the value and
the derivatives at 0 are zero this implies that the inhomogeneous norms satisfy

‖v0‖
H
n+3

2
+ ‖v1‖

H
n+1

2
≤ ε3.

This allows us to apply Proposition 3.2.4 on a sequence of smooth approximation to (v0, v1)
to obtain a solution to the equation in the limit. After applying L−1S−1 we will obtain a
solution with the truncated, rescaled data.
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Remark. There are a few things that limit the time of existence beyond just scaling

• Due to the time dilation effect, time 1 in the boosted system will be smaller in the
original system.

• We need to make sure that the equation remains hyperbolic |∂tu|2 − |∇xu|2 < 1, which
is a necessary condition and that it remains globally a graph |∇xu| <∞. Thus we will
limit how much these parameters increase. In the boosted system, where we control the
inhomogeneous norms, we can do that by controlling ε3 + ε2.

• Lastly, the Sobolev norms are not Lorentz invariant and they will grow when we apply
a Lorentz transformation due to the length contraction. We need to have the norms
smaller then ε3 in the boosted coordinates, which further decreases the norm in the
original coordinates.

The considerations above require us to introduce a function F (θ, R) that limits the time of
existence.

Let χ be a smooth function supported in B(0, 3) and which equals to 1 in B(0, 2). After
rescaling the initial data, we truncate it around y ∈ Rn by defining

uy0(x) = χ(x− y)(u0(x)− u0(y)).

Next, we translate y to zero and define the Lorentz transformation SyLy as above and use it
to obtain a solution v. We then define uy(x) = v(L−1S−1x− y) + u0(y). We consider cones

Ky = {t+ |x− y| ≤ 2, |t| < 1}.

By finite speed of propagation, any two solutions that coincide on the common domain at
the t = 0 of the basis of the cone must coincide in their common domain over the cone.
Therefore, we define a partition of unity over centers y in a lattice n−

1
2Zn such that

1 =
∑

y∈n−
1
2 Zn

ψ(x− y), ∀x ∈ Rn

and
suppψ ⊆ K0.

Then we define
u =

∑
y∈n−

1
2 Zn

ψ(x− y)uy.

Similarly for a given initial values of (v0, v1) we similarly solve the truncated problems{
�g(duy)v

y = 0,

vy(0) = χ(x− y)v0, ∂tv
y(0) = χ(x− y)v1.
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and define
v =

∑
y∈n−

1
2 Zn

ψ(x− y)vy.

The required well-posedness estimates follow from finiteness of overlaps and the Cauchy-
Schwartz inequalities.

3.3 The outline of the proof

Frequency envelopes

We would like to encapsulate the notion of slowly varying sequence. Let 0 < δ < 1/4 be a
small fixed parameter.

Definition 3.3.1. A positive sequence {bk}k∈N is a (slooowly varying) frequency envelope if

•
bk ≤ bj2

δ|k−j|, k, j ∈ N.

•
bk ≥ C2−

k
2 .

Remark. • Our definition is different from the usual definition of the frequency because
of the second condition. It allows the usual embedding Hs+ 1

2 ↪→ Bs
2,1 on the level of

frequencies since ν
1
2 bν ≤ Cb2

ν.

• For any positive sequence αk, we can define an appropriate frequency envelope by

α′k = sup
n∈N

αn2−δ|n−k| + C2−
k
2 .

• Any frequency envelope {bk} satisfies∑
k<n

2
k
4
−n

4 bk,
∑
k>n

2
n
4
− k

4 bk ≤ C(δ)bn

and also ∑
k<n

2
k
2
−n

2 b2
k,
∑
k>n

2
n
2
− k

2 b2
k ≤ C(δ)b2

n.

We choose a frequency envelope bµ such that∑
µ≥1, dyadic

b2
µ ≤ 1.
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Let (u0, u1) be the initial data. Denote by H the set of smooth solutions that satisfy

µ
n+3

2 ‖Pµu0‖L2
x

+ µ
n+1

2 ‖Pµu1‖L2
x
≤ ε3bµ,

µ
n+3

2 ‖Sµu‖L∞t L2
x

+ µ
n+1

2 ‖∂0Sµu‖L∞t L2
x
≤ 2ε2bµ,

where Pµ are the space variables Littlewood Paley projections and Sµ are the space-time
Littlewood-Paley projections. Endow H with C∞ topology then we will seek to establish the
following bootstrap argument:

Theorem 3.3.2. There exists an H-continuous functional G : H → R+, satisfying G(0) = 0,
so that for each u ∈ H satisfying G(u) ≤ 2ε1 the following holds

1. The function u satisfies G(u) ≤ ε1.

2. The following estimate holds

µ
n+3

2 ‖Sµu‖L∞t L2
x

+ µ
n+1

2 ‖∂0Sµu‖L∞t L2
x
≤ ε2bµ.

3. There exist C, c, δ > 0 such that for every sequence of solutions vµ of the inhomoge-
neous linear equation with frequency localized initial data dvµ(0, ·) = Pµdvµ(0, ·) which
satisfies

‖dvµ(0, ·)‖L2
x
, ‖�S≤µgv‖L1

tL
2
x
≤ 1,

the following estimates hold:
‖Sµvµ‖L∞L2 ≤ c,

‖Q0,S≤νg(Sµvµ, Sµvµ)‖L2
t,x
≤ Cµ

n−1
2 , ∀ν ≤ µ,

∫
|Q0,S≤µg(Sν1vν1 , Sµvµ)Q0,S≤µg(Sν2vν2 , Sµvµ)|dtdx

≤ Cν
n−1

2
1 ν

n−1
2

2

(
ν

1
2
2

ν
1
2
1

+ ν−δ1 ν−δ2

)
, ∀ν2 ≤ ν1 ≤ µ.

Partition the space-time into cones with base B(x, 2), write the solution as a partition of
unity over the cones multiplied by the local solution, prove that it satisfies Definition 3.2.1.

We will define the functional G and prove implication 1 in Section 3.4. We will construct
a parametrix to the frequency localized equation in Section 3.5 and prove a bilinear estimate
for solutions in Section 3.6, which is implication 3. This will allows us, using Duhamel’s
principle prove implication 2.
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3.4 The regularity of the characteristic surfaces

Characteristic surfaces and null-frame coefficients, definition of
G(u)

Let θ ∈ Sn−1 be a direction. Define a function xθ : Rn → Rn by xθ(x) = θ · x. Let Fθ be the
Hamiltonian flowout of xθ with the initial null geodesic Vθ|t=0 = (sdt + dxθ)

∗ where s(x) is
chosen to make the initial direction null. Define Σθ,r to be the level set of Fθ at value r, i.e.

Σθ,r = {(t, x)|Fθ(t, x) = r}.

Let Vθ = ∇Fθ|Σθ,r = (dFθ)
∗|Σθ,r (or in coordinates V α = (gαβ∂βF )|Σθ,r) be the null geodesic

tangent to Σθ,r.

Claim 3.4.1. Suppose ‖dFθ − (dt+ θ · dx)‖L∞t,x ≤ G(u) ≤ 2ε1 then for every θ, r there exists

φθ,r : Rt × Rn−1
x′ → R such that Σθ,r is given by

Σθ,r = {xθ = φθ,r(t, x
′)}.

Proof. The existence of this function is a local statement. Apply the Inverse Function
Theorem to F . Since ‖dF − (dt+ θ · dx)‖L∞ ≤ 2ε1 then φθ,r = r + t+O(ε1).

Denote
τ = dt(V ).

Define
l = τ−1V. (3.4.1)

Next, define a second vector field l:

l = 2(dt)∗ − 2gttl,

where (dt)∗ is the g-dual vector field (on Rn+1) to dt i.e. 〈(dt)∗, X〉 = dt(X) and gtt =
〈dt, dt〉g. This particular choice of l achieves several things:

〈l, l〉 = 2, 〈l, l〉 = 0,

dt(l) = 1, (dt)∗ ∈ span{l, l}.

Apply Gram-Schmidt orthogonalization procedure on {l, l, ∂x′a}a=1..n−1, where ∂x′a is a set
of constant vector fields which form a basis to x · θ = 0 at t = 0. The resulting frame
{l, l, ea}a=1..n−1 will satisfy the following conditions:

〈l, l〉 = 2, 〈ea, eb〉 = δab,

〈l, l〉 = 〈l, l〉 = 〈l, ea〉 = 〈l, ea〉 = 0.
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Observe that since dt(ea) = 0, the vectors {e1, .., en−1} form a basis to the tangent space of
the time slices of Σθ,r. Form the second fundamental form of Σθ,r by defining

χab = 〈∇eal, eb〉.

Also let c(s, y) : R→ Rn−1×Rn−1 be the flow map that maps initial conditions to solutions
of l(x) = 0 and let d(t, x) : R× Rn−1 → Rn−1 be the inverse of c at time t, i.e.

c(s, ·) ◦ d(s, ·) = idRn−1 , d(s, ·) ◦ c(s, ·) = idRn−1 .

Definition 3.4.2. Let C be the smallest constant for which the following inequalities are
true:

‖Pµ(φθ,r − r − t)‖L2
t,x′
≤Cµ−

n+3
2 bµ, ∀θ ∈ Sn−1, r ∈ R,

‖Pµχab‖L∞t L2
x′
≤Cµ−

n−1
2 b2

µ, ∀θ ∈ Sn−1, r ∈ R,

‖Pµ(ci − xi)‖L∞t L2
x′
≤Cµ−

n+1
2 b2

µ, i = 1..n− 1,

‖Pµ(di − xi)‖L∞t L2
x′
≤Cµ−

n+1
2 b2

µ, i = 1..n− 1,

where for the rest of this section Pµ is the x′ Littlewood-Paley projection. Then define

G(u) = C.

Remark. • This definition implies

φθ,r − r − t ∈ L2
tH

n+3
2

x′ (Rn),

χab ∈ L∞t B
n−1

2

2,1,x′(R
n−1).

The last space is an algebra in the space variables (in particular) unlike L2
tH

n−1
2

x′ (Rn−1),
which is the estimate that can be obtained by differentiating φ twice. Also, the flow map
satisfies

‖c− idRn−1‖ ∈ L∞t B
n+1

2

2,1,x′(R
n−1).

• This definition of G is different from [27] since it hardwires an extra regularity of the
second fundamental form of the surface Σθ,r and of the flow map c.

• All the estimates are uniform in r, which is something that we will exploit in proving
the bilinear estimates. The uniformity in the angle θ we will use in the construction of
the wave packet parametrix.

From now on, we will work under assumptions of Theorem 3.3.2 and work to prove it. We
will split the proof into several sections. In this section we will tackle the first implication,
which we split into two theorems.
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Proposition 3.4.3. Let u ∈ H satisfy G(u) ≤ 2ε1. Let

χab = 〈∇eal, eb〉,

then
‖Pµχab‖L∞t L2

x′
≤ (c2ε2 + c1ε

2
1)2µ−

n−1
2 b2

µ,

where that do not depend on u.

Proposition 3.4.4. Let u ∈ H satisfy G(u) ≤ 2ε1 then

‖Pµ(φθ,r − r − t)‖L2
t,x′
≤ (c2ε2 + c1ε

2
1)µ−

n+3
2 bµ,

where ci are constants that does not depend on u.

Proposition 3.4.5. Let u ∈ H satisfy G(u) ≤ 2ε1 then the flowmap c of solutions of l and
it’s instantaneous inverse d satisfy

‖Pµ(c− idRn−1)‖L∞t L2
x′
≤ (c2ε2 + c1ε

2
1)2µ−

n+1
2 b2

µ,

‖Pµ(d− idRn−1)‖L∞t L2
x′
≤ (c2ε2 + c1ε

2
1)2µ−

n+1
2 b2

µ,

These three statements imply that G(u) ≤ ε1 after choosing c2ε2 + c1ε
2
1 ≤ ε1.

Statement of auxiliary lemmas

In this subsection, we will state the necessary lemmas to prove Propositions 3.4.3 and 3.4.4.
In the following subsections we will prove the theorems and then return to establishing the
lemmas in the last three subsections of this Section.

Lemma 3.4.6 (Product estimates). We will say that a function f is a multiplier on a set
V if there exists C > 0 such that Cfv ∈ V for every v ∈ V .

1. Let f satisfy

‖Pµf‖L2
t,x′
≤ µ

n+1
2 bµ.

Then f is a multiplier on the following sets

V1 = {v|‖Pµv‖L2
t,x′
≤ µ

n+1
2 bµ}, V2 = {v|‖Pµv‖L∞t L2

x′
≤ µ

n−1
2 b2

µ},

V3 = {v|‖Pµv‖L1
tL

2
x′
≤ µ

n−1
2 b2

µ}.

2. Let g satisfy

‖Pµg‖L∞t L2
x′
≤ µ−

n−1
2 b2

µ

then g is a multiplier on V2 and V3.
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Lemma 3.4.7 (Diffeomorphism lemma). Let ψ : Rn−1 → Rn−1 be a diffeomorphism such
that

‖Pµ,x′(ψ − idRn−1)‖L2
x′
. ε1µ

−n+1
2 b2

µ.

Then for any function f : Rn−1 → R that satisfies ‖Pµf‖L2 ≤ µ−
n−1

2 b2
µ, the function g = f ◦ψ

satisfies

‖Pµg‖ . µ−
n−1

2 b2
µ.

Lemma 3.4.8. Let f be a solution of

l(f) = g,

such that
‖Pµg‖L1

tL
2
x′
, ‖Pµf |t=0‖L2

x′
. µ−

n−1
2 b2

µ,

then
‖Pµf‖L∞t L2

x′
. µ−

n−1
2 b2

µ.

Corollary 3.4.9. Let f be a solution of

l(f) = g + l(h),

such that ‖Pµg‖L1
tL

2
x′
, ‖Pµh‖L∞t L2

x′
, ‖Pµf |t=0‖L2

x′
. µ−

n−1
2 b2

µ then

‖Pµf‖L∞t L2
x′
. µ−

n−1
2 b2

µ.

Lemma 3.4.10. Let f =
∑

j h1jl(h2j) such that

‖Pµhij‖L2
t,x′
. µ−

n+1
2 bµ,

then f can be written,
f = f1 + l(f2)

such that
‖Pµf1‖L2

t,x′
. µ−

n
2 b2
µ

and
‖Pµf2‖L2

t,x′
. µ−

n+1
2 bµ.

Lemma 3.4.11 (Minor). Let h1, h2, h3 satisfy

‖Pµhi‖ . µ−
n+1

2 bµ,

then the expression h1l(h2)l(h3) can be decomposed

h1l(h2)l(h3) = f1 + l(f2),

such that
‖Pµf1‖L1

tL
2
x′
, ‖Pµf2‖L∞t L2

x′
. µ−

n−1
2 b2

µ.
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Lemma 3.4.12 (Major). Let R(·, ·, ·, ·) be the Riemann curvature tensor of gαβ. Let h
satisfy

‖Pµh‖ . µ−
n+1

2 bµ,

then hR(l, ea, l, eb) has the following decomposition

hR(l, ea, l, eb) = f1 + l(f2)

such that
‖Pµf1‖L1

tL
2
x′
, ‖Pµf2‖L∞t L2

x′
. ε22µ

−n−1
2 b2

µ.

In two dimensions the minor lemma implies the major lemma but in three dimensions
some extra work is required.

Raychaudhuri equations, proof of Proposition 3.4.3

Decompose

χAB = 〈∇eAl, eB〉 =
1

2
θδAB +

(
σ+ σ×
σ× −σ+

)
+

(
0 ω
−ω 0

)
.

Denote σC = σ× + iσ+,

Γ̃ = 〈∇le1, e2〉,

l(lnκ) =
1

2
〈∇l l̄, l〉.

Claim 3.4.13. The function Γ̃ = 〈∇le1, e2〉 can be written as

Γ̃ = Γ1 + l(Γ2),

with
‖Pµ(Γ1)‖L2

t,x′
. ε1µ

−n
2 b2
µ,

‖Pµ(Γ2)‖L2
t,x′
. ε1µ

−n+1
2 bµ.

Proof. We will prove the claim by verifying that Γ̃ satisfies the assumptions of Lemma 3.4.10,
i.e. there exists hij such that

Γ̃ =
∑
i

h1il(h2i),

with
‖Pµh1j‖L2

t,x′
. µ−

n+1
2 bµ,

‖Pµh2j‖L2
t,x′
. ε1µ

−n+1
2 bµ.
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The metric is
gαβ = mαβ + ∂αu∂βu.

Then the Christoffel symbols are:

Γkij = gkm∂mu∂i∂ju. (3.4.2)

〈∇le1, e2〉 = gαβl(e
α
1 )eβ2 + gαβΓαα′α′′l

α′eα
′′

1 eβ2 .

Therefore
〈∇le1, e2〉 = gαβe

β
2 l(e

α
1 − δα1) + ∂βueα

′′

1 eβ2 l(∂α′′u), (3.4.3)

since
Γαα′α′′l

α′ = gαβ∂βu∂α′α′′ul
α′ = gαβ∂βul(∂α′′u).

‖Pµ(eαa − δaα)‖L2
t,x′
. ε1µ

−n+1
2 bµ,

by bootstraps and

‖Pµdu‖L2
t,x′
. ε2µ

−n+1
2 bµ

by energy estimates. The same estimate applies to the products of these terms. Thus we
arrive at the desired decomposition by (3.4.3).

Proof of Proposition 3.4.3. Denote RAB = R(l, eA, l, eB) and introduce

RC =
1

2
(R11 −R22) + iR12, trR = R11 +R22.

The Raychaudhuri equations can be written in terms of functions θ, σC, ω and they are

l(θ) = trR− (
1

2
θ2 − 2|σ2

C|+ 2ω2) + l(lnκ)θ.

l(σC) = RC + (θσC) + (l(lnκ) + 2iΓ̃)σC.

l(ω) = θω + l(lnκ)ω.

Let Γ̃ = Γ̃1 + l(Γ̃2) be the decomposition of Γ̃ from Claim 3.4.13. Then we have

l(κ−1θ) = κ−1trR− κ−1(
1

2
θ2 − 2|σ2

C|+ 2ω2).

l(κ−1e−2iΓ̃2σC) = κ−1e−2iΓ2RC + κ−1e−2iΓ̃2(θ + 2iΓ̃1)σC.

l(κ−1ω) = κ−1θω.

We now apply the Major Lemma, Lemma 3.4.12 and Lemma 3.4.8 to arrive at the desired
conclusion.
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Jacobi fields equation, proof of Proposition 3.4.5

We start by constructing a new basis for the time slices, with the following lemma.

Lemma 3.4.14. There exists a basis {ẽ1, ẽ2} such that ‖PµẽA‖L2
t,x′
≤ µ−

n+1
2 bµ and

‖Pµ(〈∇lẽ1, ẽ2〉)‖L2
t,x′
≤ ε1b

2
µµ
−n

2 .

Proof. Let Γ̃ = Γ1 + l(Γ2) be the decomposition from Claim 3.4.13. Define

(
ẽ1

ẽ2

)
= e

−

 0 Γ2

−Γ2 0

(
e1

e2

)
=

(
cos Γ2 − sin Γ2

sin Γ2 cos Γ2.

)(
e1

e2

)
.

Then
〈∇lẽ1, ẽ2〉 = Γ1,

which has the right regularity.

Proof of Proposition 3.4.5. Pick a direction yj. We will analyze the derivative of the flow
map in te direction yj.

S =
∂c

∂yj
◦ d.

Denote
SA = 〈S, ẽA〉,

where {ẽ1, ẽ2} is the basis from Lemma 3.4.14. To prove the statement for c, it is enough to
prove

‖PµSA‖L∞t L2
x′
≤ ε21µ

−n−1
2 b2

µ

and apply the diffeomorphism c which satisfies the condition of Lemma 3.4.7. Once we
achieve the improved statement for ∂c

∂y
, we can immediately conclude the required improve-

ment for ∂d
∂x

, since by the chain rule

(
∂c

∂y
◦ d)

∂d

∂x
= I.

Since ∂c
∂y

satisfies the right bound and so ∂c
∂y
◦ d by Lemma 3.4.7. We have

l = κ−1V, κ = dt(V ),

∇ll = − ln(κ)l,
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where V is the geodesic. We compute

∇l∇lS = ∇l∇Sl = ∇S∇ll +R(l, S, l)

= −∇S(ln(κ)l) +R(l, S, l)

= −l(lnκ)∇lS +R(l, S, l)− (Sl(lnκ))l.

Let ẽA be a orthonormal basis from Lemma 3.4.14. We apply the Major lemma, Lemma
3.4.12 that says RAB = R(l, ẽA, l, ẽB) can be decomposed as

κRAB = fAB + l(αAB),

where ‖PµfAB‖L1
tL

2
x
, ‖PµαAB‖L∞t L2

x
≤ ε21µ

−n−1
2 b2

µ. We first estimate

ZA = 〈∇lS, ẽA〉.

l(κZA) = Γ1κZB + fAASA + l(αAA)SA + fABSB + l(αAB)SB,

where Γ1 = 〈∇le1, e2〉. We rewrite

l(αAB)SB = l(αAB〈S, ẽB〉)− αABZB ± ΓαACSC .

We conclude that
‖l(κZA − αABSB − αAASA)‖L1

tL
2
x′
≤ ε21µ

−n−1
2 b2

µ.

Since ‖PµαAB‖L∞t L2
x′
, ‖PµSB‖L∞t L2

x′
≤ ε1µ

−n−1
2 b2

µ by bootstraps this implies

‖PµZA‖L∞t L2
x′
≤ ε21b

2
µµ
−n−1

2 .

This then easily leads to ‖PµSA‖L∞t L2
x′
≤ ε21b

2
µµ
−n−1

2 , since

l(SA) = l(〈S, ẽA〉) = ZA ± Γ1SB.

Proof of regularity, proof of Proposition 3.4.4

We will prove the theorem by analyzing dφθ,r and proving that dφθ,r ∈ H
n+1

2 (Rn). Observe
that

dxθ − dφθ,r =
1

τ
dFθ.

This implies that
l = (dxθ − dφθ,r)∗.

Therefore, due to the properties of the metric and the product estimates, it is enough to
prove the following statement.
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Proposition 3.4.15. Let l be the vector field defined in (3.4.1), then the components of l
satisfy

µ
n+1

2 ‖Pµlα‖L2
t,x′
≤ (c1ε

2
1 + c2ε2)bµ.

Proof. To prove the Proposition, we will take the covariant derivatives of l in the null-frame.
We need to establish

‖Pµ〈∇eal, ea〉g‖L2
t,x′

+ ‖Pµ〈∇eal, l〉g‖L2
t,x′

+ ‖Pµ〈∇ll, l〉g‖L2
t,x′
≤ (c1ε

2
1 + c2ε2)bµµ

−n−1
2 .

The first term is covered by a much stronger statement of Proposition 3.4.3. For the second
term, we have

〈∇eal, l〉g = −〈l,∇eal〉g = −〈l,∇ea(dt)
∗〉.

This is a combination of Christoffel symbols (3.4.2) which are derivatives of u and therefore

‖PµΓ0
ije

i
al
j‖ . ε2µ

−n−1
2 .

Proof of lemmas, Lemmas 3.4.6, 3.4.8-3.4.10

Proof of Lemma 3.4.6. Let ‖Pµf‖L2
t,x′
, ‖Pµg‖L2

t,x′
≤ µ−

n+1
2 bµ. We have

fg =
∑
µ,ν

PµfPνg.

An application of Pµ splits the sum into two cases - balanced frequencies and unbalanced
ones. For the balanced term, we have∑

λ≥µ

‖PλfPλg‖L2
t,x′
.
∑
λ≥µ

λ
n
2 ‖Pλf‖L2

t,x′
‖Pλg‖L2

t,x′
.
∑
λ≥µ

λ−
n+2

2 b2
λ

. Cµ−
n+1

2 bµ.

For the unbalanced term, we have∑
ν≤µ

‖PµfPνg‖L2
t,x′
.
∑
ν≤µ

ν
n
2 ‖Pµf‖L2

t,x′
‖Pνg‖L2

t,x′

. µ−
n+1

2 bµ
∑
ν≤µ

ν−
1
2 bν . µ−

n+1
2 bµ(

∑
ν−1)

1
2 (
∑

b2
ν)

1
2

. Cµ−
n+1

2 bµ.

Next we observe that if ‖Pµf‖L2
t,x′
≤ µ−

n+1
2 bµ then by the properties of the frequency enve-

lope, we have

b1µ
− 1

2 .
∑
ν≤µ

bνν
1
2µ−

1
2 . bµ.
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Therefore, applying the Bernstein inequality on the time variable

‖Pµf‖L∞t L2
x′
. µ

1
2‖Pµf‖L2

t,x′
. µ−

n−1
2 bµµ

− 1
2 . µ−

n−1
2 b2

µ.

Let ‖Pµf‖L∞t L2
x′
, ‖Pµg‖L1

tL
2
x′
≤ µ−

n−1
2 b2

µ. Then for a balanced term of the product, we have∑
λ≥µ

‖PλfPλg‖L1
tL

2
x′
.
∑
λ≥µ

‖Pλf‖L∞t L4
x′
‖Pλg‖L1

tL
4
x′

.
∑
λ≥µ

λ
n−1

2 ‖Pλf‖L∞t L2
x′
‖Pλg‖L1

tL
2
x′

.
∑
λ≥µ

λ−
n−1

2 b4
λ . µ−

n−1
2 b2

µ

∑
λ≥µ

b2
λ

. Cµ−
n−1

2 b2
µ.

For the unbalanced term∑
ν≤µ

‖PµfPνg‖L1
tL

2
x′
.
∑
ν≤µ

‖Pµf‖L∞t L2
x′
‖Pνg‖L1

tL
∞
x′

.
∑
ν≤µ

ν
n−1

2 ‖Pµf‖L∞t L2
x′
‖Pνg‖L1

tL
2
x′
. µ−

n−1
2 b2

µ

∑
ν≤µ

b2
µ

. Cµ−
n−1

2 b2
µ.

The remaining estimate is for ‖Pµg‖L∞t L2
x′
≤ µ−

n−1
2 b2

µ, which is completely analogous to the

case of L1
tL

2
x′ .

Proof of Lemma 3.4.8. If we apply c - the flow map of l to the equation l(f) = h we get

∂tf1 = h ◦ c. (3.4.4)

Since c satisfies the conditions of Lemma 3.4.7, we have

‖Pµh ◦ c‖L1
tL

2
x′
≤ µ−

n−1
2 b2

µ

then the solution to (3.4.4) satisfies

‖Pµf1‖L∞t L2
x
≤ µ−

n−1
2 b2

µ.

The solution to the equation l(f) = h is f = f1 ◦ d which satisfies the same estimates since
Lemma 3.4.7 applies to d as well.
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Proof of Lemma 3.4.10. Clearly, it is enough to prove the lemma for just one term g1l(g2)
and then sum the contributions to terms fi. We will decompose the term∑

ν<µ
4

(Pνg1)l(Pµg2) = l(
∑
ν<µ

4

Pνg1Pµg2)−
∑
ν<µ

4

l(Pνg1)Pµg2.

Define
f2 =

∑
ν<µ

4

Pνg1Pµg2.

Then
‖Pνf2‖L2 = ‖

∑
ν<µ

4

Pνg1Pµg2‖L2 ≤ ‖Pµg2‖L2‖
∑
ν<µ

4

Pνg1‖L∞ .

We estimate

‖
∑
ν<µ

4

Pνg1‖L∞ ≤
∑
ν<µ

4

ν
n
2 ‖Pνg1‖L2

≤
∑

ν−
1
2 bν ≤ C(

∑
b2
ν)

1
2 ≤ Cε.

Thus f2 satisfies the desired estimate.The rest of the terms will be f1. First, sum the balanced
term where the high-frequency components of l do not contribute, we have

‖Pµf11‖L2 .
∑
ν1∼ν2

µ‖Pν1g1Pν2g2‖L2 ≤
∑
ν1∼ν2

µν
n
2

1 ‖Pν1g1‖L2‖Pν2g2‖L2

.µ
∑
ν≥µ

ν
n
2 ν−n−1b2

ν ≤ µ−
n
2

∑
ν≥µ

(
µ

ν
)
n+2

2 b2
ν ≤ µ−

n
2 b2
µ.

For the unbalanced term, the contribution to the highest frequency will come from either
coefficients l or the undifferentiated term, then we will have the low frequency differentiated
term and the remaining term we can fuse via product estimates with one of these terms. We
have

‖Pµf11‖L2 .
∑
ν<µ

4

ν‖Pµg′1Pνg2‖L2 ≤
∑
ν<µ

4

ν
n
2

+1‖Pµg′1‖L2‖Pνg2‖L2

≤ µ−
n
2 bµ
∑
ν<µ

4

(
ν

µ

) 1
2

bν ≤ µ−
n
2 b2
µ.
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Proof of Diffeomorphism lemma, Lemma 3.4.7

In this subsection only, we will switch to dyadic index k, i.e. µ = 2k. Let ψ : Rn−1 → Rn−1

be diffeomorphism such that

‖Pk(∇ψ − I)‖L2 ≤ εb2
k2
−n−1

2
k,

where Pk is a Littlewood-Paley projection onto frequency 2k and∑
b2
k < 1.

Let h ∈ L2 such that ‖h‖L2 = 1. Define

CK
I→O(h) = ‖PO[(PIh) ◦ ψ≤K ]‖L2

and
CK
I→O = sup

‖h‖L2=1

CK
I→O(h).

The quantity CK
I→O is the L2 → L2 norm of the operator

TKI→Oh = PO[(PIh) ◦ ψ≤K ].

Similarly define
TI→Oh = PO[(PIh) ◦ ψ],

CI→O = ‖TI→O‖L2→L2 .

Our method is to bound CK
I→O by bounding CK

I→O(h) uniformly in h. We will observe
uniformity of the bounds for large K, which leads to bounds for the full, untruncated diffeo-
morphism. As

ψ̂≤k(ξ) = m0(
ξ

2k
)ψ̂(ξ),

we can easily extend the operation of frequency truncation into the range of continuous k
indices. Similarly, extend bk by

bk = max{bdke, bbkc}.

We observe that for every K, the map h 7→ PO[(PIh) ◦ ψ≤K ] is a map of smooth functions,
which depends smoothly on K for K > 0. Therefore CK

I→O(h) is Lipschitz in K and we will
estimate it by estimating the derivative.

Claim 3.4.16. For k > max{I, O} we have

d

dk
Ck
I→O(h) . 2I2

n−1
2
O2−

n+1
2
kεb2

k
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Proof. We have
d

dk
PIh(ψ≤k(x)) = ∇[PIh(ψ≤k(x))]

d

dk
ψ≤k(x).

Since

ψ̂≤k(ξ) = m0(
ξ

2k
)ψ̂(ξ),

then
d

dk
ψ≤k(ξ) =

C

2k
ξm′0

(
ξ

2k

)
ψ̂(ξ).

m′0
(
ξ

2k

)
is a bounded multiplier supported in the frequency 2k. We will treat it as Pk, this

also makes the factor ξ
2k

bounded and disposable. Therefore

d

dk
‖PO[(PIh) ◦ ψ≤k]‖L2 ≤ ‖PO[∇(PIh(ψ≤k(x))Pkψ]‖L2 .

Since ∇ψ is bounded by 1 + ε, we can multiply ∇(PIh(ψ≤k(x)) by a bounded function to
transform it to (PI∇h) ◦ (ψ(x)). We use Bernstein’s inequality

‖PO[PI(∇h) ◦ ψ≤k∇ψ≤kPkψ]‖L2 ≤ 2
n−1

2
O‖PI(∇h) ◦ ψ≤k∇ψ≤kPkψ‖L1 .

We estimate

‖PI(∇h) ◦ ψ≤k∇ψ≤kPkψ‖L1 ≤ 2I‖h ◦ ψ≤k‖L2‖∇ψ‖L∞‖Pkψ‖L2 .

Since ∇ψ is bounded, we can estimate ‖h ◦ ψ≤k‖L2 by (1 + ε)‖h‖L2 . Also we have

‖Pkψ‖L2 ≤ εb2
k2
−n+1

2
k.

Combining all the estimates, we get the conclusion.

Corollary 3.4.17. For K > max{I, O} we have

CK
I→O(h) ≤ C

max{I,O}
I→O (h) + Cεb2

max{I,O}(h).

Proof.

CK
I→O(h) = C

max{I,O}
I→O (h) +

k∫
max{I,O}

d

dk
Ck
I→O(h)dk.

We use the previous claim to estimate

d

dk
Ck
I→O(h) . 2

n+3
2

max{I,O}2−
n+3

2
kεb2

k.

Therefore, bounding the integral by the sum and using the frequency envelope condition, we
get the desired conclusion.
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One can state another version of the claim.

Claim 3.4.18. For k > O we have

d

dk
Ck
I→O(h) . 2

n−1
2
O2−

n−1
2
kεb2

kC
k
I→k(h).

Proof. We again use

d

dk
‖PO[(PIh) ◦ ψ≤k]‖L2 ≤ ‖PO[∇(PIh(ψ≤k(x))Pkψ]‖L2 .

Since Pkψ is at frequency 2k and 2O is at lower frequency, we have to have ∇(PIh(ψ≤k(x))
at comparable frequency (suppose it’s exactly 2k for simplicity). Then

‖PO[∇(PIh(ψ≤k(x))Pkψ]‖L2 =‖PO[Pk(∇(PIh(ψ≤k(x)))Pkψ]‖L2

=2k‖PO[Pk(PIh(ψ≤k))Pkψ]‖L2

=2k‖PO[T kI→khPkψ]‖L2 .

Now use Bernstein and the fact that ‖T kI→kh‖L2 ≤ Ck
I→k‖h‖L2 by definition to arrive at the

conclusion of the lemma.

Claim 3.4.19. Let I < k then
Ck
I→k(h) . 2I−k.

Proof. We have

‖PkPIh ◦ ψ≤k‖L2 ≤ 2−k‖Pk∇(PIh ◦ ψ≤k)‖
≤ 2−k‖(PI∇h ◦ ψ≤k)∇ψ≤k‖L2

≤ 2I−k‖(PIh ◦ ψ≤k)∇ψ≤k‖L2 ,

where we used the chain rule. Since ∇ψ≤k is uniformly bounded by 1 + ε, we can change
variables to estimate

‖(PIh ◦ ψ≤k)∇ψ≤k‖L2 . ‖h‖L2 .

Claim 3.4.20. For n = 3 (two-dimensional maps) and k ≥ I, the bound in Claim 3.4.19
can be improved to

Ck
I→k(h) . 22(I−k) + 2I−kεb2

k.

Proof. We iterate the argument of Claim 3.4.19

‖PkPIh ◦ ψ≤k‖L2 ≤ 2−2k‖Pk∇2(PIh ◦ ψ≤k)‖.
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Using the chain rule twice, two applications of derivative lead to

∇2(PIh ◦ ψ≤k) =∇(∇(PI∇h) ◦ ψ≤k∇ψ≤k)
=PI(∇2h) ◦ ψ≤k(∇ψ≤k)2 + PI(∇h) ◦ ψ≤k∇2ψ≤k.

The L2 norm of the first can be immediately estimated by 22I‖h‖L2 . We examine the
application of Pk on the second term Pk[PI(∇h) ◦ ψ≤k∇2ψ≤k]. Since ψ≤k has frequencies of
only up to 2k then one factors in the product has to have frequency 2k. Therefore

Pk[PI(∇h) ◦ ψ≤k∇2ψ≤k] =Pk[T
k
I→k(∇h)∇2ψ≤k]

+ Pk[PI(∇h) ◦ ψ≤kPk∇2ψ].

We estimate the contribution of each of these terms to Ck
I→k(h) after discarding the leading

Pk. We have for the first term:

2−2k2I−k2I
∑
J<k

2Jεb2
J ≤ 2I−kεb2

k,

and for the second term, we estimate PI(∇h) in L∞ using Bernstein’s inequality:

2−2k22I‖Pk∇2ψ‖L2 ≤ 2−2k22Iεb2
k,

which completes the proof.

Since the bounds are uniform in h, we have the following

Corollary 3.4.21. For I < O < k, we have the bound

Ck
I→O ≤ 2I−O,

and for n = 3
Ck
I→O ≤ 22I−2O + 2I−Oεb2

O.

Since these bounds apply uniformly for large k, taking the supremum, we can apply them
to the full diffeomorphism ψ. We summarize in the following statement.

Claim 3.4.22. With the conditions and the notations in the beginning of the section, we
have

CI→O . min{1, 2I−O}

and
CI→O . min{1, 22I−2O + 2I−Oεb2

O}, n = 3.
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Proof of Lemma 3.4.7.

Pkg =
∑
j

Tj→kPjf.

We apply Claim 3.4.22. For n = 2, we estimate

‖Pkg‖L2 . 2−
1
2
k
∑
j≤k

2−
1
2
k2

1
2
jb2
j + 2−

1
2

∑
j≥k

2
1
2
k2−

1
2
jb2
j . b2

k2
− k

2 .

For n = 3, we estimate

‖Pkg‖L2 .2−k
∑
j≥k

2k−jb2
j + 2−k

∑
j≤k

2j−kb2
j + εb2

kb
2
j

.2−kb2
j .

Proof of the Minor lemma, Lemma 3.4.11

Proof of the minor lemma, Lemma 3.4.11. In the term Pµ(h1l(h2)l(h2)) there are in fact five
different factors, as we need to worry about the high frequencies in the coefficients of l. But
since these factors and their products satisfy the same estimate, therefore what matters is
only the way different frequencies in differentiated and undifferentiated terms interact. First,
we identify the l(f2) term which we will integrate by parts, this is the term:

I =

∑
νi≤µ4

Pν1h1Pν4(lI)
∂

∂xI
(Pν2h2)

 l(Pµh3).

Thus we define:

Pµf2 = Pµh3

∑
νi≤µ4

Pν1h1Pν4(lI)
∂

∂xI
(Pν2h2).

This leads to the formula
I = l(Pµf2)− I1 − I2, (3.4.5)

where

I1 = Pµh3

∑
νi≤µ4

Pν1h1Pν4(lI)l(
∂

∂xI
(Pν2h2))

and I2 is of the form

I2 ∼ Pµh3

∑
νi≤µ4

l(Pν1h1)Pν4(lI)
∂

∂xI
(Pν2h2),
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along with a similar term where the l derivative falls on the low frequency coefficients of l.
Before we turn to f1, we verify that f2 satisfies the correct estimate.

‖Pµf2‖L2
t,x′
.
∑
νi≤µ4 ,I

ν2‖Pν1h1Pν4(lI)Pν2h2Pµh3‖L2
t,x′
,

applying Sobolev embedding, we have

.
∑
νi≤µ4 ,I

ν
n
2

+1

2 ν
n
2

1 ν
n
2

4 ‖Pν1h1‖L2‖Pν2h2‖L2‖Pν4l
I‖L2‖Pµh3‖L2 .

For ν1, ν4 summations we have∑
ν1

ν
n
2

1 ‖Pν1h1‖ ≤
∑

ν
n
2

1 ν
−n+1

2
1 bν1 ≤ C(

∑
b2
ν1

)
1
2 . 1. (3.4.6)

Similarly, ∑
ν4

ν
n
2

4 ‖Pν4l
I‖L2 . 1.

For the ν2 summation, we use the frequency envelope property

∑
ν2≤µ4

ν
n
2

+1

2 ‖Pν2h2‖ ≤
∑
ν2≤µ4

ν
n
2

+1

2 ν
−n+1

2
2 bν2 ≤ µ

1
2

∑
ν2≤µ4

(
ν2

µ

) 1
2

bν2 ≤ µ
1
2 bµ.

Combining with the estimate for ‖Pµh3‖ we obtain

‖Pµf2‖L2 . µ
n
2 b2
µ.

To proceed with the rest of the terms, we make a couple of observations to help us reduce
the number of different types of terms from 31+1 to 4. First we observe that we can fuse the
high frequency undifferentiated terms via product estimates. Secondly, following (3.4.6), we
note that we can safely sum up the low undifferentiated terms. These two observations also
imply that we can replace the variable coefficients l with just constant coefficients operator
|∇| =

√
−∆. This leaves us with four types of terms.

Type I: Undifferentiated high frequency multiplied by two differentiated low frequencies:

I =
∑

ν2≤ν1≤µ4

Pµg
′|∇|(Pν1g

′
1)|∇|(Pν2g

′
2).
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We estimate the norm:

‖I‖L1
tL

2
x′
.

∑
ν2≤ν1≤µ4

‖Pµg′|∇|(Pν1g
′
1)|∇|(Pν2g

′
2)‖L1

tL
2
x′

∼
∑

ν2≤ν1≤µ4

ν1ν2‖Pµg′Pν1g
′
1Pν2g

′
2‖L1

tL
2
x′

.
∑

ν2≤ν1≤µ4

ν1ν2‖Pµg′‖L2
t,x′
‖Pν1g

′
1‖L2

tL
∞
x′
‖Pν2g

′
2‖L∞t,x′

.
∑

ν2≤ν1≤µ4

ν
n+1

2
1 ν

n+2
2

2 ‖Pµg′‖L2
t,x′
‖Pν1g

′
1‖L2

t,x′
‖Pν2g

′
2‖L2

t,x′

.
∑

ν2≤ν1≤µ4

ν
n+1

2
1 ν

n+2
2

2 ‖Pµg′‖L2
t,x′
‖Pν1g

′
1‖L2

t,x′
‖Pν2g

′
2‖L2

t,x′
.

We have ∑
ν2≤ν1

ν
n+2

2
2 ‖Pν2g

′
2‖L2

t,x′
≤
∑
ν2≤ν1

ν
n+2

2
2 ν

−n+1
2

2 bν2

.ν
1
2
1

∑
ν2≤ν1

(
ν2

ν1

)
1
2 bν2 . ν

1
2
1 ,

after applying Cauchy-Schwartz inequality for l2ν2
. Therefore

‖I‖L1
tL

2
x′
.
∑
ν1≤µ4

ν
n+2

2
1 ‖Pµg′‖L2

t,x′
‖Pν1g

′
1‖L2

t,x′
≤ µ−

n+1
2 bµ

∑
ν1≤µ4

ν
1
2
1 bν1

≤ µ−
n
2 bµ

∑
ν1≤µ4

(
ν1

µ

) 1
2

bν1 ≤ µ−
n
2 b2
µ.

Type II: Undifferentiated high frequency with twice differentiated low frequency (the I2

term in (3.4.5)):

II =
∑
ν≤µ

4

Pµg
′Pν(|∇|2g′′)
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We estimate the norm:

‖II‖L1
tL

2
x′
.
∑
ν≤µ

4

‖Pµg′Pν(|∇|2g′′)‖L1
tL

2
x′
∼
∑
ν≤µ

4

ν2‖Pµg′Pνg′′‖L1
tL

2
x′

.
∑
ν≤µ

4

ν2‖Pµg′‖L2
t,x′
‖Pνg′′‖L2

tL
∞
x′

≤
∑
ν≤µ

4

ν
n+3

2 ‖Pµg′‖L2
t,x′
‖Pνg′′‖L2

t,x′

. µ−
n+1

2 bµ
∑
ν≤µ

4

ν
n+3

2 ν−
n+1

2 bν

≤ µ−
n−1

2 bµ
∑
ν≤µ

4

(
ν

µ

) 1
2

bν

≤ µ−
n+1

2 b2
µ.

Type III: Undifferentiated high frequency factor with differentiated high and low frequency
factors

III =
∑

4ν≤µ≤λ
4

Pλg
′
1|∇|(Pλg′2)|∇|(Pνg′3)

We estimate the norm:

‖III‖L1
tL

2
x′
.

∑
4ν≤µ≤λ

4

‖Pλg′1|∇|(Pλg′2)|∇|(Pνg′3)‖L1
tL

2
x′

∼
∑

4ν≤µ≤λ
4

νλ‖Pλg′1‖L2
tL

4
x′
‖Pλg′2‖L2

tL
4
x′
‖Pνg′3‖L∞t,x′

.
∑

4ν≤µ≤λ
4

ν
n+2

2 λ
n+1

2 ‖Pλg′1‖L2
t,x′
‖Pλg′2‖L2

t,x′
‖Pνg′3‖L2

t,x′

.
∑
µ≤λ

4

λ
n+1

2 λ−n−1b2
λ

∑
4ν≤µ

ν
n+2

2 ν−
n+1

2 bν

. µ−
n
2

∑
µ≤λ

4

(ν
λ

)n+1
2
b2
λ

∑
4ν≤µ

(
ν

µ

) 1
2

bν

. µ−
n
2 b2
µ,

after using the slow variation in the frequency envelope in λ sum and Cauchy-Schwartz
in ν.
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Type IV: Two differentiated high frequency factors

IV =
∑
µ≤λ

4

|∇|(Pλg′1)|∇|(Pλg′2)

We have

‖IV ‖L1
tL

2
x′
.
∑
µ≤λ

4

‖|∇|(Pλg′1)|∇|(Pλg′2)‖L1
tL

2
x′

≤
∑
µ≤λ

4

λ2‖Pλg′1‖L2
tL

4
x′
‖Pλg′2‖L2

tL
4
x′

.
∑
µ≤λ

4

λ
n+3

2 ‖Pλg′1‖L2
t,x′
‖Pλg′2‖L2

t,x′

. µ
n−1

2

∑
µ≤λ

4

(µ
λ

)n−1
2
b2
λ ≤ µ

n−1
2 b2

µ.

Proof of the Major lemma, Lemma 3.4.12: structure of the
curvature term

Proof of the Major Lemma, Lemma 3.4.12. We need to analyze the expressionR(l, ea, l, eb).
First we analyze the structure to see that, in two dimensions, the expression is covered by
the Minor Lemma and, in three dimensions, provide the additional estimates for the term
that doesn’t fall under the Minor Lemma. We have

R(l, ea, l, eb) =
1

1 + |du|2m
{Hessu(l, ea)Hessu(l, eb)

− Hessu(l, l)Hessu(ea, eb)},

where Hessψ is the Hessian of ψ. Observe that 1
1+|du|2 is of the form F (du) then the first

term is the easiest to deal with

Hessu(l, ea) =
∑
α,β

∂2u

∂xα∂xβ
lβeαa =

∑
α

eαa l(
∂u

∂xα
), (3.4.7)

We have ‖Pµ( 1
1+|du|2 |Σθ,r)‖L2 , ‖Pµeαa‖L2 ≤ µ−

n+1
2 bµ, therefore the term

1

1 + |du|2m
Hessu(l, ea)Hessu(l, eb)
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has the structure to which the minor lemma applies. We turn to the second term. Since u
satisfies the wave equation, we have

0 = �g(du)u = TrHessu = −2Hessu(l, l) +
n−1∑
c=1

Hessu(ec, ec). (3.4.8)

Now we see that for n = 2, we have only one vector field e1 and therefore

Hessu(e1, e1) = 2Hessu(l, l),

to which , along with Hessu(l, l), we apply a similar analysis as in (3.4.7) to see that the
product falls under the Minor Lemma. For the case n = 3 we further write

ea = hal +
∑
b

Kab
∂

∂xb
, a, b = 1, 2.

Then

Hessu(ea, eb) =hahbHess(l, l) +
∑
c

(haKcb + hbKca)Hessu(l,
∂

∂xa
)

+
∑
c,d

KcaKbd

∂2(u|Σθ,r)
∂xc∂xd

.

Therefore, only the last term is not of the structure for the minor lemma. We rewrite (3.4.8)
in the following form∑

a,b,c

KacKbc

∂2(u|Σθ,r)
∂xa∂xb

=−
∑
c

h2
cHessu(l, l)−

∑
hcKcaHessu(l,

∂

∂xa
)

+ 2Hessu(l, l).

But since g(du) is a small perturbation of the constant coefficient D’Alambertian, then the
matrix

∑
cKacKbc is a small perturbation of δab and therefore the left-hand side of the

equation above defines an elliptic operator on R2 which has an H2
x′ inverse with an H1

x′ error,
which is order −1 operator. Denote the inverse pseudo-differential operator Vt. We note
that every term on the right-hand side can be written as a linear combination of the terms
in the form h1l(h2) due to (3.4.7), where ‖Pµhi‖L2

t,x′
≤ µ−

n+1
2 bµ. Thus we can write

Hessu(
∂

∂xa
,
∂

∂xb
) =

∑
N

RN
abl(h2N) + ENh2N ,

where RN
ab is an order 0 pseudodifferential operator which corresponds to the operator

f 7→ ∂

∂xa

∂

∂xb
Vt(h1Nf)
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and EN is the error, which is of order −1, so we will neglect it, since we will apply only the
low frequency parts of the symbol on the high frequency functions. Therefore, the analysis
of the Minor Lemma, Lemma 3.4.11, needs to be modified to prove that a term of the form

h1l(h2)R′l(h3), where R′ is an order zero pseudo-differential operator with H
n+1

2
x symbol,

satisfies the conclusions of the Major and Minor Lemmas, i.e.

h1l(h2)R′l(h3) = l(f1) + f2.

Let a′ be the Kohn-Nirenberg (left quantization) symbol of R′, which we will denote as
R′ = Ta′ . To prove the statement we write R′ =

∑
µRµ where Rµ = TPµa′ . We also split

all the terms according to dyadic frequency. The proof proceeds in the same fashion as in
the Minor Lemma, where we consider the balance of frequencies of different terms but we
observe that only the estimate for first term depends on the precise structure, whereas for
the rest of the terms, the specifics of the structure was not important, only the frequencies
of differentiated terms. Therefore, we analyze the term

A = P<µh1(P<µl
i)
∂

∂xi
(P<µh2)Ta<µ(P<µl(Pµh3)), (3.4.9)

where
P<µ =

∑
ν≤µ

4

Pν , a<µ =
∑
ν≤µ

4

aν , aν = Pνa
′.

We will use symbol calculus for the term in (3.4.9). Let aν1(x, ξ) be the Kohn-Nirenberg sym-
bol of Rν1 and Lν2(x, ξ) = (Pν2l

I)ξI , the symbol of Pν2l
I ∂
∂xI

. The symbol of the composition
is

c(x, ξ) =

∫
aν1(x, ξ + η)l̂Iν2

(η)ξIe2πixηdη.

Observe that for

c′(x, ξ) =

∫
lIν2

(x)ηIaν1̂(η, ξ)e2πixηdη,

we have

aLν2 + c′ =

∫
lI(x)ν2(ξI + ηI)aν1̂(η, ξ)e2πixηdη

is the symbol of the operator Pν2l
I ∂
∂xI
◦Rν1 . Denote c′′ν1ν2

= c− aν1Lν2 . Denote

B′ = P<µh1(P<µl
i)
∂

∂xi
(P<µh2)((I − P<µ)l(RµPµh3)),

B′′ = P<µh1((I − P<µ)li)
∂

∂xi
(P<µh2)Rµ(P<µl(Pµh3)).

Then we have for A from (3.4.9)

A = P<µh1l(P<µh2)l(RµPµh3)−B′ −B′′ − C ′′ + C ′′, (3.4.10)
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where

C ′ = P<µh1(P<µl
i)
∂

∂xi
(P<µh2)

∑
νi≤µ4

Tc′ν1ν2 (Pµh3),

C ′′ = P<µh1(P<µl
i)
∂

∂xi
(P<µh2)

∑
νi≤µ4

Tc′′ν1ν2 (Pµh3).

We observe that the first term in (3.4.10) is covered by the Minor lemma, Lemma 3.4.11.
The terms B′ and B′′ are of type I or III from the proof of the Minor lemma. The precise
type depends on whether the highest frequency terms appear once or twice. This means that
B′ and B′′, satisfy the correct estimate. So we are left with verifying that C ′, C ′′ satisfy the
right estimate. To estimate the operators, we observe that after an application of Fourier
transform, we have

T̂ah =

∫
â(η − ξ, ξ)ĥ(ξ)dξ.

Therefore, we will estimate
‖Ta‖L2→L2 ≤ ‖â‖L1

ηL
∞
ξ
.

For C ′, we have that the symbol c′ is merely the l derivative of the symbol a and it is still
an order 0 pseudo-differential operator, thus

‖Tc′ν1ν2‖L2→L2 ≤ ‖Pν2l‖L∞t,x′‖ν1âν1‖L1
νL
∞
ξ
≤ ν

n
2

2 ‖Pν2l‖L2
x
ν
n
2

+1

1 ‖Pν1a‖L2
x

≤ ν
− 1

2
2 bν2ν

1
2
1 bν1 .

Thus after summing the low frequency undifferentiated terms we have

‖C ′‖L1
tL

2
x′
.‖P<µh1(P<µl

i)
∂

∂xi
(P<µh2)‖L2

tL
∞
x′
‖
∑
νi≤µ4

c′ν1ν2
(Pµh3)‖L2

t,x′

.
∑
νi≤µ4

ν
1
2
1 bν1ν

1
2
2 bν2µ

−n+1
2 bµ

.µ−
n−1

2 bµ
∑
νi≤µ4

(
ν1

µ

) 1
2

bν1

(
ν2

µ

) 1
2

bν2

.µ−
n−1

2 b2
µ.

For the term C ′′, we estimate the symbol c′′ν1ν2
as follows

c′′ν1ν2
(x, ξ) = c(x, ξ)− aν1(x, ξ)Lν2(x, ξ)

=

∫
[aν1(x, ξ + ρ)− aν1(x, ξ)]l̂Iν2

(ρ)ξIe2πixρdρ.
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Observe that due to frequency localization in lν2 , the integrand |ρ| ∼ ν2 and we can estimate

|aν1(x, ξ + ρ)− aν1(x, ξ)| ≤ sup
ρ
|ρ||∂ξaν1(x, ξ + ρ)|.

Since a is of order 0, we have |∂ξaν1(x, ξ + ρ)| ≤ 1
µ
ν
− 1

2
1 bν1 , from which we estimate

‖c′′ν1ν2
‖L1

ηL
∞
ξ
≤ ν2‖l̂ν2‖L1

ρ
‖∂ξaν1‖L1

ηL
∞
ξ
µ

≤ ν
n+2

2
2 ‖lν2‖L2

x
ν
n
2

1 ‖aν2(x, ξ)‖L2
xL
∞
ξ
≤ ν

− 1
2

1 bν1ν
1
2
2 bν2 ,

which is the same estimate as for c′ with indices switched. The rest of the estimate proceeds
similarly to the estimate of the C ′ term. This concludes the proof of the lemma.

3.5 The wave-packet parametrix construction

Construction of a wave packet

Sort of localized

We will fix a large number N and c > 0. Let T ⊆ Rm be a rectangle centered at the origin
and Ť the dual rectangle with the dimensions inverse to dimensions of T . We will say that
a function ψ is ”sort of” localized in (T, Ť ) if∑

a∈LŤ

|a|N‖ψ|Ť+a‖L2 +
∑
â∈LT

|â|N‖|ψ̂|T+â‖L2 ≤ 1,

where LT , LŤ are the dual lattices for (T, Ť ) and

ψ̂(ξ) > c, ∀ξ ∈ T,

Definition of a wave packet

Let θ ∈ Sn−1 be a direction. Let xθ = x · θ and x⊥ = x − xθθ. Identify x⊥ coordinates
with Rn−1 and consider the rectangle Tn−1 = [−λ 1

2 , λ
1
2 ]n−1 in x⊥ variables. Fix a function a

which is ”sort of” localized in (Tn−1, Ťn−1). Let ψ : R → R be a function, which is sort of
localized in the segment [−1, 1], which is strictly localized in the segment [−4, 4]. Define an
unnormalized mollifier on Rn via

Tλf = ψ̌λ ∗ f, ψ̌λ(y) = ψ̌(λ|y|), y ∈ Rn.

For a point x ∈ Rn and a direction θ ∈ Sn−1, let r = x · θ and define

ψθ,r = λ
n−3

4 Tλ(zZ),
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where
Z = δ(Fθ − r),

and
z(y) = z0(λ

1
2 (y′ − γ(t)),

where γ be the null geodesic which passes through x in the null direction sdt+ θ · dx, where
s is an appropriate constant and z0 is sort of localized in the rectangle [−1, 1]n−1. The
measure Z is a surface measure on the characteristic surface Σθ,r and we use the original
optical function Fθ to make a particular choice of the area measure.

Proposition 3.5.1. Let ψ = ψλ,θ be a normalized wave packet. We have

�gλψ = L(dg, dSλu) + λ
n−3

4 SλTλ
∑
0,1,2

ζmδ
(m)(xθ − φθ,r),

where ζm satisfy

‖Pµζm‖L∞t L2
x′
≤ ε21b

2
µλ

1−mµ−
n−1

2 .

Proof. We have

�gλPλψθ,r = λ
n−3

4 ([�gλ , PλTλ] + PλTλ�gλ) zδ(Fθ − r).

For the second term we have

�gλ(zδ(Fθ − r)) = z�gλδ(Fθ − r) + (�gλz)δ(Fθ − r) +Q0(z, δ(Fθ − r)).

Since F = Fθ be the defining function of the foliation, i.e. the Hamiltonian flowout of xθ.
Then ∇F = V is the light-like geodesic. Let {l, l, ei}i=1..n−1 be the orthonormal frame of
Σθ,r Denote κ = 〈V, l〉 and l = 1

κ
V . We have

�δ(F ) = div∇δ(F ) = div(V δ′(F )).

There are two terms in the divergence

div(V δ′(F )) = 〈V,∇δ′(F )〉+ divδ′(F ).

The first term is
〈V,∇δ(F )〉 = 〈V, V 〉δ′′(F ) = 0

because 〈V, V 〉 vanishes to the second order. For the second term, we will use the frame

div(V ) = −〈∇lV, l〉 − 〈∇lV, l〉+
∑
i

〈∇eiV, ei〉.

The first term vanishes since ∇lV = 1
κ
∇V V = 0 since V is a geodesic. The second term also

vanishes

〈∇lV, l〉 =
1

κ
〈∇lV, V 〉 =

1

κ

1

2
l(〈V, V 〉) = 0.
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Thus we are left with
〈∇eiV, ei〉 = κ〈∇eil, ei〉 = κχii.

The sum over i gives the trace and the final result is

�δ(F ) = κtrχδ′(F ).

Remark. As
|drθ − (θ · dx− dt)| ≤ ε1,

then
|φθ,r − φθ,r′ − (r − r′)| . ε1|r − r′|,

therefore we can consider the support of the packet as being contained in a foliation of char-
acteristic surfaces,

suppψλ,θ ⊆
⋃

r′∈C[− 1
λ
, 1
λ

]

Σθ,r′ .

Another conclusion that we can draw from this is that the change of coordinates (r, t, x′) 7→
(t, x′, φθ,r(t, x

′)) is Lipschitz continuous and thus the norms such as Lpt,x are equivalent to
LprL

p(Σθ,r) norms.

The following lemma will be important in obtaining the null-form estimates in Section
3.6.

Lemma 3.5.2. A wave packet ψ = ψν,θ satisfies

1.
‖l(ψ)‖L∞t,x ≤ ν

n+1
4 ‖∇ψ‖L2

t,x
,

2.
‖l(ψ)‖L∞t,x , ‖ea(ψ)‖L∞t,x ≤ ν

n−1
4 ‖∇ψ‖L2

t,x
.

Proof. Since ψν,θ is an l1 sum of functions which are frequency localized in a rectangle on

volume ν
n+1

2 , applying Sobolev inequality to each rectangle and then summing gives item 1,
after recalling that ψ is normalized to have norm 1 in H1.
For item 2, we would like to exploit the fact that in directions tangent to Σθ,r the wave

packet changes on the scale of λ
1
2 as opposed to λ in the transversal directions. We observe

the following as
‖dFθ − θ · dx− dt‖

L∞r H
n+1

2 (Σθ,r)
≤ ε1,

we fix (t, x′) and integrate this expression in θ direction to get

‖φθ,r − φθ,r′ − (r − r′)‖
H
n+1

2 (Σθ,r)
≤ ε1(r − r′),
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also since the bounds are uniform in r, we get

‖φθ,r − φθ,r′‖
H
n+3

2 (Σθ,r)
≤ ε1.

A simple interpolation implies

‖∇t,x′φθ,r −∇t,x′φθ,r′‖L∞(Σθ,r) ≤ (r − r′)
1
2 ε.

This estimate, together with H
n+1

2 (Rn) ⊆ C
1
2 (Rn) implies full 1

2
-Hölder continuity for the

tangential derivatives of φ. The fact that dφ − θ · dx is null can be used to recover the
transversal component of dφ by using the metric, which is also 1

2
-Hölder to conclude that

dφ is 1
2
-Hölder continuous. Since l is (metricly) adjoint to a multiple of dφ and the frame ea

was constructed via Gramm-Schmidt process, we conclude that the vector fields l, ea have
1
2
-Hölder continuous coefficients. Next we use PΣ

µ,t′x′ - the Littlewood-Paley projections in
the t′, x′ coordinates of the (r, t′, x′) coordinate frame. We extend the operation on vector
fields by

PΣ
ν,t′x′e = PΣ

ν,t′x′e
0 ∂

∂t′
+

n−1∑
i=1

PΣ
µ,t′x′e

i ∂

∂x′i
.

We split e = e≤ν + e>µ by applying PΣ
≤ν,t′x′ , P

Σ
>ν,t′x′ respectively. For e>ν we have

‖eα>ν‖L∞ ≤
1

ν
1
2

‖eα>ν‖L∞r H
n+1

2 (Rn)

which means that e>νψ satisfies the right bound by application of item 1. For e≤µ, we
observe that it is Hölder-1

2
continuous in (r, t, x′) coordinates and since the coordinates are

Lipschitz, it’s also Hölder-1
2

continuous in the regular coordinates. Therefore since Tν is a
mollifier on the scale ν−1 we get:

‖[e≤νTν − Tνe≤ν ](zZ)‖L∞ ≤ ν−
1
2‖∇Tν(zZ)‖L∞ ≤ ν

n−1
2 .

We have
e≤ν(zZ) = ν

1
2 z1Z + divΣe≤νzZ,

where z1(ν
1
2x) = z′(ν

1
2x), which satisfy ‖z, z1‖L∞ ≤ ν

n
2 due to ν

1
2 -scaling. We estimate

‖divΣe≤ν‖L∞ . ‖∇eα≤ν‖L∞ ≤ ν
1
2‖eα‖

L∞r H
n−1

2
t,x′ (Rn)

. ν
1
2 .

Therefore, with the H1-normalization, we have

‖Tνe≤ν(zZ)‖L∞ ≤ ν
n−1

2 ,

which completes the proof.
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Decomposition of the initial data into wave packets

Proposition 3.5.3. There exists C > 0 such that for every (v0, v1) ∈ H1(Rn)×L2(Rn) there
exists a function of the form

v =
∑

aλ,θ,kψλ,θ,k

such that

v|t=0 = v0,
∂

∂t
v|t=0 = v1

and ∑
λ,θ,k

a2
λ,θ,k ≤ C(‖du0‖2

L2 + ‖u1‖2).

Proof. We will fix ψ a sort of localized function in the box [−1, 1]n−1 and K > 0, which
we specify momentarily. As ψλ,θ,k are frequency localized, we can assume without loss of
generality that v0 = Pλv0, v1 = Pλv1 for some dyadic λ. Consider Ω a collection of maximally
λ−

1
2 separated unit vectors. Use a partition of unity of Sn−1 subordinate to λ−

1
2 sectors

around the vectors of Ω to write

v̂0 =
∑
ω∈Ω

v̂ω0 , v̂1 =
∑
ω∈Ω

v̂ω1 .

For simplicity replace v̂ω1 with v̂ω1
1
ω·ξ and v̂1 with the sum of the new v̂i,ω. We consider the

support of v̂ωi as contained in the box Bω = [λ, 2λ]ω × C, where Cω = [−Kλ 1
2 , Kλ

1
2 ]⊥ω.

Next consider a rotation Rω ∈ SO(n − 2) such that fω = ψ̂( 1
λ
Rωξ) is supported in the box

[−λ 1
2 , λ

1
2 ]⊥ω. Then we take the function

v̂ωi
fω

as a periodic function in a box Bω and with the
corresponding Fourier series

br,α,i =

∫
Bω

e−i(rω·ξ+θ·ξ)
v̂ωi
fω
dξ, r ∈ 1

λ
Z, α ∈ LC , i = 0, 1

where LC is the dual lattice to the box Cω. Define

Ṽi,ω(x) =
∑
r,α

br,α,iχ̌[λ,2λ](x · ω − r)f̌ω(x′ − α).

Our construction is geared toward achieving

ˆ̃Vi,ω|Bω = v̂ωi , i = 0, 1.

As the translates of ψ̌ are almost orthogonal, we have ‖Ṽi,ω‖L2 ≤ c‖vi,ω‖Ḣ1 . Therefore we
define K such that ‖ψ − ψ|[−K,K]n−1‖Ḣ1 ≤ 1

4c
‖ψ‖Ḣ1 . This implies

‖vi −
∑
ω∈Ω

Ṽi,ω‖Ḣ1 ≤
1

4
‖vi‖Ḣ1 ,
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This is enough, as we can apply the same construction on the difference vi −
∑

ω∈Ω Ṽi,ω and
subsequent errors to get a convergent sum such that

vi,ω =
∑
r,α

ar,α,iχ̌[λ,2λ](x · ω − r)f̌ω(x′ − α).

Then assign the wave packet ψω,r,α,± be the wave packet that corresponds to the surface
Σω,r,± with initial data f̌ω(x′ − α) on it. Then we can define

v =
∑
ω,r,α

aω,r,α,+ψω,r,α,+ + aω,r,α,−ψω,r,α,−,

where

aω,r,α,± = aω,r,α,0 +
1

s±(r, α)
aω,r,α,1, ‖s±dt− ω · dx‖g = 0.

Almost orthogonality

Proposition 3.5.4. Let v =
∑

θ,j aθ,jψθ,j then

‖dSλv‖L∞t L2
x
.
(∑

a2
θ,j

) 1
2
, (3.5.1)

‖�gλdSλv‖L∞t L2
x
. ε21

(∑
a2
θ,j

) 1
2
. (3.5.2)

Proof. We will seek to prove fixed time energy estimates for expressions of the form

v =
∑
θ,j

aθ,jSλTλz̃(λ
1
2 t, λ

1
2x⊥θ )ζθ,jδxθ−φθ,r ,

where ζθ,j satisfy

‖Pνζθ,j‖L∞t L2
x′
≤ ε21b

2
νν
−n−1

2 .

We will first combine packets with the same angle

vθ =
∑
j

aθ,jSλTλz̃(λ
1
2 t, λ

1
2x⊥θ )ζθ,jδxθ−φθ,r .

Next we apply the Littlewood Paley projection Pν in the (t, x⊥θ ) variables on every ζ:

vθ,ν =
∑
j

aθ,jSλTλz̃(λ
1
2 t, λ

1
2x⊥θ )Pνζθ,jδxθ−φθ,r .
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We estimate
‖
∑
θ

vθ,ν‖2
L2
x

=
∑
θ,θ′

〈v̂θ′,ν , v̂θ,ν〉L2
ξ(Rn).

Consider two cases. First case: ν ≥ λ
1
2 . Then the angular part Fourier support of Tλz̃θ in an

angle λ−
1
2 around the direction θ. As the angles are λ−

1
2 separated, different wave-packets

are almost orthogonal. Multiplication with an expression of the form Pνζθ is a convolution of
ˆ̃z with a function supported in a rectangle of size [−ν, ν]n−1 in the x⊥θ variables. Therefore,
the angular support of the convolution will now be at an angle ≈ ν

λ
around θ, therefore vθ

will intersect ≈
(

ν

λ
1
2

)n−1

different v′θ. Next we estimate the L2 norm of the product

‖z̃Pµζ‖L2
x′
≤ ‖z̃‖L∞‖Pµζ‖L2

x′
≤ λ

n−1
4 ε21b

2
νν
−n−1

2 .

Therefore we get

‖
∑
θ

vθ,ν‖2
L2
x
. νn−1ε41b

4
νν
−(n−1)

∑
θ

a2
θ,j.

The second case is ν ≤ λ
1
2 and we argue that the estimate remains the same since the

angular support now does not grow significantly and the wave packets maintain their almost
orthogonality. Then estimate ‖Pνζ‖L∞ ≤ ν

n−1
2 ‖Pνζ‖L2 follows by Sobolev embedding which

gives the same factor in the end.
To complete the estimate we simply sum in ν

‖
∑
θ

vθ‖L2
x
≤
∑
ν

‖
∑
θ

vθ,ν‖L2
x
≤

(∑
θ

a2
θ,j

) 1
2

ε21
∑
ν

b2
ν .

3.6 Bilinear estimates

In this section, we intend to establish the following statement

Proposition 3.6.1. Let v, w solve �g(du)v = 0, �g(du)w = 0 with initial data (v0, v1) and
(w0, w1), respectively. then

‖Q0(w, v)‖
H
n−1

2
t,x

. ‖(dw0, w1)‖
H
n−1

2
x

‖(dv0, v1)‖
H
n−1

2
x

.

We will write w in terms of wave packets by applying the Duhamel formula and presenting
w as a time integral of wave packets which start at different times.

Pνw(t, x) =

∫ t

0

∑
θ

as,ν,θψν,θds.
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Therefore for ν ≤ µ we can consider:

Q0(Pνw,Pµv) =
∑
θ

aν,θQ0(ψν,θ, Pµv).

For fixed ν, θ decompose Q0 in terms of the lθ, lθ, ea,θ of the packet, we get

Q0(Pνw,Pµv) =
∑
θ

aν,θQ0(ψν,θ, Pµv) = (3.6.1)

=
∑
θ

aν,θ

[
lθψν,θlθ(Pµv) +

n−1∑
b=1

eb,θ(ψν,θ)eb,θ(Pµv)

+ lθ(ψν,θ)lθ(Pµv)
]
.

We analyze these three terms separately.

Claim 3.6.2. There exist δ > 0, C such that

‖
∑
θ

aν,θlθ(ψν,θ)lθ(Pµv)‖L2
t,x
≤ ν

n−1
2
−δ(
∑
θ

a2
ν,θ)

1/2‖Pµv‖H1
t,x
.

Proof. We will drop ν from the notation. We square the left hand side and write an integral
of double sum ∫ ∑

θ,θ′

aθ′aθlθ′(ψθ′)lθ(ψθ)lθ(Pµv)lθ′(Pµv)dtdx.

We have ∫
lθ′(ψθ′)lθ(ψθ)lθ(Pµv)lθ′(Pµv)dtdx ≤

‖lθ′(ψθ′)‖L∞‖lθ(ψθ)‖L∞
∫
I

|lθ(Pµv)lθ′(Pµv)|dtdx,

where I = supp(ψν,θ)∩ supp(ψν,θ′) is the intersection of the supports of each packet. We use
item 2 in Lemma 3.5.2 to estimate the L∞ norm of the packets. For the last term, we use
energy estimates (combined with the fact that the coefficients of l are bounded)∫

I

|lθ(Pµv)lθ′(Pµv)|dtdx . ‖∇(Pµv)‖2
L2(I) ≤ Tθ,θ′‖∇(Pµv)‖2

L∞t L
2
x

≤ Tθ,θ′‖Pµv‖2
H1
t,x
,

where Tθ,θ′ is the maximal time dimension of the intersection of the support of the packets,
which we call ”time of interaction”. Let α be the angle between θ and θ′ and suppose α
is small but not insignificant. Then we can estimate the time of the interaction projecting
to (t, xθ) plane, where we have a Lipschitz image of a rectangle at angle π

4
of length 1 and
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width ν−1 and another Lipschitz image rectangle of length 1 and width . ν−
1
2 at angle

arccos(1
2

+ (1 + ε)1
2

cosα) ≈ α2 to the second rectangle. Therefore, we estimate the time of
interaction by

Tθ,θ′ . min(1,
ν−

1
2

α2
),

For angles smaller then α, we will estimate the time of interaction by 1 and for angles
larger then α the time of interaction is smaller, therefore the estimate above is correct with
α as a yet determined threshold. We can also sum in θ′ as we observe that there are at most
α
n−1

2 ν
n−1

2 packets with angle less then α with respect to θ and less then ν
n−1

2 packets overall.
Therefore ∑

θ′

Tθ,θ′ ≤ α
n−1

2 ν
n−1

2 +
ν−

1
2

α2
ν
n−1

2 ≤ ν
n−1

2 ν−
n−1

2(n+3) .

after choosing α = ν−
1

n+3 . Apply Schur’s lemma to conclude∑
θ,θ′

aθaθ′Tθ,θ′ ≤ ν
n−1

2 ν−
n−1

2(n+3)

∑
θ

a2
θ.

Combining the estimate, we conclude∫ ∑
θ,θ′

aθ′aθlθ′(ψθ′)lθ(ψθ)lθ(Pµv)lθ′(Pµv)dtdx

. νn−1−2δ(
∑
θ

a2
θ)‖Pµv‖L∞t H1

x
,

where δ = − n−1
4(n+3)

, which is the desired estimate.

Claim 3.6.3. There exist δ > 0, C such that

‖
∑
θ

n−1∑
b=1

aν,θeb,θ(ψν,θ)eb,θ(Pµv)‖L2
t,x
≤ Cν

n−1
2
−δ(
∑
θ

a2
ν,θ)

1/2‖Pµv‖L∞t H1
x
.

Proof. We can fix b by adding to multiplicative constant. Next, we estimate

‖eb,θ(ψν,θ)eb,θ(Pµv)‖L2
t,x
. ‖eb,θ(ψν,θ)‖L∞‖eb,θ(Pµv)‖L2

t,x
.

For the first term, we use item 2 in Lemma 3.5.2 to get

‖eb,θ(ψν,θ)‖L∞ ≤ ν
n−1

4 .

For the second term, we use the characteristic energy estimate on the support of the wave
packet.

‖eb,θ(Pµv)‖L2
t,x(suppψ) . ‖eb,θ(Pµv)‖L2

rL
2(Σθ,r∩suppψ).
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The support of ψ consists of l1 combination of boxes of thickness ν−1 in the r variable.
Therefore, we have

‖eb,θ(Pµv)‖L2
rL

2(Σθ,r∩suppψ) . ν−
1
2‖eb,θ(Pµv)‖L∞r L2(Σθ,r)

. ν−
1
2‖Pµv‖L∞t H1

x
.

Lastly, we recall that there are at most ν
n−1

2 angles in the orthogonal decomposition, which
we will use to convert the sum in θ into the sum of squares to get

‖
∑
θ

n−1∑
b=1

aν,θeb,θ(ψν,θ)eb,θ(Pµv)‖L2
t,x
. ν

n−3
4

∑
θ

n−1∑
b=1

aν,θ‖(Pµv)‖L∞t H1
x

. Cν
n−2

2 (
∑
θ

a2
ν,θ)

1/2‖Pµv‖L∞t H1
x
.

The presence of exponent δ allows to sum up the lower frequencies to produce the bilinear
estimate. This leaves us with the task of estimating the last term in (3.6.1).

Claim 3.6.4. Let ν2 ≤ ν1 ≤ µ. Let ψi = ψθi,µi , i = 1, 2 be wave packets and �v = 0 then∫
lθ1(ψ1)lθ2(ψ2)lθ1(Pµv)lθ2(Pµv) .

(
ν2

ν1

) 1
2

ν
n−1

4
1 ν

n−1
4

2 ‖Pµv‖2
L∞t H

1
x
. (3.6.2)

Proof. We decompose lθ2 = c1lθ1 + c2lθ1 + ca3eθ1,a. After substituting this decomposition into
(3.6.2) we see that the last two terms have the right form, since we can use the characteristic
energy estimate like in the previous Claim for the support of the packet ψ1 to obtain

‖lθ1(Pµv)eθ1(Pµv)‖L2 ≤ 1

ν1

‖Pµv‖2
L∞t H

1
x
.

Thus ∫
lθ1(ψ1)lθ2(ψ2)lθ1(Pµv)eθ1(Pµv)

≤ ‖∇ψ1‖L∞‖∇ψ2‖L∞‖lθ1(Pµv)eθ1(Pµv)‖L2

≤ ν
n+1

4
1 ν

n+1
4

2 ν−1
1 ‖Pµv‖2

L∞t H
1
x

≤ ν
1
2
2

ν
1
2
1

ν
n−1

4
1 ν

n−1
4

2 ‖Pµv‖2
L∞t H

1
x
.

This has an off-diagonal decay in ν1, ν2, which is what we look for. Therefore we need to
estimate ∫

lθ1(ψ1)lθ2(ψ2)lθ1(Pµv)lθ1(Pµv).
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Let us drop the indices from the equation, as we are now only interested in the ν1, θ1 null-
frame. We will integrate by parts and employ the equation

l(l(Pµv)Pµv) = l(Pµv)l(Pµv)− ll(Pµv)Pµv

= l(Pµv)l(Pµv)− eaea(Pµv)Pµv.

Therefore, we have

l(Pµv)l(Pµv) = l(l(Pµv)Pµv) + ea(ea(Pµv)Pµv) + ea(Pµv)ea(Pµv).

The last expression allows us to use the characteristic energy estimate of the lower frequency
and thus has the off-diagonal decay. Integrating by parts in the first two expressions gives
as a term of the form ∫

∇ψ1∇2ψ2l(Pµv)Pµv.

We will use the characteristic energy estimate again

‖l(Pµv)Pµv‖L2 ≤ 1

µν1

‖Pµv‖2
L∞t H

1
x
.

Therefore, we have ∫
∇ψ1∇2ψ2l(Pµv)Pµv ≤ ν

n+1
4

2 ν
n+5

4
1

1

µν1

‖Pµv‖2
L∞t H

1
x
,

which has the right form since ν1 ≤ µ.

Combined with the fact that there are at most ν
n−1

2 angles, we can now write

∑
ν≤ν′≤ν,θ,θ′

aν′,θ′aν,θ

∫
lθ′(ψθ′)lθ(ψθ)lθ(Pµv)lθ′(Pµv)dtdx

≤
∑
ν≤ν′

( ν
ν ′

) 1
2
ν
n−1

2 ν ′
n−1

2 (
∑
θ

a2
ν,θ)

1/2(
∑
θ

a2
ν′,θ′)

1/2‖Pµv‖2
L∞t H

1
x
.

Thus using the off-diagonal decay, we can sum ν, ν ′ variables to avoid the logarithmic diver-
gence.
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