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ABSTRACT OF THE DISSERTATION 

Integrating Multimodal Data for Personalized Models of Cancer 

by 

Amy Lauren Cummings

Doctor of Philosophy in Bioengineering 

University of California, Los Angeles, 2022 

Professor Alex Ahn-Tuan Bui, Chair 

Advances in next-generation sequencing coupled with comparative analyses have had 

tremendous implication for oncology. Differentially expressed genomic features have revealed 

molecular pathways, oncogenic drivers, and resistance patterns targeted by drug development 

leading to significant decreases in cancer mortality. The introduction of high throughput multi-

omics, including transcriptomics, epigenomics, and proteomics, promised to scale translational 

innovation. Increasing feature complexity, however, cannot be comparatively resolved, and many 

efforts in this space have failed due to inconclusive or conflicting results. Computational systems 

biology and functional genomics have proposed dynamic integration of multiple molecular 

pathway models for data harmonization, yet the requirement for complete information has biased 

discovery. Similarly, the incorporation of probabilistic approaches that constrain features may 

obscure incremental biologic effects. This problem is exemplified by the several dozen cancer 

genomic biomarkers and models from peer-reviewed high impact publications that do not meet 

statistical significance when applied beyond their training and validation datasets.  
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This dissertation seeks to employ a scientifically rigorous process of evaluation using iterative 

modeling to benchmark multiomic comparisons. First, this research develops a framework for 

characterizing multimodal data based on structural and functional information. Second, this 

research benchmarks similarity metrics using varied data structures, offering techniques to reveal 

key biologic differences using probabilistic modeling (hierarchical clustering). This framework is 

then applied to neoepitope prediction incorporating human leukocyte antigen-B supertypes and 

used to resolve previously inconclusive and conflicting results, including the difference in survival 

based on B44 supertype in patients with non-small cell lung cancer (NSCLC) and melanoma 

treated with immune checkpoint blockade (ICB). 

Ultimately, this dissertation advances our understanding of the interaction between feature 

selection and power in multiomic analyses and offers recommendations to enhance the reliability 

of these investigations.  
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CHAPTER 1 

Introduction 

1.1 Motivation 

The earliest comparative studies of cancer genomics were unintentional. Using gel 

electrophoreses, the pan-cancer tumor suppressor p53, the most commonly mutated gene in 

cancer, was found when untreated control cancer cells exhibited the same size protein induced 

by an oncogenic virus.1 Ever since, differential gene expression has been the most used analytic 

methodology in cancer genomics. Early successes established signaling pathways/co-

expression, often using unsupervised clustering,2-8 and identified multiple oncogenic drivers, or 

key mutations responsible for the initiation and maintenance of cancer, including alterations to 

human epidermal growth factor receptor 2 (HER2) and other tyrosine kinase growth factor 

receptors.9-11 Targeting this low-hanging fruit resulted in incredibly meaningful improvements in 

cancer survival,12-14 but most cancer patients do not exhibit targetable mutations,15 and of those 

who do, only a proportion will respond and only for a limited time.  

Advances in next-generation sequencing, multiplexing, high-throughput multiomics, and 

the public availability and standardization of bioinformatics workflows16-24 promised to inspire and 

widen translational efforts, but treatment strategies leveraging these data have yielded 

disappointing outcomes. The National Cancer Institute Molecular Analysis for Therapy Choice 

(NCI-MATCH) trial, one of the largest endeavors using varied molecular biomarkers, assigned 

875 participants to 37 genotype-matched treatment cohorts and showed an overall response rate 

of 7.5%, no different than standard second-line chemotherapy.25, 26 Moreover, the recent 

investigation of several dozen multiomic biomarkers identified in peer-reviewed high impact 

publications showed that most failed to reach statistical significance and exhibited inconsistent 

findings when applied across cancer histology.27 
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The complexity of genomic data, inability to account for multimodal multivariable 

interactions, and large number of redundant variables in relatively small sample sizes have been 

identified as key determinants in multiomic analytic shortcomings.28-33 Computational systems 

biology and functional genomics tackled these issues with dynamic integration of multiple 

molecular pathway models, leveraging unsupervised machine learning techniques to make key 

progress in resolving inconsistent findings.34-37 The Pathway Recognition Algorithm using Data 

Integration on Genomic Models (PARADIGM), for example, was able to successfully delineate 

subtypes of glioblastoma based on transcriptomic information, but only reaffirmed known clinically 

relevant subgroups, suggesting a tendency of these approaches to bias discovery and 

recapitulate what is already known.36 Probabilistic approaches using Bayesian and Markov chain 

Monte Carlo (MCMC) sampling similarly have integrated multiomic data successfully and have 

been proven capable of generating novel insight.38-42 Onco-Multi-OMICS, for instance, showed 

cancer-specific histone marks associate with transcriptional changes in driver genes in head and 

neck squamous cell carcinoma, uniquely marrying the concepts of epigenetics and driver 

mutations in cancer evolution.41 This model has not been applied to other histology types, 

however, and a review of a dozen probabilistic models integrating multiomic analyses did not 

identify any approach that was successful in more than one clinical scenario,43 suggesting these 

approaches may lack flexibility and cannot be broadly applied. 

Through this lens, challenges in multiomic analyses are explored throughout this 

dissertation to evaluate systematic strategies to identify meaningful change and relative value in 

cancer multiomic models, particularly with respect to managing noise in small sample sizes and 

enabling model flexibility. 
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1.2 Contributions 

This dissertation advances our understanding of practical applications of multiomic-based model 

development and establishes techniques to improve reproducibility and iteration of multiomic 

analyses across cancer histology by fulfilling the following two aims: 

• Aim 1: Developing a framework for characterizing multimodal data. This dissertation supports 

an expanded role for germline and normal tissue in cancer multiomic analyses. While the 

inclusion of a germline sample is routine in DNA-based variant analyses and done for the 

purpose of decreasing false positive variant calls,44 normal tissue and cancer multiomic 

analyses are typically performed separately and compared as a final step (when compared at 

all). This dissertation supports using germline and normal tissue features to identify expected 

or probabilistic findings at each step of analysis, enabling identification not only of features 

that are statistically different, but also those that are expectedly different and unexpectedly 

similar. Using this framework, these experiments reveal technical artifacts and associations 

that otherwise could lead to spurious results as well as demonstrate the relationship of 

probabilistic distributions to numbers of observed events, thereby enabling discernment of 

nuanced subgroups. 

• Aim 2: Benchmarking similarity metrics using genomic data. Experiments performed as part 

of this aim suggest the introduction of error and noise to dissimilar datasets leads to shifts in 

data structure that falsely enhance measured similarity. To protect against this source of error, 

this dissertation demonstrates repeat measurements with similarity metrics with distinct 

strengths (i.e., distance metrics more and less sensitive to scale and non-distance metrics) 

increases reliability and helps maintain inherent data structure. This idea is demonstrated in 

two methodologies commonly used in multiomic analyses: (1) comparisons at an individual 

level for the purpose of showing meaningful change, and (2) comparisons across a cohort for 

subgroup discovery. Using standard single variable and regression models, subsequent 
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experiments demonstrate how multiomic analyses with small sized cohorts tend to lack power, 

particularly with queries requiring higher feature complexity. Using the techniques and known 

and uncovered relationships from Aims 1 and 2, probabilistic, iterated model experiments 

demonstrate utility in resolving increasingly complex and varied queries, such as the role of 

mutational signature in cancer-immune interactions and transcriptomic and epigenetic 

features associated with protein expression.  

Motivating scenario. Immune checkpoint blockade (ICB) is arguably the most important 

therapeutic advance in cancer in the past decade, yet prediction of clinical benefit remains 

challenging. Most advanced cancer patients receive ICB at some point in their disease although 

only a third will benefit clinically. This approach is at great cost to healthcare systems at over 

$30B worldwide in 2021 (projected $1.4T by 2030)45 – and not without toxicity, including fatal 

toxicities occurring at a rate of 0.6%.46, 47 The significance of this clinical problem and the 

underlying conflicting evidence of relevant biomarkers provides a foundation for exploring and 

developing methods in this dissertation, particularly with respect to cancer-immune interactions. 

1.3 Organization 

The remaining chapters of this dissertation are organized as follows: 

• Chapter 2 describes the technical background of major aspects of this dissertation, including 

techniques used in dataset creation, methods for structuring and interrogating relationships 

among multiomic data, and approaches to computational analyses. 

• Chapter 3 presents the framework for multimodal data characterization, showing that 

incorporating germline and normal tissue comparisons helps limit redundant variables and 

reveals technical artifacts and associations, improving model robustness against spurious 

results. 
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• Chapter 4 discusses the impact of noise in multiomic analyses, benchmarking similarity 

metrics commonly used for characterization and demonstrating the value of repeat 

measurements with metrics leveraging distinct techniques. 

• Chapter 5 applies these principles in multiomic analyses focusing on cancer-immune 

interactions, demonstrating limitations of feature selection and power with standard 

approaches and the value of personalized, iterative modeling in resolving discrepancies and 

answering complex queries in small sample sizes. 

Finally, Chapter 6 summarizes the contributions and findings from this dissertation, and then 

provides possible directions to build on these developments to serve the goal of enhancing 

reliability in multiomic investigations.  
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CHAPTER 2 

Background 

This chapter provides an overview of current methods pertinent to the methodological 

developments in this dissertation. We first discuss the challenges of multiomic analyses, focusing 

on cancer-specific models, and current approaches to solving these problems. Two specific areas 

are then described, highlighting state-of-the-art methods and approaches: (1) strategies for 

managing conflicting information; and (2) techniques for assessing data similarity. Details of 

comparable biologically driven multiomic models are presented in subsequent chapters. 

2.1 Challenges in Multiomic Analyses 

Genomic data complexity. Cancer is, by definition, genomic instability that results in 

unrestrained growth and/or inappropriate persistence of abnormal cells.48 Based on the central 

dogma of molecular biology, intermediary/regulatory elements (i.e., epigenetics) transform an 

individual’s blueprint of three billion DNA base pairs into RNA and amino acid sequences that 

form all protein responsible for life processes,49 as illustrated in Fig. 2.1. Alterations to this 

blueprint may hijack any cellular process and/or change the behavior, expression, or regulation 

of any of these components or their networks, as well as vary over space, time, and impact.50-63 

Multiomic analyses thereby require interpretation of molecular variation at each level of 

interaction, balancing techniques for robust data structure/integration and dimensionality 

reduction with appropriately powered cohorts. Key advances have drawn extensively from the 

fields of statistics, information theory, and machine learning (ML) for these purposes.  

Multiomic data structure/integration. Currently, there are two main approaches to integrating 

omics data: sequential and simultaneous.64 Sequential approaches allow for the confirmation or 

refinement of findings based on one data type, with additional analyses of further omics data 
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obtained from the same set of samples.65 Simultaneous approaches combine omics data into 

single probabilistic models, often using a two-step optimization procedure.66 Sequential 

approaches tend to confer hierarchical relationships among omics layers while simultaneous 

approaches are less biased in structure. Both model types require computational approaches that 

apply several methods to carry out a sequence of tasks in a “pipeline”.64 Those methods that use 

graphs to model the interactions among variables are “network-based” and consider currently 

known or predicted relationships between biologic variables.67 Those techniques that are 

Bayesian use statistical models which, starting from an a priori assumption about data probability 

distribution, compute updated posterior probability distributions68 [note (un)supervised learning 

algorithms are considered network-free and non-Bayesian]. These approaches and techniques 

Figure 2.1: Central dogma of molecular biology. 

Adapted from stock images with Creative Commons (CC) licenses available upon request.  
Not drawn to scale. 
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enable the creation of varied data structures, each with their benefits and limitations, which are 

explored in subsequent components of this dissertation. 

Dimensionality reduction. Motivating scenarios for multiomic analyses drive the selection of 

statistical tools embedded in both sequential and simultaneous multiomic model pipelines. 

These scenarios are typically described as: (1) the characterization of molecular behaviors, 

mechanisms, and/or relationships, (2) subgroup classification, or (3) prediction of an outcome or 

phenotype.69 The approach to dimensionality reduction given these distinct purposes is variable, 

contributing to limitations in cross-model comparisons and flexible application. 

Partial least squares (PLS) and principal component analysis (PCA), in addition to 

variations of both these techniques, are the most used to identify predictors of a response dataset. 

PLS leverages linear combinations of predictors (enabling supervision) to define a new set of 

features chosen so that the highest weight is assigned to variables most strongly correlated to an 

outcome.70 PCA, in contrast, is unsupervised, using a set of 𝑝𝑝 variables represented as unit 

vectors (jointly normally distributed), where the 𝑖𝑖-th vector is the direction of a line that best fits 

the data while being orthogonal to the first 𝑖𝑖 − 1 vector, explaining variance through 𝑝𝑝 iterations, 

reducing (even highly correlated) variables to an independent set. Other commonly used 

strategies for dimensionality reduction involve (un)supervised clustering using expectation-

maximization algorithms,71 Lasso penalized regression,72 gene set analysis,73 and pairwise 

correlation analysis,74 many of which employ false discovery rate (FDR), or Benjamini-Hochberg 

corrections, to correct for multiple hypothesis testing.75 

Power 

Calculating power, or the probability that a test of significance will detect a deviation from a null 

hypothesis should such a deviation exist, is limited in multiomic models due both to a lack of 

comparative performance parameters across omic technologies and the presence of redundant 
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variables in relatively small sample sizes.76 Central to these issues are the unique and often 

conflicting characteristics inherent to each omic technology.  

Relationship mapping 

At a practical level, multiomic data structure relies on relationships of primary measurement layers 

that require mapping of variables or leverage of a common unit. Each omic feature and how it is 

measured, however, has been independently developed, leading to distinct methodologies and 

ontologies summarized in Table 2.1. As RNA expression data is the most common multiomic data 

and resolved at the level of the gene,76 data are classically mapped based on gene identifiers, 

which leads to inherent dataset shift and feature loss as some multiomic data have more refined 

identifiers based on transcript or reference sequence.77 Methylation data, for instance, are 

measured with probes that assess CpG islands (areas of methylation near promoter regions of 

genes) annotated with transcript identifiers – each gene has multiple probes and each probe can 

cover multiple genes. Protein data are annotated with reference sequences that are unique to 

both gene and transcript identifiers.78 Notably, microRNA (miRNA) notation is sequential based 

on discovery date, with “*” notation used to differentiate predominantly expressed miRNA 

sequences from other sequences that originate from the same predicted precursor (* is used for 

the less expressed sequence).79 A reliable mapping of the miRNA interactome, including how 

miRNA interact with target messenger RNA (mRNA) or partner with long, noncoding RNAs and 

pseudogenes, has yet to be elucidated, limiting the applicability of miRNA data to multiomic 

analyses.80 For this reason, miRNA are not included in this dissertation’s experiments (see 

Section 2.2, systematic exclusion as a method for managing conflicting information). 

Technical limitations 

Beyond relational data structure limitations, each multiomic assessment also contributes unique 

technical limitations at both data creation and normalization steps that affect overall data structure 

and reliability. The vast majority of multiomic data (currently) is produced by bulk analyses, which 
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Table 2.1: Distinct methodologies and ontologies in multiomic data. 

Aa – amino acid, ASCAT2 – Allele-Specific Copy number Analysis of Tumors 2,24 CPTAC – Clinical Proteomic Tumor Analysis Consortium,81 ENSG 
– Ensembl gene identification,82 MS – mass spectrometry,83, 84 NCBI – National Center for Biotechnology Information, NP – nomenclature protein,79 
seq – sequencing, SNP – single nucleotide polymorphism, SNV – single nucleotide variant, SeSAMe – SEnsible Step-wise Analysis of Methylation 
data,85 STAR – Spliced Transcripts Alignment to a Reference,86 TCGA – The Cancer Genome Atlas,87 VEP – Variant Effect Predictor.82 
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leads to sources of error as well as architectural feature loss due to multiplexing techniques and 

raw material limitations.33 For example, whole exome sequencing (WES) provides comprehensive 

coverage of a targeted space (i.e., DNA that leads to protein creation), but coverage of the 

reference genome varies based on sample library preparation.88 Samples that have features 

leading to poor library preparations, such as small biopsy size, will systematically be excluded 

from multiomic analyses, leading to discovery bias for specimens that are easier to obtain (e.g., 

melanoma), and/or have larger volumes, a key limitation in the interpretation of The Cancer 

Genome Atlas (TCGA) cancer specimens.89  

Additionally, WES Illumina platforms, the most used NGS technology, rely on cyclic 

reversible termination. Even with an accuracy rate of >99.5%, this underrepresents adenine-

thymine and guanine-cytosine-rich regions, exhibiting a tendency towards substitution errors, 

leading to a false-positive rate of 2.5%.90 The Broad Institute’s MuTect2 algorithm, the most used 

approach for variant calling, has been developed to address this issue by pairing a matched 

germline sample to cancer samples to improve somatic, or mutated, single nucleotide variant calls 

(SNVs), requiring a prespecified number of observations to make a variant call.44 While helpful 

for specificity, poorly processed specimens, rare events, and/or unequal coverage of regions can 

cause dataset shift and contribute to data missingness.   

In juxtaposition, mass spectrometry (MS) experiments are strongly biased toward 

abundant proteins.91 MS experiments are known for creating multiple spectra of the same peptide 

ion and multiple peptides of the same protein, with varying quantitative patterns within and 

between MS runs.92, 93 These intensities can further be compromised by ion interference due to 

co-isolation and co-fragmenting of isobaric ions, with technical variation coming from sample 

preparation and instrument fluctuation, limiting the ability to discern reliable differences in protein 

quantification.94 Including a common reference increases precision by facilitating normalization 
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across batches, although other approaches pool samples to create a reference to dampen 

individual effects.95  

To address these technical limitations, MS-GF+, software that analyzes tandem mass 

spectra, relies on E-value cutoffs that reflect the number of times a peptide matches incorrectly 

based on a target-decoy approach.84 This target decoy approach substitutes other amino acids in 

the last position of the observed peptide, which are then matched to observed data in ProteinDB 

to estimate FDRs with a dot-product.84 With prespecified E-values typically set at <0.001 (one 

erroneous match out of 1000), there is high fidelity in peptide spectral matches with adequate E-

values, but only about half of peptides are identified, contributing to data missingness and bias 

against abnormal proteins.96 As such, the order in which WES and MS layers are incorporated 

can dramatically alter data structure due to mismatches in data missingness, with irregularities in 

the technical processing compounding spurious results and/or leading to experiment failure.97 

Performance evaluation 

While most omic technologies include Figures of Merit (FoM) such as accuracy, reproducibility, 

sensitivity, and dynamic range, the definition of each is different depending on the technology 

considered, and each omic platform incorporates different critical FoM.76 Different omics platforms 

present distinct noise levels in dynamic ranges, suggesting analytic methods that address noise 

within an omic layer might not be equally applicable in a multiomic structure. For example, 

Infinium, the Illumina methylation platform, measures methylation at single base resolution using 

two bead types per CpG, one that reads methylation (indicated by a green signal) and one 

unmethylation (indicated by a red signal).98 Methylation data is thus reported as either beta- (Eq. 

2.1.) or M-values (Eq 2.2.), which are defined based on 𝑀𝑀 representing the signal from the 

methylated allele and 𝑈𝑈 representing the unmethylated signal: 

𝛽𝛽 = 𝑀𝑀
(𝑀𝑀+𝑈𝑈)

        (2.1) 
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Μ =  𝑙𝑙𝑙𝑙𝑙𝑙2  𝑀𝑀
𝑈𝑈

        (2.2) 

β intensity values determine the proportion of methylation at each CpG locus while the 

transformation of Μ leads to distributions more appropriate for statistical testing.99 With these 

representations, there are issues with signal bleed-through when measurement from one channel 

affects the measurement in the other channel, as well as dye bias, referring to the difference in 

signal intensity between the two color channels.100 SeSAMe, a landmark approach in methylation 

data normalization, implements background subtraction based on normal-exponential 

deconvolution and experiment-dependent masking, using signal detection p-values to help 

account for experimental noise to reduce these artifacts.85 However, the impact of these 

transformations in multiomic data structures, particularly with respect to averaged beta- or M-

values given their redundance at the gene level, remains unknown.101  

 Many technical advances addressing false positives (specificity) in multiomic discovery 

have been reviewed, but there are far fewer techniques to address false negatives (sensitivity). 

Returning to TCGA, which are presently the most influential datasets in multiomic analyses given 

their use in multiomic benchmarking,102, 103 Huang and colleagues showed the role of ERF 

mutations was missed in TCGA prostate cancer assessments because there were a limited 

number of African American men included in the TCGA dataset.104, 105 There since have been 

efforts to harmonize quality metrics, including MultiPower and MultiML algorithms that relate 

sensitivity to reproducibility,76 yet these have not been broadly applied or validated. Model 

benchmarking, particularly with respect to bias, is often an implied, assumed, and/or overlooked 

step in multiomic analyses, which serves as fundamental inspiration for this dissertation. 

2.2 Management of Conflicting Information 

Conflicting information is a key challenge in multiomic data interpretation. Standard statistical 

methodology includes three main approaches: (1) systematic exclusion, (2) normalization and/or 
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stratification, and (3) selection of a ground truth. Conflicting information in multiomic analyses, as 

evidenced by the review above, however, may come from underpowered experimental design, 

noisy measurements, and inappropriate integration methods, but also may reflect important 

biologic themes. Thus, an understanding of the biologic relevance of conflicting information is 

required to select appropriate techniques. Recent advances in multiomic analyses incorporate 

statistical techniques that iteratively update data structure and/or consider biologic domain 

mapping, representing central themes built upon in Chapter 3.  

Altering data structure without mapping to biologic domain. Outlier exclusion often enhances 

statistical interpretation of biologic data, yet outliers can be difficult to detect in multiomic data 

structures.106 Strategies assessing variability within and between variables have been shown to 

help with outlier identification, and the Patient-Specific Data Fusion (PSDF) algorithm represents 

a key innovation in this regard.39 PSDF applies metrics (i.e., noise structures) specific to each 

data type using common latent labels across all data types, then aggregates latent variable labels 

at the patient level to systematically exclude (or minimize) contradictory samples.39  By converging 

on patients with multiple latent labels, these techniques can be extended to supervised clustering 

and accommodate several data types, although the number of clusters can be difficult to 

determine, often requiring cross validation methods.69, 107 Pairwise correlation analysis similarly 

can be used to adjust for potential confounding observations/variables using statistically defined 

data relationships to alter data structure leveraging variable weights.108 Using correlation matrices 

to reflect association strengths, pairwise analyses can identify more influential observations, 

which can then be isolated and evaluated using standard techniques.74, 109 

Altering data structure by mapping to biologic domain. Gene set analysis or pathway analysis 

offers a strategy that alters data structure based on relationships to biologic domains.73 These 

approaches have two starting points: (1) an identified set of observations of genes of interest, or 

(2) comparatively identified genes with high and low differential multiomic expression.110 Both 
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options use publicly available knowledgebases (KBs) to map experimental data to known 

pathways to create scores used to confer membership in subgroups.111 These approaches have 

been particularly helpful to identify gene modules expressed in non-malignant bystander cells, 

limiting both conflicting information and noise in multiomic datasets.112 One limitation of these 

approaches, however, is that without careful application and biologic insight, pathway analyses 

may exacerbate conflicting information, making data structures uninterpretable. 

Mapping to biologic domain without altering data structure. The creation of ground truth 

datasets used for benchmarking have had tremendous impact on technical advancements within 

single omic layers113 and represent a key opportunity in cancer multiomics.114 The main purpose 

of multiomic assessments is to demonstrate information flow from genotype to phenotype.115 

Genetic variations, or missense mutations, resulting in a change of amino acid sequence can 

have a dramatic effect on stability, hydrogen bond networks, conformational dynamics activity, 

and many other physiologically important properties of proteins.116 Amino acid substitutions thus 

provide structural and functional information that connect genomic alterations to protein-level 

consequences. Recently, advances in Tandem Mass Tagged (TMT)-multiplexed MS experiments 

have significantly improved proteomic quality, depth, availability, and reproducibility.23, 117, 118 

While not without limitations, the use of protein-expression as ground truth to validate conflicting 

intermediary multiomic relationships represents a novel approach to benchmarking multiomic 

assessments, which is the focus of Chapters 3 and 4. 

2.3 Techniques for Assessing Data Similarity 

To date, multiomic analyses have predominantly used hierarchical clustering algorithms 

leveraging distance similarity metrics to identify dataset differences.2, 103, 119-121 These metrics are 

additionally used in ML, with some preference for scale sensitive metrics, such as Euclidean 

distance and Manhattan or city block distance, given more robust results.122 Building on this 

history, there are two innovations that contextualize recent advances in data similarity 
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assessments: (1) repeatedly concordant similarity metrics that demonstrate model robustness,123 

and (2) iterated patient connectivity models that converge based on similarity.124  

Repeatedly concordant similarity metrics. Clustering and cosine similarity have been used in 

genomic analyses for over 20 years, initially with RNA microarray results.2 While potentially 

appropriate for single omic analyses, these metrics rely on linear relationships and inherently 

cannot account for the background distribution of genomic data, and to date, have not been 

thoroughly interrogated in multiomic modeling.103 More recently, the introduction of a “mass-

distance” measure has offered methodology to adjust to background distribution by estimating 

the probability to observe by chance a vector inside the volume delimited by the expression 

profiles (i.e., smaller volumes suggest more similar profiles).125 In an assessment of gene 

relationships of yeast, mass-distance outperformed other linear similarity and statistical metrics, 

including Pearson, Spearman, and Euclidean correlations.125 Given recent advances in imaging 

assessment and signal processing, nonlinear similarity metrics, such as mutual information,126, 127 

additionally may offer value. While these have not been classically employed in genomic analysis, 

the work of Yu and colleagues in statistical stability suggests repeatedly concordant similarity 

metrics may be used to suggest robustness, offering additional rationale for benchmarking linear 

and non-linear approaches. Similarity metrics included in experiments in this dissertation are 

depicted in Table 2.2 and explored in Chapter 4.  

Patient connectivity models. Avoiding overfitting, especially given the multiple sources of data 

heterogeneity previously discussed, is a key hurdle for multiomic analyses.128, 129 One strategy, 

as opposed to developing a pipeline to identify differences, is to develop one to detect similarity. 

A novel approach in this vein with increasingly favorable reviews is that of patient connectivity 

networks (PCN) based on message-passing theory.64, 114, 124 Message-passing theory iteratively 

updates a network to make it more like the others with each iteration – weak connections (i.e., 

noise) disappear with iterations, whereas strong connections are propagated through 
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Table 2.2: Similarity metrics. 
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convergence.130 PCNs are graphs where patients are represented as nodes and connectivity as 

edges, leveraging similarity matrices generated by merging connectivity from all data types.124 

PINSPlus, or perturbation clustering for data integration and disease subtyping, leverages this 

approach by identifying how often patients are grouped together in three scenarios: (1) when the 

data are perturbed, (2) when using different types of omics data, and (3) when a different 

clustering technique is used.131 These themes, including exploration of data perturbation, use of 

similarity matrices, employment of repeat measurements, and iterative models of increasing 

similarity to convergence, form the methodology backbone of Chapters 3 and 4. 
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CHAPTER 3 

Developing a Framework for Characterizing Multimodal Data 

Structural approaches to data integration are foundational to multiomic experiments. In this 

chapter, we explore the use of amino acid substitutions as an organizational schema for multiomic 

integration. The impact of varied matrix structures and representations (e.g., count versus 

proportion data) are examined with respect to subgroup identification and biologically-driven 

cohorts. Iterative hierarchical clustering comparing normal (germline) and tumor (somatic) 

similarity across cohorts suggests the value of including normal multiomic comparisons, enabling 

high variance features to be mapped to biologic correlates while also identifying technical artifacts 

and outliers.  

3.1 Introduction 

A multiomic data framework architecture requires identification of purpose.69 Historically, 

motivating scenarios have included characterization, subgroup classification, and prediction – 

partitions that can contribute to model rigidity, limiting a model’s ability to be applied to more than 

one scenario. Using a concept-driven as opposed to task-driven architecture, however, may lead 

to increased model flexibility.132 There are two observations that contribute to conceptualization 

of this dissertation’s experimental architecture: (1) clinical interpretation of multiomic reports is 

limited by an inability to know whether findings are functionally relevant (i.e., likely to influence 

cellular function at the protein level), and (2) multiplexed TMT-MS experiments can enable protein 

confirmation of multiomic observations at scale.  

In this light, an integration schema that follows multiomic data flow from genomic alteration 

to protein expression can help to answer biological domain questions about the likelihood of 

detectable protein expression, making characterization, subgrouping, and prediction tasks 

possible. To derive this data structure, a hybridized sequential/simultaneous approach is used. A 

DNA-based layer (whole exome sequencing, WES) provides the foundation of the data structure 
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to which transcriptomic, epigenetic, and proteomic data are mapped sequentially and then 

analyzed as a whole with the proteomic layer considered ground truth. As DNA-based 

assessments are the most complete, this structure avoids excessive data loss related to 

incorporation of a proteomic layer. Additionally, it enables addition of normal/germline multiomic 

data, which can be compared separately or added to the data structure. The key contributions of 

normal multiomic inclusion are threefold: (1) it provides a biologic control to multiomic experiments 

as variations in normal tissue are less likely to be pathogenic compared to variations in cancer 

tissue (i.e., what is expectedly different), (2) it provides a technical control as similar artifacts may 

be seen in both normal and tumor (i.e., what is unexpectedly similar), and (3) it provides a way to 

compare data structure relationships (i.e., what is unexpectedly different). Further, it requires no 

prior knowledge as the data are observed. 

3.2 Related Work 

The prior chapter reviewed multiomic data structure and architecture, particularly with reference 

to management of conflicting information and techniques for assessing data similarity. Other work 

pertinent to the experiments in this chapter involve visualization as a discovery technique, 

dimensionality reduction, and representation of biological domain knowledge, particularly with 

respect to amino acid substitutions.  

Visualization for discovery. At its core, this work seeks to provide insight into the feasibility and 

potential development of artificial intelligence-based clinical decision support in oncology, which 

relies on developing techniques that can improve classification.133 Data visualization, through this 

lens, is an indispensable part of exploratory data analysis.134 Requiring dimension reduction and 

exploiting humans’ pattern recognition abilities, visualizations can be an effective way of 

interpreting complex information, although they require appropriate technique to prevent 

misinterpretation.135 Best practices include applying appropriate geometry, including bar graphs 

or boxplots for histograms/distributions evaluated by count and by proportion, and a two-
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dimensional topology of rows and columns with either a rectangular or hexagonal lattice to 

evaluate more complex features such as heatmaps or clustering.136  

More advanced theories in visualization for discovery involve depicting error,137 small 

multiples,138 and leveraging visualization of probabilistic models (e.g., hierarchical clustering) as 

experimental methodology.139 Standard deviation, which is based on the spread of data; standard 

error, which depicts uncertainty in the mean based on sample size (and mostly fallen out of favor 

for this reason);140 confidence intervals, which display the reliability of a measurement; and 

credible intervals, exclusively associated with Bayesian methods, are all common metrics of 

uncertainty.135 Krzywinksi and Altman, after an extensive review, recommend matching error 

depictions to the data to highlight what may be perceived limitations but concede that any error 

representation is better than none.137  

The concept of small multiples, or paneling or faceting, describes the technique of iterating 

a figure with common axes, axes scales, and geometry to highlight differences.138 This approach 

changes one variable per panel to highlight differences among the panels. Advanced 

visualizations, such as hierarchical cluster visualizations, can also be used to compare forms of 

discovery to provide additional insight.139 We blend both techniques to iteratively examine small 

multiples of hierarchical clustering, leading to the identification of both unexpected similarities and 

differences that fuel further investigation.  

Dimensionality reduction. In 2013, the National Cancer Institute (NCI) set standardized criteria 

for omics-based model development focusing on rigorous data, statistics, and model analyses to 

aid in clinical translation.129 While there is no consensus on measures to include in omics 

evaluations, copy number, DNA methylation, gene expression, miRNA expression, metabolites, 

clinical information, and epidemiologic data have been recommended as features that should be 

subjected to outcome analysis and model building.129 While multiomic investigations are 

conventionally limited to one histology and type of approach for feasibility, the value of this 
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proposed methodology is that it seeks to provide a generalized framework for multimodal cancer 

genomic analyses across histology by using multiple probabilistic approaches. As such, 

alternative dimensionality reduction is required for feasibility. A first strategy is to limit genomic 

observations to protein-coding regions of the genome (WES). This limitation decreases evaluated 

regions to 1% of the genome (~38 million base pairs) while including 15 out of 50 (30%) of most 

frequently mutated sites in the genome, and theoretically all mutations that change protein 

structure, sacrificing only the interaction of m/miRNA with three-dimensional genomic structures 

and TERT promoter events, although detection of gene rearrangements, chromothripsis, and 

kataegis may be limited.141 Further dimensionality reduction may be taken by limiting genomic 

comparisons to amino acid substitutions/non-synonymous mutations, which bins genomic 

observations into one of the 170 possible amino acid substitutions (150 if mutations from a stop 

codon to an amino acid are excluded). 

Amino acid substitution matrices. Central to the design of this chapter’s experiments is 

biological domain knowledge, which includes three main tenets: (1) amino acids provide structural 

and functional information that relate genomic alterations to protein-level consequences,142, 143  

(2) physiochemical relationships between amino acids suggest substitutions that may be more or 

less favorable to cellular function,144-147 and (3) SNPs are less likely to lead to amino acid 

substitutions detrimental to cellular function compared to SNVs.148 Amino acid substitutions may 

be extracted from WES, copy number, gene expression, methylation, and proteomic 

investigations based on bioinformatic annotations. An investigation of amino acid substitution 

profiles in this context serves both to rigorously evaluate the role of amino acid substitutions in 

cancer genomics and to serve as a first model system that can be expanded to model genes, 

networks, or other genomic structures. 

These features enable an evaluation of the probabilistic relationships of amino acid 

substitutions by comparing relationships between and among classifications. To further inform 
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these investigations, our work leverages CoCoPuTs, codon and codon-pair usage tables, which 

is a publicly available resource published by Alexaki and colleagues.149 This knowledgebase 

continually extracts updated transcriptomic codon frequencies from all organisms available in 

GenBank (a public genomic repository) to guard against data drift. In addition to enabling 

subsetting based on species data (e.g., homo sapiens), CoCoPuTs modules also publish further 

subset species-level codon tables based on tissue of origin and cancer histology, with broad 

applicability to this dissertation’s experiments. 

Additional biological domain knowledge that informs exploration is that of known amino 

acid substitution probabilities. Prior to the 1990s, protein alignments were used to provide insight 

into gene and protein function.150 These alignments used global alignments of pairs of proteins 

related by common ancestry, local alignments involving related segments of proteins, multiple 

alignments of protein families, and alignments made based on database searches for homology, 

which were evaluated using a scoring system to estimate similarity.151-153 In seminal work by the 

Henikoffs in 1992, the BLOcks SUbstitution Matrix (BLOSUM) used an automated system 

(PROTOMAT) to pull directly measured data from the protein BLOCKS database.154 This 

approach was able to offer direct observations about evolutionarily retained amino acid 

sequences as opposed to inferring relationships, as prior work had done. For this purpose, a 

logarithm of odds (lod) matrix (Eq. 3) was created based on a frequency table 𝑓𝑓𝑖𝑖𝑖𝑖, which observed 

a probability of occurrence for each 𝑖𝑖, 𝑗𝑗 pair represented by the following: 

𝑞𝑞𝑖𝑖𝑖𝑖 =  𝑓𝑓𝑖𝑖𝑖𝑖/∑ ∑ 𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖
𝑗𝑗−1

20
𝑖𝑖−1        (3.1) 

The resultant substitution matrix scored alignments between evolutionarily divergent protein 

sequences with positive scores indicating the alignment was found more often than by chance, 

and negative scores indicating the alignment was found less often by chance.154 The BLOSUM62 

matrix, used in subsequent experiments, groups amino acids according to the chemistry of side 

chains and is clustered at 62%, divided by the probability that the same two amino acids might 
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align by chance.155 BLOSUM62 has become the de facto standard for many protein alignment 

programs with various research applications.156  

More recently, Kim and colleagues derived an amino acid similarity matrix for peptide-

major histocompatibility complex (MHC) binding to compensate for bias in existing peptide 

datasets.157 Like BLOSUM62, the matrix, named PMBEC, was derived directly from binding 

affinity data, capturing physicochemical properties of amino acid residues but differing markedly 

based on cases where residue substitution involves electrostatic charge reversal for the purpose 

of providing better insight into binding.158 As human leukocyte antigen (HLA) interactions, 

particularly supertype B44, are a feature of interest given inconsistent ICB outcomes,159-162 

PMBEC may provide additional structural insight. A list of amino acid substitutions arranged from 

most negative (unfavorable) to most positive (favorable) scores based on BLOSUM62 and 

PMBEC arrangements can be found in Table 3.1. 

Mutational signature. A key consideration in interpretation of this chapter’s experiments is 

mutational signature. Somatic mutations characterize all cancers, and mutational signature, which 

varies across histology, contextualizes these mutational processes and influences amino acid 

substitution patterns.119 DNA bases include purines, adenine (g.A1) and guanine (g.G), and 

pyrimidines, cytosine (g.C) and thymine (g.T), which differ in their ring structures. Classically, DNA 

base substitutions (mutations) are referred to by the pyrimidine of the mutated base pair given 

complementary binding of the DNA double helix and an inability to know on which side of the DNA 

helix the mutation occurred; but as the transcriptional strand is present on only one side of the 

helix, and either mutation can lead to an amino acid substitution, this work adopts the following 

notation (listed from most to least prevalent): g.C>T/G>A, g.C>A/G>T, g.G>C/C>G, g.A>T/T>A, 

                                                 
1 See Preliminary section on page 28 for notation clarification 
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Table 3.1: Amino acid substitution matrix organization schemas. 

BLOSUM62155 and PMBEC157 organized from most negative (unfavorable) to most positive (favorable) 
based on weights, ties listed alphabetically. Amino acid substitutions noted with the starting (mutated) 
amino acid in single letter notation in the first position and substituted (variant) amino acid in the second 
position. X denotes a stop codon. Note stop codons are not included in PMBEC’s schema. 

g.A>G/T>C, g.A>C/T>G.119  

Each of these mutations can happen spontaneously, but trends emerge with distinct 

events and exposures. For example, tobacco smoking causes bulky adducts that lead to more 

g.C>A/G>T mutations,163 while ultraviolet light leads to dimerization of thymidine (nucleoside of 

thymine) which causes g.C>T/G>A mutations in a second replication round.164 g.C>T/G>A 

mutations are also caused by spontaneous deamination of cytosine related to aging and relate to 

microsatellite instability, characteristic of cancers with defective DNA mismatch repair.165-167 

g.G>C/C>G mutations suggest over activity of members of the APOBEC family of cytidine 

deaminases, which convert cytidine to uracil.168, 169 g.A>C/T>G mutations associate with the 

combination of spontaneous deamination of cytosine with mistakes in repair mechanisms.170 

While there are no clear associations for the other two signatures,119 as these signatures also 



 26 
 

relate to the types of damage done by therapeutic compounds,171 an understanding of their 

mapping to amino acid substitutions could provide translational opportunities. 

3.3 Method 

In this section, we first present an integration schema for multimodal data, which is visually 

summarized by Fig. 3.1. Reference creation is then discussed; histograms depicting CoCoPuTs 

codon and amino acid references derived from transcriptomic data and GRCh38 WES are 

presented as Fig. 3.2 and 3.3, respectively. We then discuss methods for data visualization, 

including amino acid substitution matrices (Table 3.1), histograms, boxplots, heatmaps, 

hierarchical clustering, and small multiples. Table 3.2 provides a reference to map amino acid 

substitutions to their respective DNA mutation. 

Figure 3.1: Multiomic integration pipeline. 

 

 

 

*Human leukocyte antigen and neoepitope prediction (see Chapter 5). Left-to-right: rounded rectangles 
– modality, diamonds – extraction/transformation software, folders – patient-specific organization, 
text/line mapping between files – integration approach, horizontal text – format of omic data above with 
omic-specific identifier below, vertical text – amino acid substitution (AA sub) mapping based on 
Ensembl gene identifiers (ENSG). “x2 normal, somatic” – process performed for “normal” germline 
(SNPs) and “somatic” tumor (SNVs). Grey rectangle – output, blue oval – purpose. 
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Table 3.2: Amino acid substitutions with respect to DNA mutagenesis. 

 

Preliminary. To clarify single letter notation commonly used for DNA bases and amino acids, 

annotations using “g.” for genomic or DNA notation and “p.” for protein or amino acid notation are 

used. For example, “g.A>T” refers to the DNA mutation in which an adenine becomes a thymine 

while “p.A>T” refers to an alanine to threonine amino acid substitution.

Left-to-right: DNA mutation signature119 (see notation below), DNA base mutation, amino acid 
substitutions specific to each DNA base mutation. Numbers in parentheses reflect the number of 
mutations leading to substitution for each DNA mutation and proportion of total substitutions for which that 
DNA mutation is responsible (e.g., 1.00 = 100% or all). N=150 substitutions, 392 codon changes. 
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Figure 3.2: Amino acid codon frequencies in transcriptomic data. 

 

Based on data extracted from CoCoPuts 02/20/2022.149 Listed by single letter amino acid (codon). Top three amino acid/codons (>3.5%) include 
p.E (g.GAA), p.L (g.CTG), and p.Q (g.CAG). 
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Reference creation. For comparative purposes, codon frequencies were extracted from 

CoCoPuTs codon usage table for homo sapiens (Fig. 3.2) and combined to represent amino acids 

(Fig. 3.3). The WES reference (GRCh38) was transformed to amino acids using Python v3.8 and 

Pandas (https://pandas.pydata.org) (Fig. 3.4). Table 3.2 provides a map of amino acid 

substitutions and the proportion of attributability to specific DNA base pair mutations. 

Data preprocessing. The multiomic data used for these experiments is publicly available through 

the Genome Data Commons (GDC) and standardized based on harmonized pipelines 

(https://gdc.cancer.gov/about-data/gdc-data-processing). There are three sources of genomic 

data for these experiments: macrodissected tumor specimens (all primary lung cancer), normal 

tissue (lung) specimens, and germline specimens from peripheral blood mononuclear cells 

(PBMC). WES data selected for these experiments included tumor and germline samples run 

together with MuTect2 and annotated with Variant Effect Predictor (VEP), using the ‘missense’ 

label (tumor) to identify single DNA base mutations leading to amino acid substitutions, which 

Figure 3.3: Amino acid frequencies derived from transcriptomic data. 

 

 

Based on data extracted from CoCoPuts 02/20/2022.149 Amino acids listed by single letter notation, 
frequency by percentage. 

https://pandas.pydata.org/
https://gdc.cancer.gov/about-data/gdc-data-processing
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Figure 3.4: Amino acid frequencies derived from GRCh38 (DNA reference). 

 

were refined by ‘PASS’ to extract SNVs (tumor) and ‘alt_allele_in_normal’ (germline) for SNPs. 

Transcriptomic data (RNA) included both tumor and normal lung tissue counts without 

manipulation;1 methylation data underwent SeSAMe optimization and calculation of beta-values 

for both tumor and normal lung tissue specimens; and multiplexed proteomics data were 

separated by channel into tumor and normal lung tissue files based on case IDs with incorporation 

of E-values and peptide fragment (ion) counts. Note RNA and proteomic data did not undergo 

additional normalization steps prior to incorporation as current harmonized methods have proven 

to be biased in the case of RNA and are not harmonized in the case of proteomics. As HLA type 

and neoepitopes are of interest, these were inferred from germline DNA using ATHLATES172 and 

predicted with personalized variant antigens by cancer sequencing (pVAC-seq), respectively.173 

                                                 
1 Available harmonized RNA normalization options include UQ (upper quartile) and FPKM (fragments per 
kilobase million), both have been proven to be biased and inferior to TMM (trimmed mean of M-values); 
unprocessed count data incorporated (doi: 10.1186/gb-2010-11-3-r25; 10.3389/fgene.2016.00164). 

Based on data extracted from CoCoPuts 02/20/2022.149 Amino acids listed by single letter notation, 
frequency by percentage. X denotes stop codon. 
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Integration schema. To build the foundational layer, SNPs and SNVs were extracted along with 

their Ensembl gene identifiers (ENSG), DNA base mutations, and resultant amino acid 

substitutions from VEP-annotated WES – while this was the dimensionality reduction step of this 

experiment, any gene-level information or ENSG template could be included in this layer. 

Separate structures were maintained for normal and tumor components at the case level. 

Identifiers to match gene-specific information from other omic levels were added in sequence 

including gene symbols, gene names, UniProt labels, NP (RefSeq) identifiers, and cg probe 

identifiers with the expectation there would be multiple entries for each variant to protect against 

data missingness. Omic data was then added to the file in sequence including RNA count 

numbers and copy number (CN) matched to ENSG and beta-values matched to cg probe. 

Proteomic sequences, E-value, and ion count/amplitude measurements matched to NP identifiers 

were added last. As the purpose of the structure is verify detectable protein at the gene level, 

entries were sorted by E-values with the entry with the lowest E-value retained; E-values less 

than 0.001 were used to suggest protein expression. A schema for the integration pipeline is 

provided in Fig. 3.1. Python v4.0 was used for pipeline construction leveraging Pandas and 

NumPy (https://numpy.pydata.org) for data frame manipulation. 

Outcome representation. Histograms, boxplots, and scatterplots with associated summary 

statistics were created in R v4.1 (https://www.r-project.org). Amino acid substitutions were 

extracted based on count and proportions in varied organizations (alphabetical, BLOSUM62, 

PMBEC) as a whole and based on protein expression. Mutational signature was extracted using 

MuTect2 annotations (‘REF’ and ‘ALT’) and reported as complementary base pair mutations (e.g., 

g.C>T/G>A = g.C>T + g.G>A). These representations were visualized with heatmaps and 

subjected to hierarchical clustering with Seaborn (https://seaborn.pydata.org) using Euclidean, 

cosine, and correlational distance metrics with both x and y variables grouped to maximize 

https://numpy.pydata.org/
https://www.r-project.org/
https://seaborn.pydata.org/
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subgroup mapping to biologic correlates. PyPlot (https://pyplot.pydata.org) was used for heatmap 

visualization with small multiples to explore uncovered relationships.  

Statistical analysis. Variance was evaluated with Pandas. Relationships identified based on 

various outcome representations were evaluated with two-proportional z-tests for proportions, 

student’s T tests, and Pearson’s correlations using R v4.1. Two-tailed P values of <0.05 were 

considered statistically significant and rounded to the nearest thousandth.  

3.4 Experiments 

Small multiples are used to evaluate amino acid representations, including alphabetical, 

BLOSUM62, and PMBEC arrangements (Fig. 3.8, also see Table 3.1) based on count and 

proportion. Fig. 3.9 shows a comparison of PMBEC proportion representations across  

Table 3.3: CPTAC case-level data availability. 

 

*All clinical characteristics collected. †More than half clinical characteristics collected. ‡All files able to 
be processed and analyzed. §All files able to be processed and analyzed with adequate clinical 
information. 

https://pyplot.pydata.org/
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Table 3.4: CPTAC cohort features. 

 

LUAD/LUSC SNVs and SNPs with protein expression. This approach is then used to compare 

multiomic data, including proteomic data (Fig. 3.10), transcriptomic data (Fig. 3.11), and 

methylation data (Fig. 3.12). Hierarchical clustering is then used to evaluate probabilistic 

relationships (Fig. 3.13). Finally, an ability to discern technical artifact is evaluated (Fig. 3.14). 

Datasets. As a first model system, the Clinical Proteomics Tumor Analysis Consortium (CPTAC) 

lung cancer datasets are used.81, 117, 118 The Cancer Genome Atlas (TCGA) lung adenocarcinoma 

(LUAD), lung squamous cell carcinoma (LUSC), and melanoma (SKCM) datasets are used for 

targeted comparisons.104 

Results. Data availability and cohort characteristics are provided in Tables 3.3 and 3.4. 

Approximately 80% of CPTAC-LUAD/-LUSC cases had complete genomic data and were  

PFS – progression-free survival, OS – overall survival. *Percentages based on N=107. 
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Table 3.5: CPTAC summary statistics. 

 

 

successfully processed with the pipeline. The most common reason for pipeline failure was 

missing normal information (LUAD N=19, LUSC N=21). A summary of SNP/SNVs is provided in 

Table 3.5, which exhibit large standard deviations, indicating substantial heterogeneity. Fig. 3.5 

shows numbers of SNPs correlated with numbers of SNV in LUAD (R = 0.26, p = 0.007) but not 

in LUSC. Comparing across the 150 amino acid substitutions included in PMBEC (no stop  

Figure 3.5: CPTAC comparison of SNV by SNP count by cohort. 

A. LUAD 

 

 

Scatterplots depicting relationship of number of single nucleotide polymorphisms (SNPs) to single 
nucleotide variants (SNVs), correlations compared with Pearson’s test. Line of best fit shown in black 
surrounded by gray depicting 95% confidence interval. LUAD SNP vs SNV: R=0.260, P=0.007 

AA – amino acid, P – protein, SNP – single nucleotide polymorphism, SNV – single nucleotide variant. 
Data represented as median (standard deviation) reflecting count of each subtype.  
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Figure 3.5 (con’t): CPTAC LUSC comparison of SNV by SNP count by cohort. 

B. LUSC 

 

codons), the average proportion of amino acid substitutions with evidence of protein expression 

was higher in LUAD at 0.360 (SD 0.081) than LUSC, 0.267 (SD 0.056), p<0.001. 

Fig. 3.6 displays the composition of amino acid substitutions of protein-expressed SNPs 

and SNVs across the dataset, demonstrating similar profiles with p.E>K substitutions representing 

the majority of substitutions in both SNPs and SNVs, but at a lower prevalence in the SNV dataset. 

Table 3.6 shows the variance of different amino acid substitutions. Variance was highest in LUSC 

SNV counts in DNA and lowest in LUAD SNP proportions with protein expression. The highest 

variance substitutions included p.E>K, p.Q>K, and p.G>V; the lowest variance substitutions 

included p.L>W, p.I>R, and p.W>G. Mapping to biologic correlates, the highest variance 

substitutions were attributable to g. C>T/G>A (aging) or g.C>A/G>T (smoking) mutations2 from  

                                                 
2 Note by convention, DNA mutations are referenced as 6 sets of complementary mutations as mutations 
can arise on either side of the DNA helix (see Mutational Signature). 

Scatterplots depicting relationship of number of single nucleotide polymorphisms (SNPs) to single 
nucleotide variants (SNVs), correlations compared with Pearson’s test. Line of best fit shown in black 
surrounded by gray depicting 95% confidence interval. LUSC SNP vs SNV: R=-0.047, P=0.630. 
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Figure 3.6: CPTAC cohort-wide amino acid substitutions with protein expression. 

A. From single nucleotide polymorphisms (SNPs) in normal lung tissue samples.  

Listed by single letter notation with starting amino acid in first position and substituted amino acid in second position. Protein expression based on 
detection of at least one protein fragment with E value<0.001 from the gene including the SNP. 

Most prevalent: p.E>K (7.791%), p.Q>K (5.099%), and p.D>E (3.711%).  
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Figure 3.6 (con’t): CTPAC cohort-wide amino acid substitutions with protein expression. 

B. From single nucleotide variants (SNVs) in non-small cell lung cancer samples.  

  

Listed by single letter notation with starting amino acid in first position and substituted amino acid in second position. Protein expression based on 
detection of at least one protein fragment with E value<0.001 from the gene including the SNV. 

Most prevalent: p.G>V (3.552%), p.E>K (2.918%), and p.R>L (2.641%). 
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Table 3.6: CPTAC amino acid substitution variance by cohort. 

LUAD – adenocarcinoma, LUSC – squamous cell carcinoma, SNP – single nucleotide polymorphism, SNV – single nucleotide variant, P – protein.  
Amino acids substitutions with starting amino acid on left and substituted amino acid on right. Highest variance marked in orange, lowest blue. 
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Figure 3.7: CPTAC mutational signature by cohort. 

A. LUAD-SNV     B. LUSC-SNV 

 
  

Hierarchical clustering with mutational signature proportion on the x-axis and cases on the y-axis, lighter 
colors depict higher proportions with white ~50%, orange ~40%, magenta ~30%, purple ~20%, dark 
purple ~10%. Smoking signature associated with higher g.C>A/G>T, aging with higher g.C>T/G>A, 
APOBEC with higher g.G>C/C>G. 

LUAD x-axis (left-to-right): g.C>A/G>T, g.A>T/T>A, g.A>G/T>C, g.A>C/T>G, g.C>T/G>A, g.G>C/C>G 

LUSC x-axis (left-to-right): g.A>G/T>C, g.A>T/T>A, g.A>C/T>G, g.C>A/G>T, g.C>T/G>A, g.G>C/C>G 
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Figure 3.7 (con’t): CPTAC mutational signature by cohort. 

C. LUAD-SNP      D. LUSC-SNP 

  

Hierarchical clustering with mutational signature proportion on the x-axis and cases on the y-axis, lighter 
colors depict higher proportions with white ~50%, orange ~40%, magenta ~30%, purple ~20%, dark 
purple ~10%. 

X-axis (left-to-right: g.A>C/T>G, g.G>C/C>G, g.A>G/T>C, g.C>T/G>A, g.C>A/G>T, g.A>T/T>A 
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Table 3.7: CPTAC mutational signature by cohort. 

 

amino acids codons with average or greater than average reference frequencies. Those with the 

lowest variance were the result of a relative absence of observations, which associated with the 

least common mutation, g.A>C/T>G, and small codon frequencies with only one possible codon 

change, suggesting a probabilistic relationship (see Table 3.2). Table 3.7 summarizes mutational 

signature with respect to LUAD/LUSC SNP and SNV profiles. Fig. 3.7 panels A and B depict SNV 

mutational signature profiles in the cohorts, which suggest a mixture of smoking and aging 

signatures in both LUAD and LUSC.119 Fig. 3.7 panels C and D show SNP mutational signature 

profiles, which suggest that the number of events dictates the proportion of events attributable to 

g.C>T/G>A mutations.  

 Fig 3.8 shows small multiples of alphabetical, BLOSUM62, and PMBEC visualizations. 

Overall, the performance of these amino acid matrix depictions was disappointing. They were 

able to suggest similar subgroups across count and proportion data (Fig. 3.9) but there were no 

clear trends suggestive of biologic correlates. Comparisons between proteomic and genomic data 

(Fig. 3.10),  transcriptomic data (Fig. 3.11), and methylation data (Fig. 3.12), were without clear 

relationships. Hierarchical clustering small multiples, however, were useful. Fig. 3.13 shows that 

there are two clear subgroups based on SNPs with protein expression that have the same highest 

proportion substitution: p.E>K. These subgroups were all identified by Euclidean, correlation, and 

cosine distance metrics, suggesting fidelity across measures.   

Includes DNA mutations with standard notation from most common to least common. 119                          
Median proportions (analyzed at the case level) are provided with standard deviations in parentheses. 
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Figure 3.8: Example of amino acid matrices with varied representations. 

A. LUSC-SNP by count (alphabetic, BLOSUM62, PMBEC) 

 

B. LUSC-SNP by proportion (alphabetic, BLOSUM62, PMBEC) 

  

Count scale (black-to-white) 0-10, proportion scale (black-to-white) 0-5%.   

Amino acids on y-axis are listed top-to-bottom according to left-to-right listing in Table 3.1.  

Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict 
higher numbers/proportions while black represents lower numbers/proportions. Note alphabetic and 
BLOSUM62 representations include substitutions from a stop codons, which are represented by mostly 
black sections near the bottom of alphabetic representations and the top of BLOSUM62 representations. 
No clear patterns based on amino acid organization detected (excluding rarity of stop codon mutations). 
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Figure 3.9: PMBEC amino acid substitution proportions with protein expression. 

A. LUAD-SNV         B. LUAD-SNP   C. LUSC-SNV         D. LUSC-SNP 

 

  

Proportion scale (black-to-white) 0-5%.  

Amino acids on y-axis are listed top-to-bottom according to left-to-right PMBEC listing in Table 3.1.  

Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict higher proportions while black represents lower 
numbers/proportions. Protein expression based on detection of at least one protein fragment with E value<0.001 with the gene including the SNP 
or SNV. No clear patterns detected. 
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Figure 3.10: Genomic vs. proteomic proportion representations of substitutions. 

A. LUAD-SNV         B. LUAD-SNP   C. LUSC-SNV         D. LUSC-SNP 

 

  

Proportion scale (black-to-white) -5% to 5% with equivalent proportions listed as magenta. Amino acids on y-axis are listed top-to-bottom according 
to left-to-right PMBEC listing in Table 3.1.  

Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict higher proportions measured at the protein 
level while darker colors represent higher proportions measured at the DNA level. Protein expression based on detection of at least one protein 
fragment with E value<0.001 with the gene including the SNP or SNV. While there are no clear trends, SNP representations appear overall more 
similar than SNV representations with cases with higher numbers of SNPs suggesting the most similar comparisons. 
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Figure 3.11: Transcriptomic vs. proteomic proportion representations of substitutions. 

A. LUAD-SNV         B. LUAD-SNP   C. LUSC-SNV         D. LUSC-SNP 

 

  

Proportion scale (black-to-white) -5% to 5% with equivalent proportions listed as magenta. Amino acids on y-axis are listed top-to-bottom according 
to left-to-right PMBEC listing in Table 3.1.  

Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict higher proportions measured at the protein 
level while darker colors represent higher proportions measured based on detectable RNA (>0). Protein expression based on detection of at least 
one protein fragment with E value<0.001 with the gene including the SNP or SNV. While there are no clear trends, SNP representations appear 
overall more similar than SNV representations with cases with higher numbers of SNPs suggesting the most similar comparisons. 
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Figure 3.12: Methylation vs. proteomic proportion representations of substitutions. 

A. LUAD-SNV         B. LUAD-SNP   C. LUSC-SNV         D. LUSC-SNP 

 

 

  

Proportion scale (black-to-white) -5% to 5% with equivalent proportions listed as magenta. Amino acids on y-axis are listed top-to-bottom according 
to left-to-right PMBEC listing in Table 3.1.  

Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict higher proportions measured at the protein 
level while darker colors represent higher proportions measured based on beta values < 0.4 (note 1.0 corresponds with complete methylation and 
DNA inaccessibility). One patient had missing tumor methylation (represented by empty space in Panel A). Protein expression based on detection 
of at least one protein fragment with E value<0.001 with the gene including the SNP or SNV. While there are no clear trends, these representations 
seem to suggest less similarity than prior comparisons. 
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Figure 3.13: Hierarchical clustering of substitution proportions with protein expression. 

A. LUAD-SNV         B. LUAD-SNP   C. LUSC-SNV         D. LUSC-SNP 

 

  

Proportion scale (black to white) 0-10%.  

Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict higher proportions while black represents lower 
proportions. Protein expression based on detection of at least one protein fragment with E value<0.001 with the gene including the SNP or SNV. 
Hierarchical clustering performed based on cosine distance. Clear subgroups are suggested by both SNP representations with brightest horizontal 
line (amino acid substitution) p.E>K(*). SNV representations suggest more heterogeneity, brighter horizontal lines include p.G>V (†) and p.R>L (‡) 
with p.E>K bright in subset of patients (teal arrow). Higher resolution images of these heatmaps may be found in the Appendix (see 7.1). 
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Figure 3.14: TCGA SNP amino acid substitution proportions by cohort. 

LUAD         LUSC 

 

Proportion scale (black to white) 0-10%. Heatmaps depict cases on the x-axis and amino acid substitutions on the y-axis, lighter colors depict higher 
proportions while black represents lower proportions. Hierarchical clustering performed based on cosine distance. There is a subset of cases with 
brighter p.E>K(*), but the brightest lines belong to p.V>G and p.T>P (†), which run across nearly all cases. Higher resolution images of these 
heatmaps may be found in the Appendix (see 7.2). 
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Subsequent evaluation revealed that these subgroups had a higher number of SNP events – in 

LUAD, the high prevalence p.E>K group had a median SNP count of 1014 (SD 372) while the 

other group had 187 (31), which was highly statistically significant (p<0.001). Ancestry of the low 

SNP group was exclusively Han, and over half of these patients had epidermal growth factor 

receptor (EGFR) mutations. In LUSC, there was a similar relationship with a SNP count of 921 

(SD 322) vs. 241 (232) across subgroups, also highly statistically significant (p<0.001), although 

there were no clear associations based on patient characteristics. These data provide further 

suggestion of the probabilistic relationship of amino acid substitutions as differences in cohorts 

appear to be driven by the number of observations (e.g., higher total SNV or SNP counts).  

Finally, an ability to discern technical artifact is evaluated (Fig. 3.14). Given the unique 

SNP relationships in the CPTAC dataset, TCGA LUAD and LUSC SNPs were similarly visualized. 

Fig. 3.14 shows an issue immediately – the same amino acid substitutions, p.T>P and p.V>G are 

bright across the whole dataset. The spontaneous deamination of cytosine causes both of these 

mutations through a g.T>C/A>G mutation, which is a known cause of NGS noise due to an artifact 

of thermocycling, which has since been limited by pretreatment of specimens with uracil N-

glycosylase (UNG).174 Buckley and colleagues identified similar artifacts in TCGA normal 

specimens in 2017, although there is no clear documentation on the GDC website about these 

limitations.97 

In summary, the techniques and visualizations used in these experiments suggest current 

amino acid substitution matrices provide limited biologic insight, although are all able to suggest 

distinct cohort subgroups. Count data reveal epidemiologic patterns dependent on varying 

mutational burden; normalization based on proportional representations reveals variance 

suggestive of biologic themes. Hierarchical clustering suggests subgroups that map to measured 

and provided dataset features. Count data, with respect to codon references, suggest probabilistic 
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relationships of amino acid substitutions based on the number of observed events, which are 

influenced by mutational signature and explored further in Chapter 4. 

3.5 Conclusion 

We introduce concept-driven multiomic data architecture that uses a DNA-based foundation to 

map multiomic information flow from gene to protein. Our proposed method, which uses 

comparisons between SNP- and SNV-driven substitution profiles, reveals distinct dependencies 

that map to biologic correlates as well as identifies technical artifacts and associations, supporting 

the value of rigorous benchmarking leveraging normal samples to contextualize tumor-specific 

multiomic relationships. The use of normal sample comparisons may represent a tool to evaluate 

for unexpected similarities and differences, which could decrease both false positive and negative 

experiments with broad implications for the field. 
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CHAPTER 4 

Benchmarking Similarity Metrics Using Genomic Data 

Reproducibility lends credibility to scientific discovery. In this chapter, we explore triangulation, or 

the strategic use of multiple approaches to assess an experiment, as methodology for 

benchmarking and model interrogation. We first assess similarity metrics using varied structures 

and representations of multiomic data, demonstrating that a combination of metrics with distinct 

strengths enhances confidence in the evaluation of noisy datasets. We then evaluate two types 

of modeling: (1) personalized, using case-level features to determine the impact of each multiomic 

layer on prediction of an observed outcome (i.e., protein expression), and (2) general, using 

mathematic modeling of cohort-level labels and relationships to evaluate biological inferences 

suggested by personalized models. Using known and uncovered relationships from Chapter 3, 

probabilistic, iterated amino acid substitution model experiments reveal that starting amino acid 

frequency and mutational signature influence protein expression of amino acid substitutions, but 

are sensitive to event number (i.e., fewer substitution mutations lead to model instability), 

suggesting an opportunity for additional refinement.   

4.1 Introduction 

In 2005, the epidemiologist John Ioannidis called attention to what is now known as the 

“reproducibility crisis.” Arguing that there is bias in study design and reporting, low statistical 

power in most studies, and a small number of true hypotheses, Ioannidis demonstrated that many 

published research studies are likely to report results that are false.175 Great lengths since have 

been taken to improve reproducibility in scientific research (e.g., public availability of datasets, 

methods, and software, meta-research, independent verification projects, etc.), yet multiomic 

research remains particularly difficult to reproduce.27, 114 While a careful assessment of statistical 

power and effect size, identification of cofounders, biases, and sources of variations, and cross-

validation can help guard against misleading results, these techniques may not be enough to 
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prevent non-informative inferencing, exclusion of tangible interpretations, and overriding of true 

biologic signals.114, 176 Embedding techniques in data exploration that allow for early assessment 

of signal robustness may enable timely identification of misguided interpretations and allow for 

redirection. In this light, there are two techniques this chapter explores as methodology to 

evaluate inference reliability in multiomic experiments: (1) triangulation, and (2) mathematical 

modeling.  

Triangulation is built upon the premise that results are less likely to be artifactual when 

they agree across distinct methodologies with different sources of bias.123, 177, 178 In stark contrast 

to multiple hypothesis testing that explores several ideas with the same strategy, this technique 

uses a number of strategies to test the same idea. Its proponents note a benefit of this technique 

is that, in addition to strengthening conclusions and causal inference, it allows for an exploration 

of inconsistencies to uncover unknown sources of bias and identify what further research may be 

required.177 Here, both linear and non-linear similarity metrics are explored in context of multiomic 

data with convergence, or similar patterns of change, suggestive of robust findings, and 

divergence indicative of an opportunity to contextualize metric performance and data structure 

inconsistency. Through this lens, iterated models evaluated with these techniques provide a 

rigorous assessment of inference fidelity.  

Extending experiments from Chapter 3, there are three inferences tested in this chapter: 

(1) biologic phenomena leading to single nucleotide polymorphisms (SNPs) are distinct from 

those that drive cancer mutagenesis (SNVs), (2) multiomic layers refine what is expressed at the 

protein level (e.g., increased methylation/decreased transcription affects protein expression), and 

(3) amino acid substitutions at the protein layer are probabilistic. Robust metric concordance with 

respect to these commonly accepted biologic themes would enable further classification and 

exploration, facilitating methodology to enhance supervised learning.  
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4.2 Related Work 

Similarity metrics, repeatedly concordant evaluations, and iterated models that converge on 

similarity are reviewed in Chapter 2 (see also Table 2.2). Data structure and biologic correlates 

to data representation are detailed in Chapter 3. Other work pertinent to the experiments in this 

chapter include the use of models for scientific discovery; approaches to sparse matrices; and 

biologic domain knowledge regarding transcriptional strand bias, which leads to differences in 

DNA mutation representations. 

Scientific discovery in a model-centric framework. Research that facilitates an exploration of 

model space and epistemic discovery can speed the discovery of scientific truth.179 As such, 

models are loosely described as physical, conceptual, or mathematic representations of real 

phenomena that are difficult to observe directly.180 Choice of methodology, complexity of truth, 

signal strength, and how strongly components influence a phenomenon all impact model 

fidelity.179 Although some of these elements are immutable, principles that can help guide model 

creation and selection focus on an optimization of parsimony and minimization of complexity. To 

support these features, Bayesian and Akaike information criteria (BIC, AIC, respectively) are 

commonly referenced.181, 182 BIC (Eq. 4.1) and AIC (Eq. 4.2) are formally defined as:  

 BIC =  𝑘𝑘 ln(𝑛𝑛) − 2 ln (𝐿𝐿�)      (4.1) 

AIC =  2𝑘𝑘 − 2 ln�𝐿𝐿��                       (4.2) 

where 𝐿𝐿� is the maximized value of the likelihood function of the model, 𝑛𝑛 is the number of 

observations of the data, and 𝑘𝑘 is the number of parameters in the model. As BIC is an increasing 

function of error variance and AIC reflects information loss, minimizing BIC and/or AIC can be 

accomplished by decreasing 𝑘𝑘, or the number of parameters in the model. Models selected based 

on minimized BIC and/or AIC avoid overfitting, which is especially problematic when using smaller 

datasets, as most multiomic experiments do. 
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In more recent work, Devezer and colleagues propose that model comparison as opposed 

to model-driven statistical hypothesis testing is best for scientific discovery as it is generalizable 

and bypasses complications of hypothesis testing, such as the interpretation of p-values.179 

Arguing that model complexity falsely inflates model confirmation, they recommend linear models 

as an initial approach for discovery, particularly as they can be incorporated into a variety of 

designs and statistical analyses. Drawing from information theory, model comparisons involve the 

creation of first model systems that include one parameter, then systematic combination of these 

parameters to identify models that more closely resemble observed data.179, 183 These principles 

inform the model development in this chapter’s experiments, which leverage iterated 

parsimonious linear models compared with observed data assessed with multiple similarity 

metrics.  

Similarity in sparse matrices. The inclusion of zeros, or “sparse” datasets, pose unique 

challenges in statistical assessments. Approaches to sparse datasets vary widely across 

academic disciplines, ranging from alternate data structures for imputation, naïve Bayes 

classifiers, one-hot encoding, and simple exclusion.184-188 To identify applicable approaches to 

these experiments, a consideration of data structure, an understanding of the nature of the “zeros” 

in the dataset, and the goal of the modeling must be considered. For clarity of purpose, we define 

amino acid substitutions with evidence of protein expression as a compositional dataset with 

subsequent modeling reliant on composition classification, focusing on techniques used in 

mathematical geology. 

Compositional datasets function as both a representation of proportions of a whole (and 

therefore positive and of constant sum) and a reflection of relative magnitude, in that interpretation 

of change is relative to the composition and not based on absolute quantification. Zeros are thus 

problematic, given their ambiguity – they can represent meaningfully absent data (essential 

zeros), data that are below a detection limit (rounded zeros), or data that are missing.189 Metrics 
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that assess compositional similarity cannot account for these nuances, and many similarity 

metrics, such as Euclidean distance, only assess absolute changes. As an example, there are 

150 different amino acid substitution categories (not counting those related to stop codons), but 

cases with a low tumor mutation burden (TMB) may have fewer than 50 observations, leading to 

2
3�  or more of the composition being represented by zeros. A model that represents each of these 

150 categories as a small proportion (e.g., 1
150� ), when compared to observed proportions 

assessed by Euclidean distance, will have a smaller (“better”) Euclidean distance than a model 

that correctly represents the location of half of the zeros, despite the latter being, arguably, more 

informative.  

These concepts have been considered thoroughly in mathematical geology given the 

importance of compositional classification studies.189-191 Defining sample space based on a 

concept of classes of equivalence, compositional observation can be represented as a ray from 

the origin into the positive orthant of 𝐷𝐷-dimensional real space.189 Any point on the ray can be 

projected, if the projection is one to one. Experts in the field have demonstrated that replacement 

of zeros with masks, small values, and imputation procedures shift data structure and can grossly 

exaggerate similarity between observations.184, 191, 192 Omitting uninformative components and/or 

dividing the sample into subsets according to patterns of zeros, however, has demonstrated 

model improvement in classification schemas.189 Applications to this chapter’s experiments thus 

include the use of PMBEC as a data structure given its systematic exclusion of stop codons 

(uninformative categories), treatment of zeros as essential zeros to maintain data structure 

(maintaining 𝐷𝐷-dimensional real space), and model stratification based on degree of sparsity 

(relating to genomic stability). 

Transcriptional strand bias. As a refinement to the section on mutational signature in Chapter 

3, prior work has shown that there are several signatures that exhibit substantial differences in 

mutation prevalence between transcribed and untranscribed strands, particularly in lung 
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cancer.119 Representing a mutational signature in terms of six categories of complementary 

mutations may over- and underrepresent some amino acid substitutions. Alexandrov and 

colleagues suggest this is because the efficiency of DNA damage and DNA maintenance differs 

between transcribed and untranscribed strands of genes, particularly with respect to transcription-

coupled nucleotide excision repair, which operates predominantly on the transcribed strand of 

genes when it encounters bulky DNA helix-distorting lesions.119, 193 In smoking-associated lung 

cancers, g.C>A mutations may be overrepresented related to the propensity of tobacco 

carcinogens forming adducts on guanine.194 Similarly, in melanoma, there is a higher prevalence 

of g.C>T mutations on the untranscribed strand due to ultraviolet light dimerization of thymine, 

leading to an overrepresentation of g.G>A mutations.195 In examining mutational signatures based 

on transcriptional strand bias, a signal without biologic correlate also was identified for g.T>C 

mutations, particularly in hepatocellular cancer.119 As these irregularities may distort models that 

use mutational signature to predict amino acid substitutions, evidence for these perturbations will 

be sought in included datasets with subsequent models that incorporate these adjustments. 

4.3 Method 

In this section, we first present an approach for the creation of high and low similarity datasets 

and similarity metric benchmarking. We then describe an analytical framework for assessing 

multiomic features in personalized models (Fig. 4.1) and an approach to mathematical modeling 

of amino acid substitutions leveraging starting amino acid prevalence (Fig. 4.2), and mutational 

signature with and without transcriptional strand bias (Fig. 4.3). 

Preliminary. Notation using “g.” for genomic or DNA and “p.” for protein or amino acid with the 

starting feature listed first and resultant feature listed second is continued. 

Similarity metric sensitivity to error and noise. In data frame manipulations, error and noise 

can contribute to flawed results. To assess the sensitivity of linear and non-linear similarity metrics 
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(see Table 2.2) to these features, two extreme situations are considered: (1) the comparison of 

highly similar datasets in which similarity metrics should converge, and (2) the comparison of 

dissimilar datasets in which similarity metrics should not converge. To create these two datasets, 

CPTAC LUAD and LUSC cohort-level SNP and SNV data structures were assessed for variance. 

Each dataset was then perturbed by either shifting values by one column (error) or randomly 

doubling one value per row (noise) and reassessed for variance. Altered datasets that increased 

variance were then used to compare similarity metric performance at the cohort level, with 

changes reported as positive values indicating less similarity (expected) and negative values 

indicating more similarity (artifact) (Table 4.3). Case-level comparisons were assessed manually. 

To determine concordance, metric values were transformed based on absolute value and 

rank. For absolute value labels, Euclidean and city block distance were divided by the highest 

distance and reversed by subtracting the proportional value from 1, cosine distance and Jaccard 

distance were similarly reversed by subtracting their values from one. Values closer to zero 

thereby suggested less similarity and values closer to one greater similarity. Based on receiver 

operator curves, labels were set as low (<0.5), suggesting observed similarity no better than 

chance, intermediate (0.5-0.8), and high (>0.8).196 Numerical ranking was performed using 

Pandas, the “qcut” function was used to create rank labels sorted into tertiles, quartiles, and 

quintiles. The concordance of similarity metrics in high and low similarity datasets with noise were 

assessed with Cohen’s kappa and Kendall’s Tau (Table 4.4). Case-level distribution was 

assessed manually. 

Modeling. Personalized models of amino acid substitution protein expression were created using 

integrated multiomic data structures including DNA, RNA, and methylation information, and 

compared to those including proteomic information, leveraging data structures created in Chapter 

3. Entries with E-values <0.001 were used as a surrogate for protein expression. Fig. 4.1 depicts 

model iteration, which sequentially evaluated variables starting with DNA, RNA, and methylation 



 58 
 

Figure 4.1: Flow diagram for personalized multiomic model iteration. 

 

 
 
Figure 4.2: Amino acid odds ratio based on GRCh38. 

 

  

CH3 – methylation. Each layer was used to model amino acid substitutions and compared to the protein 
layer. If the iteration showed enhanced similarity greater than the preceding and subsequent model, 
iterations ceased. The best model from each layer was then compared. The best RNA and methylation 
model was then combined and compared to other best models.  

Amino acids listed by single letter notation based on frequency in transcriptomic data, odds ratio listed as 
proportion (compared to expected frequency of 4.76% if all represented equally). X denotes stop codon. 
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models each considered separately, then combined. RNA models were based on count data 

and had 3 iterations tested: detectable RNA (RNA>0), moderate expression (RNA>10), and 

high expression (RNA>100). Methylation models were based on beta-values and iterated with 

0.1 intervals up to a level of 0.9 (each interval included methylation values less than the interval 

as 1.0 corresponds with complete methylation). The best RNA and methylation model were then 

combined. Models were compared with Pearson’s correlation, cosine similarity, and Euclidean 

distance metrics. 

General models were created using probabilistic relationships of amino acid substitutions with a 

schema summarized in Fig. 4.3. Three components were considered: (1) the number of ways the 

substitution can be made (Table 3.2), (2) the DNA mutation(s) required to cause the substitution 

(Table 3.2), and (3) the frequency of the starting amino acid/codon (Fig. 3.2). To create this model, 

each possible amino acid substitution was listed in matrix format with starting amino acids on the 

x-axis and resultant amino acids on the y-axis and separated into submatrices corresponding to 

the DNA mutation leading to the substitution. This process leads to mapping 392 possible codon 

changes (excluding stop codons) across a 20 x 20 amino acids matrix split across 12 different 

DNA mutation submatrices. To reweigh each submatrix to account for the DNA mutation 

proportion, the following equation (Eq. 4.3) can be used: 

𝐴𝐴 = ( 1
392

)∑𝐴𝐴𝑥𝑥 • 𝑅𝑅𝑥𝑥
12

 = ( 1
4704

)∑𝐴𝐴𝑥𝑥  • 𝑅𝑅𝑥𝑥    (4.3) 

Where 𝐴𝐴 is a 20 x 20 matrix, 𝑥𝑥 corresponds to each DNA mutation, 𝐴𝐴𝑥𝑥 represents each of the 12 

submatrices (𝐴𝐴𝐴𝐴𝐴𝐴 + 𝐴𝐴𝐴𝐴𝐴𝐴 + ⋯𝐴𝐴𝑇𝑇𝑇𝑇), and 𝑅𝑅𝑥𝑥 is a vector including DNA mutation proportion weights. 

Note when six mutational proportion categories are used (e.g., g.C>T/G>A), each is divided by 2 

and duplicated to create the 𝑅𝑅𝑥𝑥 vector. To reweigh by frequencies of starting amino acids, each 

row of the summed matrix can be summed, normalized, and multiplied by the odds ratio of the 

starting amino acid, as depicted in Fig. 4.3. A matrix map can then be used to retrieve resultant 
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Figure 4.3: Schema for model creation. 

Mutational signature extracted and represented as six proportions as detailed in Methods. Individual proportions extracted by dividing by 2 with 
*optional adjustment for g.C>A/G>T, g.C>T/G>A, and g.A>G/T>C proportions based on transcriptional strand bias (i.e., g.C>A, g.G>A, g.T>C 
enriched). Proportions then adjust counts of substitutions that can be created for each DNA mutation (substitution pattern for each mutation 
highlighted). These are summed into a final matrix, that is divided by 392 and reweighed based on starting amino acid proportions (i.e., by row). 
Finally, a PMBEC arranged vector is extracted for further analysis.  
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vectors. As these models are derived from scientific inference as opposed to direct observation, 

cohort cross-validation techniques are not necessary and the entire cohort is retained for model 

evaluation. 

To assess transcriptional strand bias, measured DNA base mutations were adjusted 

based on VEP annotation of missense mutations. For every DNA mutation, the associated amino 

acid substitution was checked for theoretic impossibility based on the submatrices above. If the 

associated DNA mutation led to a theoretically impossible substitution, the mutation was attributed 

to the complementary DNA base that could cause the substitution. For example, for p.G>E, the 

starting and resultant amino acid is comprised of codons including only guanine (g.G) and adenine 

(g.A) bases – if g.C>T was listed as the DNA mutation for this substitution, it was reattributed to 

g.G>A. For the few amino acid substitutions that could arise from either complementary base pair 

(e.g., p.S>R can be caused by g.A>C and g.T>G mutations), the original reported DNA mutation 

was maintained. For transcriptional strand bias effects that were statistically significant across 

cohorts, models that incorporated transcriptional strand bias conservatively adjusted impacted 

proportions by adding or subtracting 0.05. 

The labels introduced to create general models are based on mutational signature 

patterns identified in Chapter 3 (Fig. 3.7) and listed in Table 4.1. The smoking label enriches for 

g.C>A/G>T, aging for g.C>T/G>A, and APOBEC for g.G>C/C>G. The resultant amino acid  

Table 4.1: Mutational signature labels. 

 

DNA mutations with standard notation listed from most common to least common.119  

UNSEPC-H/L – unspecified high/low. 
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vectors for these labels zero the 50 lowest proportions based on observations from Chapter 3. 

Cases that did not fit one of these labels are defined as unspecified, with unspecified-high 

reflective of a signature with more balanced g.C>T/G>A and g.C>A/G>T mutations, and 

unspecified-low with equal proportions of all mutations based on cases with few mutations 

(suggestive of genomic stability). Unspecified-low signatures also zero the 100 lowest proportions 

as a method of stratification. Label-derived models are compared at the cohort level with similarity 

metrics and at the case-level manually.  

Outcome representation. Histograms and summary statistics were created in R v4.1 

(https://www.r-project.org). Amino acid substitutions were extracted based on count and 

proportions in PMBEC organization using Python v4.0 Pandas and NumPy (see Methods, 

Chapter 3). Mutational signature was extracted using MuTect2 annotations (‘REF’ and ‘ALT’) and 

corrected based on transcriptional strand bias per above. Similarity metric convergence was 

measured based on amino acid substitution proportions represented by number, absolute number 

category, rank, and ranked tertiles, quartiles, and quintiles. For general model rank assessments, 

amino acid substitution proportions were ranked with zeros retained, the highest 10% of 

substitutions ranked as 2, and any other detectable substitution ranked as 1. 

Statistical analysis. Variance was evaluated with Pandas. SciPy (https://scipy.org) was used to 

calculate distance metrics including cosine distance, Euclidean distance, city block distance, 

Jaccard distance, and Pearson’s and Spearman’s correlations. Scikit-learn (https://scikit-

learn.org) was used to calculate mutual information, Cohen’s kappa, and Kendall’s Tau. Excellent 

concordance was set at 0.6, adequate at 0.2, and suggestive at 0.1.197-200 Transcriptional strand 

bias was evaluated with two-proportional z-tests for proportions using R v4.1. Two-tailed P values 

of <0.05 were considered statistically significant and rounded to the nearest thousandth. 

https://www.r-project.org/
https://scipy.org/
https://scikit-learn.org/
https://scikit-learn.org/
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4.4 Experiments 

Using data structures established in Chapter 3, contrived high and low similarity amino acid 

substitution representations are assessed for variance and then compared with linear and non-

linear similarity metrics using count and proportion data (Tables 4.2 and 4.3). Similarity metric 

triangulation is compared based on high and low similarity comparisons with noise (Table 4.4). 

Multiomic models are assessed with respect to two methodologies: (1) comparisons within an 

individual for the purpose of showing meaningful change (Table 4.5), and (2) comparisons across 

a cohort for subgroup discovery (Table 4.7).  

Datasets. CPTAC lung cancer datasets LUAD and LUSC were used.81, 117, 118 

4.5 Results 

Table 4.2 shows the variance in LUAD and LUSC SNP and SNV files with variance changes 

based on error and noise. Interestingly, both LUAD SNP and SNV files representing count data 

showed decreased variance with error, while LUSC SNP proportion data and SNV count data 

showed decreased variance with noise, suggesting the introduction of bias into the datasets. High 

similarity comparisons used unbiased count and proportion files with more similar variances, 

including LUSC-SNP count data and LUAD-SNV proportion data, comparing the measured file 

Table 4.2: Variance across observed and simulated multiomic data with error and noise. 

Variance is represented as the log sum of each amino acid substitution variance, error and noise are 
reported as the change in log sum. See Methods for creation of error and noise files. Files that increased 
variance are highlighted in green with those that decreased variance in orange.
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against its corresponding perturbed file, while low similarity comparisons used higher variance 

files (LUSC-SNP/SNV count and proportion data) compared across categories to result in eight 

comparisons per similarity metric (four high similarity and four low similarity, each assessing 

count-error, proportion-error, count-noise, and proportion-noise). Results are summarized in 

Table 4.3.  

Table 4.3: Metric performance in observed and simulated multiomic data. 

*high = high similarity comparison, †low = low similarity comparison (see Methods). ‡Unexpectedly high. 

Positive values indicate decreased similarity (expected), negative values indicate increased similarity 
(artifact). Average change listed with standard deviation in parentheses, negative values (orange) reflect 
erroneously increased similarity. For low similarity, count and proportion assessments are provided with 
proportions in the lower row [high similarity file had perfect similarity, i.e., 1.000 (0.000)]. Note some signs 
reversed for to maintain directionality of assessments to facilitate interpretation.
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Benchmarking experiments show distance metrics incorporating absolute value and size 

effects (e.g., Euclidean and city block distance) are the most sensitive to error in comparisons of 

more similar data, but lose this sensitivity in analysis of low similarity data. Tested distance metrics 

(city block, cosine, Euclidean, Jaccard) are additionally more sensitive to noise in high similarity 

data – but alarmingly, the introduction of noise to low similarity data leads to increased artifactual 

similarity within these datasets. Non-distance similarity metrics (mutual information, Pearson’s 

correlation, Spearman’s correlation) show greater sensitivity to error than noise and do not 

inappropriately increase similarity metrics in low similarity datasets but are also less sensitive to 

count data. In terms of absolute metric value in low similarity data, we see that proportional data 

is more similar than count data with distance metrics, but not non-distance metrics. Pearson’s 

correlation for low similarity count data is particularly high at 0.696, suggesting a potential 

interaction between SNP and SNV count observations. 

Table 4.4 demonstrates metric concordance based on high and low similarity noise 

comparisons with the expectation that higher similarity files should demonstrate more 

concordance than low similarity comparisons. Concordance was assessed in three ways: based 

on measured values and absolute number categories measured by Cohen’s kappa, and based 

on rank, which was subset as number rank, tertiles, quartiles, and quintiles, and measured by 

Kendall’s Tau. Measured values and absolute number categories did not demonstrate any 

concordance (all Cohen’s kappa values <0.1) and are not depicted. In the high similarity dataset, 

ranked quartiles demonstrated the most concordance with two exceptions (quintiles had better 

concordance in count data compared with Pearson’s correlation and cosine distance, and tertiles 

performed better in count data assessed with Euclidean and city block distance).  

As expected, the high similarity dataset showed more concordance across metrics than 

the low similarity dataset. The best high similarity concordance was noted in distance measures 

sensitive to size (Euclidean and city block distance), but these metrics also showed a trend
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Table 4.4: Benchmarking of similarity metric robustness with noise. 

 

C – count, Co – cosine distance, E – Euclidean distance, Ci – city block distance, J – Jaccard distance, M – mutual information, P – Pearson 
correlation, p – proportion, r – rank, r-l – rank-label quartiles, S – Spearman correlation. *Concordance improved w/ noise, †rank-quintile with best 
performance. Bottom/left high similarity, top/right less. Rank assessed by Kendell’s Tau, rank-label assessed by Cohen’s kappa. Excellent 
concordance 0.6 (blue), adequate 0.2 (green), suggestive 0.1 (orange). Absolute value and labels not pictured given poor concordance. 
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towards concordance based on artifactual similarity in the low similarity dataset. Measures with 

the best concordance in the high similarity dataset and lowest concordance in the low similarity 

dataset were cosine distance and Pearson’s correlation, particularly in proportional data. The 

worst performance was noted in Pearson’s and Spearman’s correlations, which showed little 

concordance in the high similarity data and artifactual concordance in ranked tertiles. There was 

adequate performance (more true positives than false positives) with cosine and Euclidean 

distance, mutual information and cosine distance in proportional data, Pearson’s correlation and 

Euclidean distance in proportional data, and Pearson’s correlation and city block distance in 

proportional data. Based on these experiments, model performance was assessed based on 

proportional assessments with cosine distance, Pearson’s correlation, and Euclidean distance. 

To assess the value of multiomic data in amino acid substitution protein expression 

prediction, personalized models of amino acid substitution proportions were created based on 

different layers/features of the multiomic data structure and assessed based on similarity to 

proportions of amino acid substitutions detected at the protein layer. Results are depicted in Table 

4.5 and separated based on LUAD and LUSC cohorts and SNP and SNV measurements. Overall, 

a high degree of similarity (correlation/cosine similarity >0.900 across all groups) was noted based 

on DNA-level extraction, suggesting a probabilistic nature of amino acid substitution protein 

expression (i.e., amino acid substitutions proportions at the protein level are driven by proportions 

at the DNA level). Multiomic effects were also demonstrated with comparable performance in 

LUAD based on detectable RNA, although moderate RNA expression (>10 count) had better 

performance in LUSC cohorts. The impact of methylation was suggested with improved 

performance up to beta values of 0.9, suggesting protein impact only with high levels of gene 

methylation. The best model performance included the combination of the best RNA model with 

the best methylation model, suggesting subtle and distinct effects of each, except for LUSC SNV, 

which had the best Euclidean distance in the combined model but a higher correlation and cosine 
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Table 4.5: Relation of varied multiomic features to protein expression. 

  

B – beta value, Corr – Pearson’s correlation, Euc – Euclidean distance. *One case removed from these analyses given lack of RNA data. Median 
score with standard deviation in parentheses. Note Cosine refers to cosine similarity (1 – cosine distance). 
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Table 4.6: CPTAC transcriptional strand bias by cohort. 

 

 

DNA mutations with standard notation listed from most common to least common.119 Median changes are listed with reference to the first mutation 
(e.g., for g.C>T/G>A, negative values indicate that g.G>A leads to more amino acid substitutions than g.C>T), standard deviations are provided in 
parentheses. P values are provided with those <0.05 highlighted in green. 
*Based on the statistical methods, this value was not considered significant although is suggestive. 
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similarity in the DNA count model*0.5, although the inability to include a sample may have 

impacted model performance.  

In preparation for general models, evidence for transcriptional strand bias was sought with 

results summarized in Table 4.6. Strong evidence was found for transcriptional strand bias in 

g.C>T/G>A mutations with 6.7-11.9% of g.C>T mutations reattributed to g.G>A mutations, which 

was highly statistically significant across all groups. g.C>A/G>T mutations also suggested bias, 

although with an inconsistent signal: g.G>T mutations were favored in SNV assessments and 

g.C>A mutations favored in LUAD SNP (LUSC SNP assessments were not statistically 

significant). Evidence for g.T>C bias was also found with g.A>G mutations statistically significant 

in LUSC SNP and SNV groups and close to significance in LUAD SNV with 4.6-6.7% of mutations 

reattributed. These findings recapitulate what was found by Alexandrov and colleagues, 

increasing confidence in their results and techniques used in these experiments. 

Results from general model assessments are shown in Table 4.7. Starting with 

personalized models, mutational signature was extracted from each case and then used to create 

a model of amino acid substitution proportions. Pearson’s correlation and cosine similarity 

improved as starting amino acid proportions and transcriptional bias were included across all 

groupings except LUSC SNP, although the absolute metric values were overall suboptimal with 

cosine similarity ranging from 0.480-0.566 in SNV groups and 0.630-0.726 in SNP groups (SNV 

results were comparable to the range of cosine similarity in the low similarity proportional dataset). 

As general models progressed through iterations starting with equal probability of DNA mutations, 

then corrected for starting amino acids, with refinements to mutational signature and then the 

addition of transcriptional strand bias, there is a trend toward improvement across groupings 

based on cosine similarity, although Euclidean distance does not show consistent directionality. 

Interestingly, labels for mutational signature (see Table 4.1) show higher cosine similarity than 

personalized models in LUAD SNV and LUSC SNP groupings, suggesting improvement based  
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Table 4.7: Comparison of amino acid substitution models. 

Reported as median (standard deviation). Models A-C are personalized and created with case-specific information. Models 1-6 are generalized. 
Best score is highlighted in green, the lowest score in orange.*Correlations not included given ambiguous arrays (unstable models). 
 
Model A uses each patient’s measured mutational signature (unmanipulated counts of amino acids). 
Model B uses each patient’s measured mutational signature and starting proportions of amino acids. 
Model C uses each patient’s measured mutational signature corrected for transcriptional strand bias and starting proportions of amino acids. 
 
Model 1 includes counts of amino acids with every DNA mutation equally likely. 
Model 2 includes counts of amino acids with every DNA mutation equally likely and less probable events set to zero. 
Model 3 uses starting proportions of amino acids and corrects for average mutational signature (see Methods). 
Model 4 uses starting proportions of amino acids and corrects for average mutational signature and transcriptional strand bias (see Methods). 
Model 5 uses starting proportions of amino acids and labels to estimate mutational signatures (see Methods). 
Model 6 uses starting proportions of amino acids and labels to estimate mutational signatures assessed by rank (see Methods). 
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on stratification of zeros. The use of rank labels shows the best performance out of any general 

model in all groupings except LUSC SNP with cosine similarity ranging from 0.552-0.781, 

although offer the possibility for additional refinement. Manual review suggests that the worst 

model performance involved cases with few mutations, which were typically labeled as 

unspecified-low (cosine similarity 0.200-0.300), and best model performance with the smoking 

label (cosine similarity 0.700-0.800). As LUSC SNP had the most cases labeled with unspecified-

low, this may explain this group’s poorer performance, demonstrating model sensitivity to number 

of mutation/substitution events and a condition in which interference failed. 

4.6 Conclusion 

In these experiments, we suggest the value of triangulation as methodology for benchmarking 

and model interrogation as a strategy to assess inference. Incorporating multiple statistical 

assessments with distinct biases can increase confidence in the identification of meaningful 

change and signal strength, particularly in noisy datasets. As distance measures alone may be 

misleading, we recommend the inclusion of two distance similarity metrics, one sensitive to scale 

and one not, with a non-distance metric for enhanced signal discrimination. We additionally 

demonstrate that iterative modeling can reveal flawed inference and offer the use of labels and 

stratification based on patterns of zeros as techniques to improve general multiomic models. We 

conclude that iterative modeling may be considered as a discovery technique in multiomic 

assessments, particularly when power calculations cannot be performed and/or signal strength is 

unknown a priori.  
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CHAPTER 5 

Features of Cancer-Immune System Interactions 

This chapter is adapted from the paper, “Mutational landscape influences immunotherapy 

outcomes among patients with non-small-cell lung cancer with human leukocyte antigen 

supertype B44” published in Nature Cancer in 2020.89 

Identifying biomarkers of response to immune checkpoint blockade (ICB) remains a 

priority in clinical oncology. Human leukocyte antigen (HLA)-B has been recognized as a major 

determinant of discrepancies in disease outcomes yet exhibits inconsistent associations with ICB 

treatment. Here we use approaches developed in Chapters 3 and 4 to show that the B44 

supertype, which features an electropositive binding pocket that preferentially displays peptides 

with negatively charged amino acid anchors, performs similarly when potential neoantigens with 

enhanced binding (“motif neoepitopes”) are identified. We then demonstrate that the likelihood of 

motif neoepitopes depends on mutational landscape and show evidence of immunoediting and 

immune escape based on motif features.  

5.1 Introduction 

ICB is arguably the most important therapeutic advance in cancer in the past decade, yet 

prediction of clinical benefit remains challenging.201 For ICB to be effective, CD8 T-cells must be 

able to engage and activate to kill cancer cells, requiring both the presence of a stimulatory signal 

(engagement of receptors with an antigen bound to the cancer cell’s major histocompatibility 

complex-1 or HLA) and absence of an inhibitory signal (lack of engagement of co-inhibitory 

receptors, such as PD-L1, which is a target of ICB).202 Current ICB biomarkers act as surrogates 

that enhance the probability of a favorable T-cell-cancer interaction, including high tumor 

programmed death ligand 1 (PD-L1) expression (a sign the cancer may have established itself by 

inhibiting T-cells),203 high tumor mutation burden (more options for stimulatory binding),204 DNA 

mismatch repair-deficiency (more mistakes to lead to more options for stimulatory binding),205 and 
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gene signatures associated with enhanced T-cell activity.206-208 Of these, PD-L1 is the only Food 

& Drug Administration (FDA) non-conditionally approved biomarker, despite its inconsistent 

performance.209-211 PD-L1, like other ICB biomarkers, is able to enrich the likelihood of ICB 

response in identified subgroups but does not preclude ICB treatment response in those without 

this marker, and similarly, does not assure response in those with these markers. The 

experiments in this chapter suggest heterogeneous HLA-specific interactions provide a rationale 

for inconsistent ICB biomarker performance and suggest an approach to improve assessment of 

HLA-related outcomes. 

5.2 Related Work 

Related work pertinent to these experiments includes biologic domain knowledge regarding 

cancer-immune interactions, human leukocyte antigen (HLA) and HLA supertypes, and B44-

associations to ICB response.  

Cancer-immune interactions. It is generally accepted that the host immune system shapes 

tumor fate in three phases through the activation of innate (general) and adaptive (specific) 

immune mechanisms.212 In the first “elimination” phase, abnormal cells are destroyed by a 

competent immune system. Sporadic tumor cells that manage to survive immune destruction then 

enter an “equilibrium” phase where editing occurs, referring to the selective pruning of cells with 

features that elicit immune response. This, in turn, leads to the immunoselection of tumor cells 

more capable of surviving in an immunocompetent host, which characterizes the “escape” phase, 

in which immunologically sculpted tumors begin to grow progressively and become clinically 

apparent.213 This process is of great interest to translational work in oncology as identification and 

optimization of features that shift escaped tumors back to equilibrium/elimination phases can 

inform drug development and ideally, novel therapeutic strategies for cancer control. 
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 Neoantigens, or abnormal peptide fragments that are encountered by T-cell receptors, 

provide the media through which T-cells recognize tumor cells as foreign. Initial evidence for the 

role of neoantigens emerged when immunocompetent and immunodeficient genetic mouse 

models of sarcoma were exposed to lentivirus encoding strong epitopes p.SIINKFEKL and 

p.SIYRYYGL – these epitopes subsequently were found only in the sarcomas of immunodeficient 

mice and not in those of immunocompetent mice, suggesting the immunocompetent mice were 

able to effectively kill tumor cells that included these epitopes.214 A suggestive analysis in a pan-

cancer study using The Cancer Genome Atlas (TCGA) additionally identified a relatively depleted 

neoantigen burden compared to what would be expected theoretically.206  

The issue with neoantigens, however, is predicting which are clinically relevant. 

Neoantigens are highly specific to individual tumors, rarely shared across people, and out of 

hundreds to thousands of predicted candidates, only 8% are truly oncogenic, and only one or two 

of these will lead to clonal T-cell expansion.215, 216 This problem has led to poor agreement among 

numerous computational approaches to neoantigen prediction, which are unable to provide 

insight into the impact of functional neoantigens and their correlation with clinical endpoints.217, 218 

In an evaluation of pancreatic cancer, for instance, tumors with the highest predicted neoantigen 

number in silico and the most abundant CD8+ T-cell infiltrate in biopsy specimens together 

associated with longer survival, but neither was statistically significant on its own.219 

HLA supertypes & B44. As a method to refine identification of clinically relevant neoantigens, 

HLA and HLA supertypes can be considered. HLA class I moieties (HLA-A, HLA-B, HLA-C) are 

found in all nucleated cells and are the scaffolds that present intracellular peptides (antigens) to 

CD8+ T-cells.220 While HLA has been implicated in immune responses to cancer for decades,221, 

222 the large number of class I alleles (over 6500 to date)223 made HLA-based evaluations 

exceedingly difficult until the identification of HLA supertypes.158 HLA supertypes leverage 

structural features of binding pocket residues to group HLA alleles.158, 224, 225 These designations 
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rely in particular on residues that interact with peptide anchors, which generate most HLA-peptide 

binding energy, intimately relating supertype to antigenic peptide motifs (conserved amino acids 

in specific positions of presented peptides).  

 In ICB-treated melanoma, the B44 supertype (B44), which is found in approximately half 

of people irrespective of race, is associated with greater overall survival, especially in those with 

increased glycine to glutamic acid anchor substitutions.159 As melanoma and NSCLC have 

relatively similar prevalence of somatic mutations and response to ICB,119, 226 it seemed likely that 

B44 would associate with clinical benefit across histology. Yet in one study of ICB-treated NSCLC 

featuring targeted sequencing panels, a protective effect was not found.161 In this chapter, we 

evaluate NSCLC and melanoma cohorts from our institution along with other publicly available 

cohorts to examine the role of B44 in ICB-treatment and cancer-immune interactions through the 

lens of mutational landscape and favorable neoantigens. 

5.3 Method 

In this section, we detail our clinical sample processing and approach to HLA identification, tumor 

mutation burden (TMB), neoepitope prediction, mutational landscape, and clinical outcomes (Fig. 

5.1). We then describe methods to evaluate antigen presentation machinery (APM), immune cell 

infiltrates, cytokine levels, and immune checkpoint expression. In vitro competition assays that 

evaluate HLA binding are then discussed. Multiomic data structures, modeling approaches, and 

adjustment for transcriptional strand bias previously were described in Chapters 3 and 4.  

Preliminary. The same annotations using “g.” for genomic or DNA notation and “p.” for protein or 

amino acid notation with single letter symbols are continued. We introduce the concept of radical 

substitutions, which refer to changes in standard amino acid physiochemical properties including 

charge, size, hydrophobicity, and polarity based on side chain properties.227  
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Figure 5.1: Experiment schema. 

Definitions. Amino acid charge is determined by average side chain pKa in protein 

conformation.229 Aspartic acid (D) and glutamic acid (E) are considered negatively charged, 

histidine (H), lysine (K), and arginine (R) positively charged. Radical charged substitutions include 

mutations from oppositely charged or uncharged wildtype (starting) amino acids to p.D/E 

(negatively charged), or p.H/K/R (positively charged); stop codons are considered uncharged. 

Transition mutations are defined as DNA nucleotide mutations between purines 

(adenine/guanine) or pyrimidines (cytosine/thymine); transversion mutations include all other 

permutations.163, 164 Motif neoepitopes are defined by 2008 criteria, requiring the presence of a 

DNA +, present; -,absent; AA, amino acid; PBMC, peripheral blood mononuclear cells; TI, transition; TV, 
transversion. aNot drawn to scale. bRefers to peptide form of neoepitopes. 
+, present; -,absent; AA, amino acid; PBMC, peripheral blood mononuclear cells; TI, transition; TV, 
transversion. aNot drawn to scale. bRefers to peptide form of neoepitopes. 

Standard single letter notation used for amino acids, substitutions underlined. An example of B44 HLA and 
neoantigen binding is shown (3KPM).228 We hypothesized that mutational signature dictates radical amino 
acid substitutions, which in turn influences the likelihood of HLA-B motif neoepitopes (amino acid nonamers 
inferred from nonsynonymous mutations) and response to ICB. 
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predicted nonamer with a radical substitution in the anchor (second) position and C-terminus that 

matches supertype motif.224, 225 B27-motif neoepitopes require a radial mutation substituting a 

positively charged amino acid in the second position of a predicted nonamer; B44-motif 

neoepitopes require a radical glutamic acid in the second position of a nonamer (Fig. 5.1).  

Sample processing. For patients treated at the University of California, Los Angeles (UCLA), 

peripheral blood mononuclear cells (PBMC) and tissue samples underwent multiplexed paired-

end whole exome sequencing (WES) to a target depth of 100-150X on HiSeq 2000/3000 (Ilumina) 

performed by the UCLA Technology Center for Genomics and Bioinformatics. Macrodissection 

was not performed. DNA isolation was performed with DNeasy Blood and Tissue Kit (Qiagen); 

exon capture and library preparation used the KAPA HyperPrep Kit and Nimblegen SeqCap EZ 

Human Exome Library v3.0 (Roche). Publicly available multiomic data used for these experiments 

were procured through the Genome Data Commons (GDC) and standardized based on 

harmonized pipelines (https://gdc.cancer.gov/about-data/gdc-data-processing), see Chapter 3 

“Data preprocessing” for more information. 

Datasets. Of 67 advanced patients with NSCLC treated on clinical trials with single-agent 

pembrolizumab at UCLA who consented to our tissue-banking protocol approved by the UCLA 

Institutional Review Board, 65 had adequate germline samples and were included in our 

retrospective survival analysis. Thirty-eight of these patients had matched PBMC and tissues 

samples and were included in the UCLA NSCLC cohort. SRP067938 comprised patients from the 

UCLA melanoma cohort (N=14) and was used for genomic analysis only. The DF-NSCLC and 

DF-melanoma cohort (N=52, N=151) included patients from phs000452, phs000980, phs00694, 

phs001041, phs001565, and SRP067938, excluding five patients included in the UCLA NSCLC 

cohort.163, 164, 203, 238, 247, 248 Unique patients from TCGA-LUAD (lung adenocarcinoma), LUSC (lung 

squamous cell carcinoma), and SKCM (melanoma) with clinical information available (N=518, 

496, 470) were used for genomic analyses. Only one TCGA cancer sample was allowed per 

https://gdc.cancer.gov/about-data/gdc-data-processing
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patient; for patients with more than one cancer sample, the sample including the highest number 

of VEP annotations that passed all filters was included. CPTAC lung cancer datasets LUAD and 

LUSC were used for protein-based analyses.81, 117, 118 

HLA, tumor mutation burden (TMB), and neoepitope prediction. For UCLA samples, HLA 

type was obtained by aligning germline WES to the UCSC hg38 primary assembly reference via 

Burrows-Wheeler Aligner v0.7 (http://bio-bwa.sourceforge.net), which was filtered by Sequence 

Alignment/Map tools (SAMtools) v1.7 (http://www.htslib.org).230 HLA calling was performed with 

ATHLATES software.172 Supertype was determined by 2008 criteria and included alleles with an 

experimentally established motif or B and F pocket exact match with the exception of B*44:05, 

which does not have a B and F pocket exact match but previously has been included in B44 

analyses (see Fig. 5.1).159, 225 Somatic mutations were identified using Falcon Computing 

optimized pipelines leveraging Genomic Analysis Toolkit software v.3.8, including MuTect2 

requiring four calls to confirm a variant.231  

Annotations were performed with snpEff v.4.1, Ensemble VEP v.94/v.99, and VCF 

Annotation Tools.82, 232 TMB was calculated by summing the number of protein coding mutations, 

allowing only one mutation to be counted per reference base position, and dividing this number 

by 38 to create a mutations per megabase statistic. High TMB was considered the top 40% of 

observed values per cohort.233 Personalized variant antigens by cancer sequencing (pVAC-seq) 

software v.1.5 was used to predict nonamer HLA-B neoepitopes and half-maximal inhibitor 

concentrations (IC50) from nonsynonymous mutations, reporting only those with a predicted IC50 

less than 500 nM.173, 234 The NetMHC 4.0 algorithm was used for well characterized alleles, 

NetMHCpan 4.0 for alleles with limited information and otherwise not eligible for NetMHC.235-237 

HLA and neoepitope prediction for publicly available ICB-treated cohorts was performed by Miao 

and colleagues.238 The code used to produce these data is openly available 

http://bio-bwa.sourceforge.net/
http://www.htslib.org/
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(https://www.broadinstitute.org, https://www.ensembl.org, https://www.pvac-seq.readthedocs.io, 

http://vatools.org).  

Antigen presentation machinery (APM), immune cell infiltrate, cytokine levels, and immune 

checkpoint gene data. TCGAbiolinks was used for analysis of antigen presentation machinery 

and immune checkpoint related gene expression.239, 240 Masked somatic Mutation Annotation 

Format (MAF) files were first preprocessed to remove low quality and potential germline variants 

based on VEP annotation. Genes involved in HLA-B antigen processing and presentation (HLA-

B, B2M, TAP1, TAP2, TAPBP, PSMB5-10, ERAP1, ERAP2, PDIA3, CANX, CALR) were selected 

for further analysis.241 Samples that contained annotations including missense, nonsense, 

nonstop, translation-start site, in-frame deletions, in-frame insertions, frameshift deletions, 

frameshift insertions, splice-site, and splice-region mutations were considered as having 

mutations in APM. To account for high polymorphism, HLA somatic mutations were obtained 

using Polysolver software242 as MAF files with mutations calls against a reference genome are 

inaccurate. Current biomarkers including checkpoint inhibitory co-receptors PD-L1 (CD274), 

CTLA-4, LAG-3, and CD8A;243 cytokines/chemokines CXCL9/CXCL10/CXCL13 associated with 

the recruitment of T-cells;27 and pan-cancer gene signatures including the cytolytic signature 

(GZMA, PRF1)206 and T-cell inflammation signature (Tinflam, including CD2, CD3D/E, CCL5, 

CIITA, CXCL13, GZMK, HLA-DRA, HLA-E, IDO1, IL2RG, LAG3, NKG7, STAT1, and TAGAP),208 

also were evaluated. Cell enrichment score was determined by gene set enrichment analysis in 

xCell software (https://xcell.ucsf.edu) for tumor infiltrating immune cells including memory-/B-

cells, memory-/CD4+T-cells, memory-/CD8+T-cells, regulatory T-cells, natural killer cells, 

dendritic cells, monocytes, and M1/M2 macrophages.  

In vitro competition assays. The DUCAF cell line (HLA-B*18:01, B44 supertype) and Sweig007 

cell line (HLA-B*40:02, B44 supertype) were cultured in RPMI 1640, supplemented with 2 mM L-

glutamine, 1% penicillin-streptomycin and 10% fetal bovine serum. Cultures were maintained 

https://www.broadinstitute.org/
https://www.ensembl.org/
https://www.pvac-seq.readthedocs.io/
http://vatools.org/
https://xcell.ucsf.edu/
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between 3 x 105 - 2 x 106 cells per mL. Wildtype and mutant peptides synthesized for HLA-B*18:01 

and HLA-B*40:02 competition assays were based on neoepitope prediction per methods above 

from two patients with B*18:01 and the only patient with B*40:02. Neoepitopes were selected 

based on lowest percentile rank overall, motif, and those featuring radical substitutions with no 

more than two neoepitopes coming from the same patient in any one category. B*40:02 

neoepitopes were used to synthesize wildtype, mutant, and artificial nonamers (Bachem). Leucine 

and methionine were selected for uncharged amino acid comparisons given similarity in molecular 

weight and shape to glutamic acid. Differences in IC50 were assessed based on a competition-

based cellular peptide binding assay.244 For any category assessed with only one representative 

neoepitope, assays were run twice with both values included in the analysis. Data were acquired 

on an LSRFortessa Cell Analyzer DIVA v8.0 (BD Biosciences) and analyses performed with 

FlowJo v.10.5 (Tree Star). IC50 were calculated with Prism (GraphPad). 

Outcome representation. Histograms, boxplots, scatterplots, and survival curves with 

associated summary statistics were created in R v4.1 (www.r-project.org). Multiomic data 

structures were created based on techniques used in Chapter 3. Mutational signature was 

extracted using MuTect2 annotations (‘REF’ and ‘ALT’) and reported based on corrections for 

transcriptional cell bias detailed in Chapter 4. Amino acid substitution representations were 

created as described in Chapter 4 and visualized with heatmaps with Seaborn 

(https://seaborn.pydata.org). The code used to support the findings of this study is publicly 

available at https://github.com/garon-lab/hlab44. 

Statistical analysis. Overall survival (OS) and progression-free survival (PFS) were estimated 

using the Kaplan-Meier method and compared between groups using nonparametric log-rank 

tests. Hazard ratios were estimated using proportional hazards; a hypothesis test based on 

standard errors compared B44 hazard ratios. Univariable and multivariable analyses were 

conducted using proportional hazard ratios assessed with chi-square likelihood ratio tests. DNA 

https://seaborn.pydata.org/
https://github.com/garon-lab/hlab44
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mutation and amino acid substitution comparisons used standard t-tests for count data and the 

generalized estimating equations method for proportions; Tukey’s correction for multiple 

comparisons was used. Correlations were assessed by Pearson’s method. IC50 were compared 

with Wilcoxon tests. The difference between motif and non-motif neoepitope gene expression was 

based on logarithmically-transformed counts245 and assessed with a clustered Wilcoxon rank sum 

test using the Rosner-Glynn-Lee method to account for repeated measures.246 Two-tailed P 

values of <0.05 were considered statistically significant and rounded to the nearest thousandth. 

Statistical analyses were performed in R v4.0/4.1 and SAS v9.4 with the exception of the 

generalized estimating equations method, which was performed in SPSS v.24.  

5.4 Experiments 

Standard evaluation techniques are first employed. ICB survival outcomes are assessed based 

on B44 (Fig. 5.2). Univariable and multivariable logistic regression models assess macroscopic 

features such as age, sex, ancestry, and smoking history as well as microscopic features 

including histology and expression of immune checkpoints (e.g., PD-L1) (Table 5.2). Leveraging 

modeling techniques of the prior chapters, radical glutamic acid substitution proportions are 

compared between NSCLC and melanoma samples (Fig. 5.3). Mutational signature is then used 

to compare average proportions of DNA mutations leading to radical substitutions (Table 5.3) and 

correlate radical glutamic acid substitutions (Fig. 5.4) to glutamic acid (“motif”) neoepitopes (Fig. 

5.5). In silico motif neoepitope features are characterized (Fig. 5.5), and competition assays 

evaluate predicted neoantigens based on motif (Fig. 5.6 and 5.7, see Appendix 7.3). ICB-survival 

based on the presence of motif neoepitopes (see Appendix 7.4) is then examined in multiple 

cohorts (Fig. 5.8 and 5.9). ICB-biomarkers are then evaluated in B44 based on motif (Fig. 5.10) 

and compared to TMB (Table 5.4), as are antigen presentation machinery and immune cell 

enrichment (Fig. 5.11). TCGA datasets compare expression and methylation of motif vs. non-

motif neoepitopes in B44 (Table 5.5). Based on experiments in Chapter 4, CPTAC integrated data 
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structures are then used to compare motif neoepitope protein expression and protein expression 

of amino acid substitutions controlled by the total number of amino acid substitutions and stratified 

by HLA supertype (Table 5.6, Fig. 5.12 and 5.13). 

5.5 Results 

B44 associates with poor outcomes in NSCLC 

The median age of the UCLA NSCLC cohort was 68 (range 32-91), 63.1% were smokers and 9% 

(25/65) were women. Cohort features are summarized in Table 5.1. Approximately half (35 out of 

65) of the UCLA NSCLC cohort had at least one B44 allele, with similar prevalence in non-

Hispanic white (58.0%, 29 out of 50) and Hispanic white/non-white (40.0%, 6 out of 15) patients. 

Fig. 5.2 shows the median OS of patients with the B44 supertype was 9.3 months (95% CI 3.9-

18.7) versus 18.8 months (95% CI 9.2-38.8, P=0.024); median progression-free survival (PFS) 

was 2.1 months (95% CI 1.9-4.9) versus 10.2 months (95% CI 5.5-14.5, P=0.040). The B44 

hazard ratio for death was 2.02 for NSCLC compared to 0.61 for melanoma (P<0.001),159 

suggesting clearly different B44 associations for these cancer types.  

 In univariable and multivariable analyses, B44 had a hazard ratio of 2.13-2.88 and 

associated with worse OS (hazard ratio 2.45, P=0.005; univariable P=0.007, multivariable 

P=0.075) and PFS (hazard ratio 4.18, P=0.002, univariable P=0.003, multivariable P=0.096). High 

PD-L1 and adenocarcinoma histology, previously associated with improved ICB outcomes,203 

were the only protective features (P=0.059 and 0.051 in OS, 0.022 and 0.030 in PFS). Additional 

features are in Table 5.2. 

Radical glutamic acid substitutions vary based on mutational signature 

Based on the previously described enrichment of p.G>E anchors in melanoma responders,159 we 

hypothesized that negatively charged glutamic acid substitutions in the anchor position were 

beneficial for immune presentation due to enhanced binding to B44’s positively
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Table 5.1: Cohort features. 

 

*percentage reflects out of total B44 patients; †missing on 52 patients (34.4%), - data not available. Features represented as total number followed 
by percentage in parenetheses. Note not every category includes full number of cases. 
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Figure 5.2: Survival based on B44 supertype in UCLA NSCLC cohort. 

A. Overall Survival (OS)          B. Progression-Free Survival (PFS) 

  

charged binding pocket.142, 249, 250  We further proposed that radical glutamic acid substitutions, or 

those that substitute glutamic acid for an uncharged or positively charged wildtype amino acid, 

may be distributed unevenly in melanoma and NSCLC, decreasing the likelihood of substitutions 

that could act as new B44 anchors in NSCLC tumors.  

 Fig. 5.3 shows the comparison of UCLA NSCLC and melanoma cohort proportions of 

radical substitutions. An average of 2.8% of somatic substitutions were to glutamic acid in NSCLC 

compared to 5.9% in melanoma. We anticipated the mutational landscape was responsible for 

this difference as melanoma preferentially exhibits transition mutations, particularly g.C>T due to 

ultraviolet light dimerization, while NSCLC has relatively more transversion mutations, particularly 

g.C>A caused by bulky adducts from smoking.163, 164 While transition and transversion mutations 

are equally likely to substitute negatively charged amino acids (4.2 versus 4.2%, P=1.0), 

transversion mutations are more likely to substitute positively charged amino acids (12.5 versus  

Survival estimated using Kaplan-Meier method and compared with a nonparametric log-rank test. Dashed 
lines represent the median. B44 supertype includes all patients with at least one B44 allele. Patients with 
B44 N=35, other N=30. 

A. Patients with B44 had a median OS 9.3 months (95% CI 3.9 – 18.7) versus 18.8 months (95% CI 9.2 – 
38.8) in others, P=0.024. 

B. Patients with B44 had a median PFS 2.1 months (I5% CI 1.9 – 4.9) versus 10.2 months (95% CI 5.5 – 
14.5) in others, P=0.040. 



 86 
 

Table 5.2: Univariable and multivariable analyses of B44 subset survival. 

 

6.3%, P=0.021), particularly g.C>A, which decreases radical negative substitutions by 0.2% for 

every 10% of enrichment (see Table 3.2).  

To model this phenomenon, we determined that if all nonsynonymous mutations occurred 

equally, based on amino acids present in the GRCh38 reference, we would expect 14.0% to result 

in a radical positive substitution and 5.5% to result in a radical negative substitution (P<0.001), 

indicating a natural predisposition for radical positive substitutions (see Table 3.2). Using 

corrected average proportions of DNA base mutations for our NSCLC and melanoma cohorts  

AD – adenocarcinoma, PDL1 – programmed death ligand 1 (high considered ≥ 50% by tumor proportion 
score);203 PFS – progression-free survival, OS – overall survival, Smoking+ – ≥100 lifetime cigarettes;251 
TMB – tumor mutation burden (high – top 40%, corresponding to ≥ 38 mutations/megabase).233  
*Missing on 8 patients (N=57). †Reported for patients with WES (N=38). 1Including a B44 interaction term 
for race, which was not significant (P=0.233). 2Race interaction term (P=0.498).  

Cox proportional hazard ratios assessed by chi-square tests and compared with likelihood ratio tests (95% 
confidence interval). 



 87 
 

Figure 5.3: Proportion of glutamic acid and radical charged substitutions by histology. 

 

(Table 5.3), we predicted, on average, NSCLC would have 12.5% radical positive substitutions 

and 6.4% radical negative substitutions while melanoma would have 11.1% radical positive 

substitutions and 6.6% radical negative substitutions. Reframing as proportions of radical 

substitutions, this corresponds to 73.8% of radical charged substitutions being positive in NSCLC 

(74.0% were observed, Fig. 5.3B) versus 71.8% in melanoma (70.9% were observed, Fig. 5.3B). 

In this model, radical negatively charged amino acid substitutions would be distributed equally 

between aspartic and glutamic acid with glutamic acid representing 11.0% radical substitutions in 

NSCLC (12.8% were observed, Fig. 5.3C) and 14.1% in melanoma (23.1% were observed, Fig. 

5.3C). Table 5.3 shows the average proportions of DNA mutations leading to radical substitutions 

in NSCLC and melanoma cohorts. Fig. 5.4 shows enrichment of p.>E with g.C>T/G>A. 

Boxplots summarize patient-level proportions 
(NSCLC, N=38; melanoma (MEL), N=14). 
Boxplot boundaries define the 25th and 75th 
percentiles, whisker boundaries define the 
minima and maxima. Solid lines represent the 
median (center), black points appear next to 
outliers greater than 1.5X the interquartile 
range. Proportions compared using 
generalized estimating equations method. 

A. p.>E (total) 2.8% vs 5.9%, P<0.001. 

B. Positive radical 74.0% vs 70.9%, P=0.044. 

C. p.>E (radical) 12.8% vs 23.1%, P<0.001 
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Table 5.3: Average proportions of DNA mutations leading to radical substitutions. 

 

for radical glutamic acid substitutions correlated with g.G>A mutation proportions and anti-

correlated with g.C>A mutation proportions, suggesting that g.G>A was the most influential in 

enriched proportions of radical glutamic acid mutations in melanoma.  

Motif neoepitopes suggest improved B44 binding in silico and in vitro 

To understand the impact of radical glutamic acid substitutions on B44 binding and motif, we 

compared all NSCLC B44 neoepitope predictions with IC50 ≤ 500 nM. Fig. 5.5 shows that among  

NSCLC B44 cases (N=21), the number of radical glutamic acid substitutions correlated with the 

number of predicted neoepitopes featuring glutamic acid substitutions (R=0.56, P=0.009), and 

the number of predicted neoepitopes featuring glutamic acid substitutions correlated with the 

number of B44 motif neoepitopes (R=0.89, P<0.001). A trend toward an association between B44 

motif neoepitopes and radical glutamic acid substitutions also was seen (R=0.42, P=0.06). Fig. 

5.6 characterizes predicted B44 neoepitopes based on motif, demonstrating that B44 motif 

neoepitopes have similar IC50 and percentile rank, but their wildtype epitopes have significantly 
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Figure 5.4: Correlation of radical glutamic acid and DNA mutation proportions. 

 

higher predicted IC50 (P<0.001), suggesting improved mutant binding compared to wildtype. We 

then assessed mutant and wildtype epitopes in vitro with HLA-B*18:01 and B*40:02 (B44) cell 

models. Fig. 5.7A-B shows there were no significant differences in motif compared to other 

neoepitopes in terms of mutant IC50 (P=0.21) but that the difference between mutant and wildtype  

  

MEL – melanoma, NSCLC – non-small cell lung cancer, g. – genomic, A – adenine, C – cytosine, G – 
guanine, T – thymine. Scatterplot correlations compared with Pearson’s test, line of best fit calculated by 
least square method, shown in black surrounded by gray depicting 95% confidence. Mutations that can 
result in radical glutamic acid substitutions (g.A>G, g.T>A, g.G>A, and g.C>A) are pictured. Each point 
represents a patient (NSCLC N=38, MEL N=14). Glutamic acid and mutation proportions calculated as 
proportion of all radical mutations. 

A. g.A>G to p.>E (radical) R = 0.03, P=0.85. B. g.T>A to p.>E (radical) R = -0.20, P=0.16. 

C. g.G>A to p.>E (radical) R = 0.60, P<0.001.  D. g.C>A to p.>E (radical) R = -0.61, P<0.001. 
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Figure 5.5: Correlation of glutamic acid substitutions to (B44 motif) neoepitopes in NSCLC. 

 

IC50 demonstrated greater comparative binding of motif neoepitopes (P=0.026, 0.016), 

recapitulating findings of our in silico experiments.  

With the B*40:02 cell model, we explored the impact of amino acid charge on IC50 by using 

all predicted B*40:02 neoepitopes from our cohort that exhibited a radical charged substitution, 

synthesizing wildtype, mutant, and artificial peptides substituting other charged amino acids in the 

same position (see Appendix 7.3). Assessing IC50 differences among oppositely charged artificial 

and mutant peptides in relation to wildtype peptides, we demonstrated B*40:02 binding affinity 

was commensurate with an electrostatic gradient: peptides with negatively charged amino acid 

anchors exhibited significantly improved binding compared to those with positively charged 

anchors (P=0.031). Evaluating radical charged substitutions in positions 1 and 3-9, artificial and  

Scatterplot correlations compared with 
Pearson’s test, line of best fit calculated by 
least square method, shown in black 
surrounded by gray depicting 95% 
confidence. Each point represents the number 
of substitutions/neoepitopes for each patient 
(N=21). 

A. p.>E (radical) & E neoepitopes: R=0.56, 
P=0.009. 

B. E & motif neoepitopes: R=0.89, P<0.001. 

C. p.>E (radical) & motif neoepitopes: R=0.42, 
P=0.06 
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Figure 5.6: In silico B44 neoepitope differences in half-maximal inhibitory concentrations.  

 

mutant B*40:02 peptides did not reveal significant IC50 differences based on charge (P=0.90), 

limiting electrostatic influence on B44 peptide binding to the anchor position.  

Motif neoepitopes associate with ICB survival in B44 supertypes 

Examining B44 survival based on the presence or absence of B44 motif neoepitopes, we found 

that the presence of motif neoepitopes identified subpopulations with distinct ICB survival.  

Boxplots summarize distribution of points with solid lines representing the median proportion, black points 
appear next to outliers greater than 1.5 times the interquartile range. Each point represents a neoepitope 
prediction. B44 motif present refers to neoepitopes featuring a radical substitution to glutamic acid in the 
anchor position with a known C-terminus (FWYLIMQVA). Assessed with Wilcoxon test of difference. 

A. Predicted B44 neoepitope IC50 P=0.67. B. Predicted B44 neoepitope percentile rank P=0.05. 

C. Predicted B44 wildtype epitope IC50 P<0.001.  D. Predicted B44 IC50 mutant-wildtype P<0.001. 
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Figure 5.7: In vitro B44 neoepitope differences in half-maximal inhibitory concentrations. 

 

Boxplots summarize distribution of points with solid lines representing the median proportion, black points 
appear next to outliers greater than 1.5 times the interquartile range. Each point represents a peptide. IC50 
– half-maximal inhibitory concentration (IC50). MT – amino acid substitution (mutant), WT – wildtype. Best 
reflects mutant peptides with lowest IC50 rank. Motif peptides are defined by a radical charged substitution 
to glutamic acid in the second position and a known C-terminus (FWYLIMQVA). Additional details are 
available in Methods and Table 5.4. 
A. B44 competition assay (B*18:01, B*40:02) comparing predicted peptides based on mutant IC50. 
Wilcoxon test of difference between motif and non-motif peptides P=0.21, best and motif peptides P=0.19. 

B. B44 competition assay (B*18:01, B*40:02) comparing predicted peptides based on difference between 
mutant and wildtype binding (MT IC50 – WT IC50). Wilcoxon test of difference between motif and non-motif 
peptides and P=0.026, best and motif peptides P=0.016. 

C. B44 competition assay comparing predicted and artificial peptides featuring radical substitutions in the 
anchor position. Wilcoxon test of difference between negatively and positively charged amino acids 
P=0.031. 

D. B44 competition assay comparing predicted and artificial peptides featuring radical substitutions in non-
anchor positions. Wilcoxon test of difference between mutant and wildtype binding not significant between 
negatively and positively charged amino acids, P=0.90. 
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Figure 5.8: Survival based on motif neoepitopes in UCLA NSCLC. 

 

Median OS in those with motif neoepitopes was 18.2 versus 7.0 months in those without (HR 

0.38, P=0.038); median PFS was 8.7 versus 3.5 months (HR 0.40, P=0.072). We examined other 

B-supertypes (B07: N=19, motif N=15; B27: N=5, motif N=3; B58 N=4, motif=3; B62: N=8, 

motif=7) for similar survival curve separation based on the presence of favorable neoepitopes, 

but only B27, the only other supertype with a charged binding pocket, demonstrated a trend 

towards significance with median OS with motif neoepitopes not reached versus 11.5 months in 

those without (HR could not be calculated, P=0.039) and median PFS 45.3 vs. 8.2 months (HR 

0.18, P=0.062). Fig. 5.8 shows composite survival outcomes in patients with B44 and/or B27. The 

presence of motif neoepitopes associated with a median OS of 18.7 months (95% CI 6.0-not 

reached) versus 7.0 months (95% CI 0.7-18.4, P=0.016) and median PFS of 12.4 months (95% 

CI 1.2-not reached) versus 2.8 months (95% CI 1.2-12.4, P=0.005). Appendix 7.4 lists observed 

B44 and B27 motif neoepitopes. 

To determine the robustness of the association between motif neoepitopes in charged 

HLA supertypes with ICB survival outcomes, we validated our findings using publicly available 

Survival estimated using the Kaplan-Meier method and compared between groups with a non-parametric 
log-rank test. Dashed lines represent medians. Motif neoepitopes are listed in Appendix 7.4. 

A. Motif neoepitopes median OS 18.7 (95% CI 6.0-NR) vs. 7.0 (95% CI 0.7-18.4) months, P=0.016. 

B. Motif neoepitopes median PFS12.4 (95% CI 2.1-NR) vs. 2.8 (95% CI 1.2-12.4) months, P=0.005. 
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data generated at Dana Farber (DF-NSCLC, DF-melanoma).238 Motif neoepitopes were present 

in 47.1% (16/34) of patients from the DF-NSCLC B44/B27 cohort and 87.9% (80/91) patients from 

DF-melanoma B44/B27 cohort, suggesting motif neoepitopes are more common in melanoma 

than NSCLC, as we originally hypothesized. Fig. 5.9 shows the presence of B44 and B27 motif 

neoepitopes was protective in all cohorts (DF-NSCLC: median OS not reached vs. 13.2 months  

Figure 5.9: Survival based on motif neoepitopes in DF NSCLC and melanoma cohorts. 

 

Survival estimated using the Kaplan-Meier method and compared between groups with a non-parametric 
log-rank test. Dashed lines represent medians.  

A. NSCLC motif median OS NR (95% CI 21.8.-NR) vs. 13.2 (95% CI 8.9-NR) months, P=0.023. 

B. NSCLC motif median PFS14.4 (95% CI 5.6-NR) vs. 3.0 (95% CI 2.8-5.4) months, P=0.006. 

C. Melanoma motif median OS 34.5 (95% CI 19.8-NR) vs. 13.4 (95% CI 8.2-28.0) months, P=0.027. 

D. Melanoma motif median PFS13.4 (95% CI 5.4-23.2) vs. 3.7 (95% CI 2.8-6.0) months, P=0.010. 
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P=0.023, median PFS 14.4 vs. 3.0 months P=0.006; DF-melanoma: median OS 34.5 vs. 13.4 

months P=0.027, median PFS 13.4 vs. 3.7 months P=0.010). 

Immunoediting and immunosuppression suggest motif neoepitope functionality 

While these findings are suggestive, it is unclear whether motif neoepitopes are functional entities 

and immune “targets” or simply biomarkers of response. We hypothesized that evidence of 

immune escape or immunoediting based on the presence of motif neoepitopes would be 

supportive of immunogenicity/functionality and evaluated TCGA and CPTAC datasets. While 

there was no enrichment for HLA B44 or B27 alleles in NSCLC or melanoma cohorts, Fig. 5.10 

depicts an evaluation of checkpoint and other biomarkers of ICB response based on RNA 

expression, which shows most biomarkers are significantly upregulated in cases with motif 

neoepitopes, although aside from CXCL9, which has been suggested to be the most robust 

marker,27 none are significantly upregulated in all cohorts. Table 5.4 compares motif neoepitopes 

against TMB, showing enhanced performance across gene expression biomarkers. Fig. 5.11 

evaluates antigen presentation machinery and immune cell composition. Cases with motif 

neoepitopes show proportionately higher loss of APM in all TCGA cohorts, which is statistically 

significant in LUSC (P=0.048) and SKCM cohorts (P=0.010), but does not reach statistical 

significance in LUAD (P=0.130), and demonstrates varied enrichment of subcomponents. 

Immune cell composition does not demonstrate any clear signals across NSCLC cohorts. 

Evaluating B44 neoepitopes, Table 5.5 examines TCGA gene expression and methylation 

based on findings from Chapter 4, using detectable gene expression (RNA>0) and beta values 

less than 0.9 as cut points. The proportion of motif neoepitopes with gene expression is less than 

that of non-motif neoepitopes (LUAD 0.664 vs. 0.830, LUSC 0.852 vs. 0.893, SKCM 0.796 vs. 

0.884) although at the case level, is only statistically significant in SKCM (0.2 vs. 1.2, P=0.001), 

although directionality is retained in LUAD (0.7 vs. 1.5, P=0.083) and LUSC (1.3 vs. 1.5, P=0.215). 

The proportion of motif neoepitopes with highly methylated genes is not consistent in LUAD (0.953  
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Figure 5.10: Relation of ICB biomarkers to motif neoepitopes in TCGA B44 patients. 

 

 

 

 
 
vs. 0.942), although suggestive in LUSC (0.878 vs. 0.894) and SKCM (0.831 vs. 0.849), although 

absolute differences are small and only statistically significant in SKCM (0.3 vs. 0.1, P=0.006). 

Table 5.6 summarizes CPTAC neoepitopes with evidence of gene protein expression, only 

possible with the CPTAC LUAD and LUSC B44 cohorts given few protein-level events in B27 

patients. Overall, the proportion of neoepitopes with protein expression at the case level was 

0.235 for LUAD and 0.364 for LUSC; 0.375 and 0.636 had detectable RNA, respectively; 0.975  

LUAD – lung adenocarcinoma (B44 N=239), 
LUSC – lung squamous cell carcinoma (B44 
N=228), SKCM – melanoma (B44 N=227). 

*P<0.050, **P<0.01, ***P<0.001.  

Orange – patients with at least one B44 motif 
neoepitope, teal – patients w/o B44 motif 
neoepitopes.  

Differences assessed based on a clustered 
Wilcoxon rank sum test using the Rosner-
Glynn-Lee method to account for repeated 
measures. 

 
A. LUAD B44 patients with motif neoepitopes (N=88) have significantly higher CD8A, CXCL9, CXCL10, 
CXCL13, CD274, CTLA4, LAG3, and the cytolytic signature (8/9 markers). 

B. LUSC B44 patients with motif neoepitopes (N=85) have significantly higher CD8A, CXCL9, CXCL10, 
Tinflam and cytolytic signature (5/9 markers). 

C. SKCM B44 patients with motif neoepitopes (N=148) have significantly higher CXCL9, CXCL10, 
CD274, CTLA4, LAG3, and the cytolytic signature (6/9 markers). 
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Table 5.4: Immunomodulatory gene expression in TCGA B44 patients based on motif neoepitopes 
vs. high tumor mutation burden. 

 

and 0.855 had methylation beta values less than 0.9. There were very few cases with protein 

expression of B44 motif neoepitopes (7 in LUAD and 16 in LUSC with only 1-3 per case), so B44 

neoepitopes were considered in total. The total proportion of B44 motif vs. non-motif neoepitopes 

with protein expression in LUAD was 0.478 vs. 0.610 (P=0.226) and in LUSC was 0.171 vs. 0.512 

(P<0.001). RNA and methylation findings were similar to TCGA results. 

Findings at the cohort level did not show relative suppression of radical glutamic acid or 

any other particular amino acid substitution proportion in DNA and RNA layers based on HLA  

CD274 – PD-L1 gene expression, LUAD – lung adenocarcinoma, LUSC – lung squamous cell carcinoma, 
SKCM – melanoma, Tinflam – T-inflamed signature TMB-H – tumor mutation burden high (≥5 
mutations/megabase), TMB-L – tumor mutation burden low (<5 mutations/megabase). Measured by log 
count of gene expression displayed as median (standard deviation).  

Those with P-values <0.01 are highlighted in green, those <0.05 are highlighted in orange. 
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Figure 5.11: Relation of multiomic analyses to motif neoepitopes in TCGA B44 patients. 

 
 
status in TCGA or CPTAC cohorts. Given the probabilistic relationships depicted by protein 

expression of amino acid substitutions relative to mutation number in prior experiments, we 

explored HLA-specific effects by examining the number of SNVs with protein expression 

compared to the number of amino acid substitutions with protein expression, compared to SNPs 

with protein expression as a control. Based on Chapter 3 experiments, we selected amino acid 

substitutions with similar frequencies for comparison (radical glutamic acid substitutions have a  

LUAD – lung adenocarcinoma 
(B44 N=239), LUSC – lung 
squamous cell carcinoma (B44 
N=228), SKCM – melanoma (B44 
N=227). Other notation reflects 
gene symbols. Orange – patients 
with at least one B44 motif 
neoepitope, teal – patients w/o 
B44 motif neoepitopes 

*P<0.050, **P<0.01, ***P<0.001.  

Differences assessed based on 
chi square tests of difference. 

A. Proportion of patients with at 
least on APM mutation showed 
over-representation of co-motif 
LUAD X2 =  2.30, P=0.130, LUSC 
X2 =  3.89, P=0.048, SKCM X2 =  
6.59, P=0.010. 

B. No clear enrichment patterns. 
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Table 5.5: TCGA neoepitope gene expression and methylation by cohort. 

 

 
  

Charged HLA-B include all alleles belonging to B44 and B27 supertypes. *Patients without HLA-B allelic 
pair inference possible with ATHLATES excluded. †Represented as proportion of patients out of all patients 
with at least one charged HLA-B allele. 

A. Patients depicted as raw number (proportion). HLA alleles were predicted for nearly all patients. 
Charged HLA alleles were present in over half. Approximately a quarter of LUAD patients had motif 
neoepitopes with a higher proportion in LUSC and particular enrichment in SKCM. 

B. Proportion of neoepitopes with at least 0.001 fragments per kilobase million (FPKM) gene expression 
out of all predicted charged HLA-B neoepitopes with IC50 ≤ 500 nM. Motif neoepitopes (LUAD N=125, 
LUSC N=162, SKCM N=338). Motif neoepitopes were less likely to be expressed than others. 

C. All predicted charged HLA-B neoepitopes with at least 0.001 FPKM gene expression and IC50 ≤ 500 nM 
included. Depicted as median FPKM (interquartile range). Difference between motif and non-motif 
neoepitopes assessed with clustered Wilcoxon rank sum test using Rosner-Glynn-Lee method to account 
for repeated measures and highly significant in SKCM. 
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Table 5.5 (con’t): Neoepitope gene expression and methylation in TCGA cohorts. 

 

Table 5.6: CPTAC B44 neoepitope multiomic characteristics. 

 

  

*Patients without HLA-B allelic pair inference possible with ATHLATES excluded. All predicted charged 
HLA-B neoepitopes with at least 0.001 FPKM gene expression and IC50 ≤ 500 nM included and evaluated 
based on their gene beta value. Difference between motif and non-motif neoepitopes assessed with 
clustered Wilcoxon rank sum test using Rosner-Glynn-Lee method to account for repeated measures. 
There was not a significant difference in the proportion of genes with beta-values greater than 0.9, which 
would be suggestive of immunoediting. Only SKCM showed a statistically significant increase in 
methylation based on motif neoepitope classification.  

CH3 – methylation, LUAD – lung adenocarcinoma, LUSC – lung squamous cell carcinoma.*LUAD had 7 
cases with motif neoepitopes with protein expression, LUSC 16 cases (1-3 per case). 

Represented as median number/proportion (range for count or standard deviation for proportion).  B44-
neoep refers to assessments at the case level of all B44 patients; B44-motif and B44-non-motif categories 
are considered in total. LUSC showed a greater proportional difference in protein expression compared to 
LUSC based on B44 motif. 
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Figure 5.12: HLA B44 supertype reveals immunoediting based on probabilistic relationships. 

 
  

CPTAC-LUAD and LUSC grouped together and subset on B44 (N=67), correlations compared with 
Pearson’s test, line of best fit shown in black surrounded by gray depicting 95% confidence interval.  

A. SNV count vs. p.>E (radical), R= -0.008, P=0.950. D. SNP count vs. p.>E (radical), R=0.920, P<0.001. 

B. SNV count vs. p.E>K, R=0.260, P=0.032.         E. SNP count vs. p.E>K, R=0.860, P<0.001. 

C. SNV count vs. p.G>V, R=0.750, P<0.001.        F. SNP count vs. p.G>V, R=0.830, P<0.001. 
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Figure 5.12 (con’t): HLA B44 supertype reveals immunoediting based on probabilistic relationships. 

 

 
  

CPTAC-LUAD and LUSC grouped together and subset on non-B44 (N=110), correlations compared with 
Pearson’s test, line of best fit shown in black surrounded by gray depicting 95% confidence interval.  

G. SNV count vs. p.>E (radical), R= 0.230, P=0.014. J. SNP count vs. p.>E (radical), R=0.900, P<0.001. 

H. SNV count vs. p.E>K, R=0.230, P=0.016.         K. SNP count vs. p.E>K, R=0.810, P<0.001. 

I. SNV count vs. p.G>V, R=0.620, P<0.001.        L. SNP count vs. p.G>V, R=0.720, P<0.001. 
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Figure 5.13: HLA B27 supertype reveals immunoediting based on probabilistic relationships. 

 

 

 

CPTAC-LUAD and LUSC grouped together and subset on B27 (N=28), correlations compared with 
Pearson’s test, line of best fit shown in black surrounded by gray depicting 95% confidence interval.  

A. SNV count vs. p.>E (radical), R= 0.180, P=0.370. D. SNP count vs. p.>E (radical), R=0.890, P<0.001. 

B. SNV count vs. p.E>K, R=0.120, P=0.530.         E. SNP count vs. p.E>K, R=0.630, P<0.001. 

C. SNV count vs. p.G>V, R=0.520, P=0.005.        F. SNP count vs. p.G>V, R=0.630, P<0.001. 
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Figure 5.13 (con’t): HLA B27 supertype reveals immunoediting based on probabilistic relationships. 

  

CPTAC-LUAD and LUSC grouped together and subset on non-B27 (N=149), correlations compared with 
Pearson’s test, line of best fit shown in black surrounded by gray depicting 95% confidence interval.  

G. SNV count vs. p.>E (radical), R= 0.047, P=0.570. J. SNP count vs. p.>E (radical), R=0.930, P<0.001. 

H. SNV count vs. p.E>K, R=0.280, P=0.016.         K. SNP count vs. p.E>K, R=0.890, P=0.010. 

I. SNV count vs. p.G>V, R=0.740, P<0.001.        L. SNP count vs. p.G>V, R=0.800, P<0.001. 
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frequency of ~2.5%, p.E>K is an opposite radical substitution with similar frequency at ~2.8%, 

p.G>V represents an uncharged substitution with the highest frequency at ~3.5%, see Fig. 3.6). 

Fig. 5.12 and 5.13 summarize results, which show number of events correlate significantly in 

every scenario except in radical glutamic acid substitutions caused by SNVs in B44 cases, and 

radical glutamic acid substitutions and p.E>K substitutions caused by SNVs in B27 cases. While 

radical mutations may be unfavorable overall based on SNV comparisons (SNV p.>E correlations 

range 0.05-0.2 excluding B44, SNV p.E>K correlations range 0.2-0.3 excluding B27, p.G>V 

correlations in SNV range 0.5-0.7, SNP correlations range 0.7-0.9 with P<0.001), glutamic acid 

substitutions are less than expected based on SNV protein expression in B44 patients with a 

correlation of -0.01 (distinctly not statistically significant and the only negative correlation in the 

dataset), and p.E>K substitutions are present in proportions less than expected based on SNV 

expression in B27 patients with a correlation of 0.12 (distinctly not statistically significant). This is 

a novel finding that provides the first evidence for immunoediting based on HLA-B supertypes 

and supports the functionality of motif neoepitopes in B44 and B27. 

5.6 Conclusion 

The application of techniques and known and uncovered relationships from Chapter 3 and 4 

resolve the discrepancy in ICB survival based on HLA B44 in NSCLC and melanoma by 

considering the presence of favorable mutations that can be targeted by the adaptive immune 

system. Isolated feature assessment demonstrates how multiomic analyses may lead to 

conflicting results, compounded by increasing feature complexity and lack of power. The 

application of individual (personalized) models accounting for mutational signature resolve these 

discrepancies and suggest translational relevance. Refinement of currently available neoantigen 

prediction models based on “motif neoepitopes” suggests the first evidence for clinically relevant 

neoantigen prediction. Comparisons of protein-validated amino acid substitutions suggest subtle 

immunoediting effects based on HLA, which is a novel finding. 
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CHAPTER 6 

Conclusion 

This chapter summarizes the results and contributions from this dissertation. Based on the 

findings presented, we suggest research directions to further improve multiomic discovery and 

translation, particularly with respect to neoepitope prediction and HLA-based therapies. 

6.1 Summary of Research 

This dissertation advances our understanding of practical applications of multiomic-based model 

development and establishes techniques to improve reproducibility. In this dissertation, we 

provide the following research developments that address bias and type two errors in multiomic 

discovery: 

1. Inclusion of normal tissue in multiomic data structure. This dissertation supports an 

expanded role for germline and normal tissue in cancer multiomic analyses. Multiomic data 

from normal tissue can provide a comparative model that does not require a priori knowledge 

of a biologic system. This can identify not only features that are statistically different, but also 

those that are expectedly different and unexpectedly similar. Using this framework, these 

experiments reveal technical artifacts and associations that otherwise could lead to spurious 

results, as well as demonstrate the relationship of probabilistic distributions to numbers of 

observed events, thereby enabling discernment of nuanced phenomena. To this point, models 

that correct for transcriptional bias and depict amino acid substitutions based on mutational 

signature created as a part of this work will be made openly available. 

2. Inclusion of similarity, iteration, and multiple metrics in model development. 

Experiments in this dissertation suggest that distance measures and statistically significant 

differences may be misleading in complex analyses. We offer techniques that evaluate data 

similarities as opposed to differences and recommend iterative modeling to recapitulate 

observed data to assess scientific inference. The inclusion of two distance similarity metrics 
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(one sensitive to scale and one not) and a non-distance metric can be used to better 

understand model performance, particularly when using sparse or noisy datasets. These 

techniques are particularly effective when signal strength is unknown and/or when power 

calculations are not possible. Notably, the most important finding in this dissertation stemmed 

from a loss of statistical significance, which would have been overlooked by an analysis 

employing differential expression.   

Chapters 3 and 4 presented key issues related to multiomic modeling with approaches that 

overcome these challenges. Demonstrations of this research were conducted in Chapter 5 using 

public datasets (e.g., TGCA, CPTAC) and specific institutional datasets obtained through UCLA 

Health/the Garon Lab to illustrate the problems and advances of these techniques over 

conventional approaches. 

6.2 Future Directions 

We identify limitations in works of this dissertation and subsequently suggest several directions 

for extending this work to improve the reliability of multiomic analyses and translational innovation. 

Application of approach. Amino acid substitutions were a first model system and initially used 

for dimensionality reduction. While undoubtedly, models of amino acid substitutions could be 

refined, particularly with respect to prediction involving cases with low tumor mutation burden and 

more sparse datasets (and the unexpectedly high proportion of radical glutamic acid mutations in 

melanoma, which was unusual given how closely our model predicted other values), the 

approaches developed in this dissertation could be applied to other expanded or nuanced 

datasets and/or clinical problems. Evaluating targeted gene panels and/or microRNA, which to 

date have been notoriously difficult to incorporate in multiomic data structure, could enable 

additional insight and potentially lead to novel translational opportunities.  
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Additionally, as these experiments evaluate SNPs and SNVs that account for most cancer 

genomic changes – but do not account for other types of mutations, such as insertions, deletions, 

frameshifts, or splice site changes – an expanded view of cancer mutagenesis could be evaluated 

to determine compositional impact. For example, efforts of Kames and colleagues have created 

compendia for codon pair usage bias for multiple human tissues that cannot be predicted from 

codon frequencies alone, which could provide additional insight with respect to probable 

mutations.252 Mutational signature also could be applied to amino acid substitution 

representations and/or codon pair usage tables to provide novel ways to identify likely 

neoantigens and/or likely resistance mechanisms. 

 Similarly, further defining the use of multiple similarity metrics could enhance multimodal 

analytic benchmarking. While in these experiments, the combination of metrics was useful for 

model insight, it is not clear that a combination would be useful for all multiomic experiments or 

applicable outside of multiomic experiments. One potential direction is to further investigate the 

utility of multiple metrics as a summary statistic that could be used to define the robustness of the 

information gained by a particular experiment or methodology. To support the implementation and 

adoption of this approach, well known datasets and established findings, such as those used by 

the Swanton group,27 could be explored with respect to number of observations and power to 

further characterize metric performance. Alternatively, these metrics could be evaluated as an 

initial biomarker discovery tactic to suggest more robust signals. 

Identification and translation of HLA-specific effects. The most biologically important 

discovery of this dissertation is the approach to identifying functionally relevant neoepitopes 

based on HLA supertypes. The focus on B44, in this regard, is not arbitrary. Approximately half 

of patients have B44, enabling statistically significant conclusions in modestly sized cohorts. Other 

HLA-B supertypes, such as B27, had significant survival benefits but could not be further defined 

due to smaller numbers. It is unclear why B27 motif neoepitopes were not more common in 
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NSCLC, especially given the enrichment of positive radical substitutions, and currently available 

proteomic data is unable to provide additional information. NSCLC-specific purifying selection 

against these mutations is an exciting prospect, but additional evaluation is required. Additionally, 

given the strong autoimmune associations of B27, the possibility of SNPs or other somatic non-

oncogenic mutations functioning similarly to motif neoepitopes is intriguing, as is whether B27 is 

enriched in those with significant ICB toxicities.  

Incorporating recent work by Pataskar and colleagues that revealed tryptophan depletion 

results in tryptophan-to-phenylalanine substitutants, additional modifications can be made to 

neoepitope prediction approaches as phenylalanine is a common C-terminus for antigens.253 

Exposing organoid models to interferon-gamma also could potentially identify peptides that may 

be shared across patients that could be targeted by cancer vaccines or provided to dendritic cells 

to enhance immune recognition in other cellular therapeutic strategies. Other translational 

approaches that could be considered include the targeted use of chemotherapeutic agents that 

induce damage with particular signatures of DNA damage, such as temozolomide, which 

increases g.G>A mutations particularly in those with O6-methylguanine-DNA methyltransferase 

(MGMT) or other DNA repair deficiency,170, 254 which could enhance the likelihood of substitutions 

leading to new neoepitope anchors. Further work in immunopeptidomics and proteomics with 

respect to HLA and motif neoepitopes is of great interest. 
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7.1 Fig 3.12: Hierarchical clustering, CPTAC, high resolution. 

LUAD-SNV 
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LUAD-SNP 
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LUSC-SNV 
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LUSC-SNP 
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7.2 Fig 3.14: Hierarchical clustering, TCGA, high resolution 

LUAD-SNP 
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LUSC-SNP 

 



 117 
 

7.3 Experimental peptides (Chapter 5) 

 

Standard single letter notation used for amino acids. All predicted neoepitopes had an IC50 ≤ 500 
nM. HLA – human leukocyte antigen, MT – mutant, p. – protein (amino acid), pos – position in 
peptide (1-9), WT – wildtype. IC50 displayed in picomolars (pM).  
*Average of two experimental values included for calculations in which only one neoepitope met 
criteria for inclusion (see Methods). †No binding observed, not included in wildtype comparison – 
also note this peptide does not feature a known C-terminus and does not meet motif criteria. 
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7.4 Observed motif neoepitopes (Chapter 5) 

 

Chr – chromosome, HLA – human leukocyte antigen, MT – mutant, P – peptide position, Sub – 
amino acid substitution, WTIC50 – wildtype IC50 (in mM). Standard single letter notation used for 
amino acids.  
*All substitutions are p. – protein (amino acid). All predicted neoepitopes had an IC50 ≤ 500 nM. 
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