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Structural disorder-driven topological phase transition in noncentrosymmetric BiTeI

Paul Corbae ,1,3 Frances Hellman ,1,2,3 and Sinéad M. Griffin3,4

1Department of Materials Science, University of California, Berkeley, California 94720, USA
2Department of Physics, University of California, Berkeley, California 94720, USA

3Materials Science Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
4Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

We investigate using local structural disorder to induce a topologically nontrivial phase in a solid state system. 
Using first-principles calculations, we introduce structural disorder in the trivial insulator BiTeI and observe 
the emergence of a topological insulating phase. By modifying the bonding environments, the crystal-field 
splitting is enhanced, with spin-orbit interactions producing a band inversion in the bulk electronic structure. 
Analysis of the Wannier charge centers and the surface electronic structure reveals a strong topological insulator 
with Dirac surface states. Finally, we propose a prescription for inducing topological states from disorder 
in crystalline materials. Understanding how local environments produce topological phases is a key step for 
predicting disordered and amorphous topological materials.

I. INTRODUCTION

The discovery of nontrivial topological phases in
materials has been at the forefront of condensed matter
physics for both their fundamental importance and their po-
tential in applications ranging from low-power electronics to
quantum computing. High-throughput searches and classifi-
cation schemes for topological materials exploit crystalline
symmetries, and how these symmetries determine band con-
nectivity [1–7]. Such symmetry indicators have enabled the
prediction of thousands of crystalline topological materials.
However, materials without intrinsic or long-range crystalline
symmetries, such as amorphous and quasicrystalline materials
[8,9], have no such classification scheme. Nonetheless, evi-
dence for topological surface states has been experimentally
and theoretically observed in an amorphous topologically in-
sulating system [10,11]. Recently, Marsal et al. [12] exploited
local environments to compute the topological phase diagram
in a coordinated amorphous structure. These works find that
local interactions and connectivity determine the relevant fea-
tures in the electronic structure to produce topological phases,
and emphasize the importance of local chemical environments
in topological materials. Understanding how structural disor-
der contributes to and enhances topological phases will drive
predictions of disordered and amorphous topological materi-
als based on local structural properties.

Small gap semiconductors with strong spin-orbit interac-
tions (SOI) are ideal systems to probe how local environments
affect the band topology. In such systems, a band inversion
and a topological phase can be induced by tuning the chemical
environment to modify the crystal-field splitting (CFS) [13].
Systems with a strong SOI and no inversion are subject to
Rashba spin-splitting: Without I-symmetry, the degeneracy

correspondence should be addressed:

between ψ−k,↑ and ψk,↑ is lifted so that the bands split at
nonspecific k points, and a resulting band inversion can occur
away from � in the Brillouin zone (BZ). If the states near the
Fermi level are of the same orbital character and also close in
energy, they can couple together effectively through a Rashba
Hamiltonian, further reducing the band gap at relevant points
in the BZ [14].

Several routes to inducing topological phase transitions
(TPTs) from normal to topological insulator (TI) have been
proposed in solid-state systems, including using temper-
ature [15,16], pressure [17], and strain [18]. Topological
Anderson insulators are an example where onsite disorder
pushes a trivial insulator through a gapless state into a topo-
logically nontrivial state [19,20]. Typically, Anderson models
incorporate an onsite disorder term which can be applied
to noncrystalline solids [21]; however, here we incorporate
disorder with perturbations to the atomic positions. No studies
to date have looked at the effect of this random structural
disorder on the topological character.

In this work, we study how local structural disorder affects
the CFS and SOI in the small-gap semiconductor BiTeI and
identify the structural motifs that play a crucial role in produc-
ing the nontrivial band topology. First, we present our scheme
for introducing structural disorder in BiTeI and analyze the
subsequent charge redistribution on symmetry breaking. Us-
ing first-principles calculations we show that, as bond lengths
change, the CFS is enhanced leading to a band-gap reduction.
We observe a TPT from trivial insulator to Weyl semimetal
to TI originating from a bulk band inversion when spin-orbit
coupling (SOC) is included. These topological phases emerge
in a crystalline material with reduced crystalline symmetries.
We confirm the TPT by studying the surface state spectrum
and calculating topological invariants from Wannier charge
centers, observing a Dirac cone on the surface resulting from
a strong Z2 index. This work provides a pathway to under-
standing local chemical environments in topological materials
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FIG. 1. Structural disorder induced charge redistribution. (a) BiTeI primitive unit cell. Blue spheres represent the allowed random
displacements �x, �y, and �z. (b) Bi-Te and Bi-I bond lengths vs. disorder/energy per unit cell. The Bi-Te bonds shift to a higher mean
length and develop a larger σ . The important bond for the TPT, Bi-Te = 2.9 Å, can be seen developing around 0.4 Å. The Bi-I bonds initially
develops a higher mean length with large σ and then drops around 3.50 Å with low σ after the TPT. [(c)–(e)] Partial charge density of the (001)
plane for bands near the Fermi level in structures with dav = 0.00 Å, dav = 0.28 Å, and dav = 0.56 Å, respectively. As the structures become
more disordered the charge density distorts into the y direction [indicated by the blue arrow in (d)] and the charge moves to the Bi-Te bond.

and their extension to amorphous systems by using disorder in
crystalline systems to elucidate the physical origin of the TPT,
prompting a route for materials discovery [10].

II. STRUCTURAL PROPERTIES

BiTeI is a trigonal, noncentrosymmetric material adopting
the P3m1 space group (No. 156). The primitive unit cell
contains a single Bi, Te, and I configured in layers of tri-
angular networks along the c axis [Fig. 1(a)], resulting in a
C3v rotational symmetry about the c-axis. The Te-Bi-I net-
work forms a trigonal prism surrounding the Bi atoms, which
are separated by a van der Waals gap. In this undisordered
structure the equilibrium Bi-Te bond length is 3.07 Å and the
Bi-I bond length is 3.29 Å, bond lengths in the PBE frame-
work are typically within 1–2% (experimental values are
3.04 Å and 3.27 Å respectively). This structure is a trivial
insulator with an experimental band gap of 0.36 eV [22]. To
understand how topology is influenced by the local chemical
environment we generated disordered structures as follows:
We pull a random number from a uniform distribution be-
tween −0.15 Å and 0.15 Å and add it to each Wyckoff

position in the unit cell for each direction. This generated
a disordered structure with an average atomic displacement
dav = 0.62 Å per unit cell, similar in value to the change in
interatomic spacing between the crystalline and amorphous
phases of Bi2Se3 in experiment [10]. From this disordered
structure, we created interpolated snapshots between the
undisordered and fully disordered crystal with dav = 0.62 Å
to track the electronic and topological properties with increas-
ing disorder. The final structure is in the P1 space group after
the C3v and remaining symmetry elements are removed by the
structural disorder.

Figure 1(b) shows the distributions (mean bond lengths
with bars representing the standard deviation) for Bi-Te and
Bi-I bond lengths for our disordered structures as a function of
average displacement and energy difference from the ground
state. We see that with increasing disorder, the distribution
of Bi-Te bond lengths develops a larger standard deviation
while the mean bond length becomes larger. The smaller Bi-Te
bonds shift to a value of 2.9 Å—this Bi-Te bond plays an
important role in the TPT as discussed later. Additionally,
the distribution of Bi-I bond lengths spread out with large
deviation and then moves to 3.5 Å with lower deviation.



FIG. 2. Bulk electronic band structure. (a) Bulk band structure in the H -A-L direction without SOC. Structural disorder modifies the CFS
pushing bands near the Fermi level closer and reducing the energy gap. Darker colors represent more disordered structures. (b) The band
structure with SOC for dav = 0.00 Å, dav = 0.28 Å, and dav = 0.45 Å, respectively. The Bi weight in green moves from the CB to VB and
vice versa for Te in orange. (c) The Bi/Te pz orbital weight at A as a function of average atomic displacement. With increasing displacement
the Bi and Te weight of the VB (CB) switch around 0.4 Å. (d) Energy level splitting diagram for disordered BiTeI after the TPT. The three
splittings represent chemical bonding, crystal field, and SOC. By breaking the C3v symmetry the px,y orbitals are no longer degenerate.

The Bi-Te bond shortening and Bi-I bond lengthening has
important implications on the charge density. Figure 1(c) plots
the charge density of bands at the Fermi level near the A point
which are involved in the TPT for the undisordered crystal.
We also plot the charge density for the bands projected onto
the (001) plane depicting the C3v symmetry and the charge
sitting on the Te and I atoms. As we disorder crystalline BiTeI,
Figs. 1(d) and 1(e), the charge density moves from being cen-
tered on the Te and I ions to the Bi-Te bond. This is important
because, as we will describe later, the TPT band inversion
occurs between the Bi and Te p orbitals near the Fermi level.
The charge density is redistributed in the y direction due to
the increased py orbital presence at the Fermi level. This
increase is attributed to the shortening of the Bi-Te bonds,
which happens primarily in the y direction. The y direction
is not specific, rather the important feature is a shortening
of the Bi-Te bond and the subsequent charge redistribution.
In summary, in our disordered BiTeI, the Bi-Te bond gets
shorter causing a charge redistribution along the Bi-Te bond,
resulting in a broken threefold rotation symmetry and a new
crystal-field environment for the states near the Fermi level.

III. ELECTRONIC STRUCTURE AND TOPOLOGY

Next, we examine the influence of the structural changes
on the electronic and topological properties of disordered
BiTeI. Full DFT calculation details are given in the supple-
mental materials [23] (see, also, Refs. [24–31] therein). The
calculated electronic structure is shown in Fig. 2 with and
without SOC included to disentangle how crystal-field effects
and SOC change with atomic displacement. Due to the lack

of a center of inversion, we examine the states along the
H-A-L direction to track topological band inversion. Fig-
ure 2(a) shows the calculated electronic band structure
for increasing values of dav without SOC. We find
that for increasing dav, the resulting changes in the
CFS at A reduces the band gap and pushes the bands
at the Fermi level closer together. This large crystal-
field enhancement is a result of the lifting of the
degeneracy between the px and py orbitals on displacement
when the threefold rotational symmetry is broken. This causes
an increased py orbital contribution near the Fermi level, seen
in the partial charge density. The orbital overlap produces
large splitting pushing states near the Fermi level closer to-
gether as shown in Fig. 1(e) and Fig. 2(a).

To understand the role of SOC on the disordered
electronic structure, Fig. 2(b) plots the band structure for
dav = 0.0 Å, dav = 0.3 Å, and dav = 0.5 Å, respectively, with
SOC included. SOC breaks the spin degeneracy giving rise
to splitting at positions in the Brillouin zone away from high-
symmetry points and causes a large Rashba spin-splitting near
the Fermi level in all structures [32]. Importantly, by incorpo-
rating SOC we observe a reduction of the band gap, and, with
increasing dav, a band inversion occurs at the A point. This
band inversion produces the TPT in disordered BiTeI. The ori-
gin of the band inversion can be understood by considering the
p-orbital projections of Bi, Te, and I onto the band structure.
Initially the Te (orange) and I (blue) weight is concentrated
in the valence band (VB) and the Bi weight (green) in the
conduction band (CB). After the transition the Bi weight is in
the VB and the Te weight is in the CB, which is quantitatively
shown in Fig. 2(c). The Bi and Te pz orbital weights switch at



FIG. 3. Calculated surface state spectrum for disordered BiTeI.
(a) The momentum-dependent local density of states shows a
topological Dirac cone around the surface � point. (b) The Fermi
surface of the topological surface state. The Dirac cone is distorted
due to the structural disorder, the resulting Fermi surface is stretched
in kx, ky in momentum space, a result of the structural disorder in real
space. Arrows correspond to the spin texture of the Fermi surface.
Brighter colors represent a higher local density of states.

dav ∼ 0.4 Å with the Bi weight decreasing in the CB and the
Te weight increasing (vice versa for the VB). Importantly, the
average atomic displacement of 0.4 Å is observed in amor-
phous TI systems and so is a physically reasonable amount of
disorder that could be induced in amorphous materials [10].
This allows us to reasonably assume the electronic structure
of the disordered crystal could reflect an amorphous phase.
Additionally, the peak in the distribution of coordination
numbers in the disordered structures moves from six to five
exactly at the TPT, producing a new crystal field. A minimal
tight binding model incorporating disorder reproduces our
results (presented in the supplemental materials). The gener-
ality of this model capturing the TPT with disorder can be
applied to other structurally disordered materials systems with
strong SOC.

The electronic structure results are summarized in
Fig. 2(d). We find the states at the Fermi level, namely
Bi-p in the CB and Te/I-p in the VB, dominate the TPT.
As previously noted, the in-plane C3v rotational symmetry
in crystalline BiTeI results in degenerate px,y orbitals split in
energy from the pz orbital due to the semi-ionic polar trigonal
prismatic coordination of the Bi [29]. This results in Bi-pz and
Te-pz states at the edge of the CB and VB respectively [33],
separated by a calculated band gap of 0.38 eV. Introducing
disorder that shortens Bi-Te bonds results in greater orbital
overlap between the Bi-pz and Te-pz states, pushing bands
near the Fermi level closer together. This disorder-induced
reduction in band gap is then sufficient, once SOC is included,
to cause a band inversion of the two opposite polarity bands,
resulting in a TPT to a TI.

Since the TPT is that of an ordinary insulator to a TI in a
noncentrosymmetric crystal on structural disorder, we calcu-
late the Z2 topological invariant for the TR-invariant planes
in the BZ [23,34]. After the TPT Z2 = 1; (001) indicating a
strong TI. Figure 3(a) presents the surface state calculations
performed on a slab of structurally disordered BiTeI after the
TPT. The presence of a Dirac cone at the surface � confirms
the nontrivial bulk Z2 invariant. The Dirac cone sits mid gap
and passes through the top of the Rashba split VB as � → M
before connecting to the VB at M. This complex surface spec-
trum allows for the interplay of bulk Rashba split bands with

the topological surface state. We plot the spin-momentum
locking of the surface states with H ∝ σ × k in Fig. 3(b). The
annular structure is distorted in momentum space due to the
structural disorder in real space. Increasing structural disorder
produces a TPT leading to a strong TI with a spin-polarized
Dirac cone.

IV. DISCUSSION

The local structure and its disorder play a key role
in the TPT. We generated several sets of disordered
interpolations via our random displacement process, different
from the set presented. In these, the bonds lengths develop
different distributions leading to varying local chemical
environments and orbital overlaps. In one set, the shortening
of the Bi-Te bond brought the structures close to a TPT. In
another set the charge redistribution to the Bi-Te bond was
not present, but led to a very large Rashba splitting in the
bulk [23]. These trivial electronic structures show not all
disorders and subsequent local environments produces a TPT,
highlighting the need for identifying key structural markers
in TPTs. Our results demonstrate that structural disorder can
generate both TPTs and colossal Rashba splitting in SOC
materials making it a new tuning parameter for quantum
properties in small gap semiconductors with large SOC.

Studying the influence of random structural disorder in
SOC systems has implications for topological materials.
We find that crystal-field engineering can be achieved with
structural disorder as a new theoretical tuning parameter for
topological phases. Furthermore, disorder can be employed
to identify the physical origin of the TPT, making it
also a marker for topological phases. This leads us to
a systematic prescription for inducing TPT in material
as follows: (i) Identify the orbital character of the states
near the Fermi level, (ii) add random atomic disorder to
break the degeneracy of the states and distort along the
corresponding orbital direction to reduce the gap, and
(iii) close the gap and cause a band inversion. By incorporat-
ing tight-binding models and topological markers [9,12,35],
we can potentially discover many disordered and amorphous
topological materials candidates. The topological phase local
environment in BiTeI, probed in our study via random atomic
disorder, could be realized in amorphous thin films grown via
physical vapor deposition. Short-range ordering coupled with
the atomic displacement in disordered or amorphous BiTeI
could potentially show a topological phase in experiment.

V. CONCLUSION

In conclusion, we show that by randomly introducing
structural disorder a TPT from a normal insulator to TI is
achieved. Disordered BiTeI shows a bulk band inversion at
the A point in the BZ which manifests as a spin-polarized
topological Dirac cone with a strong topological invariant.
The physical mechanism for this is broken crystalline sym-
metries which produce a unique crystal-field environment that
pushes the states near the Fermi level closer together, inducing
a band inversion. Our work is a step toward understanding
topological matter from a local bonding perspective and has
implications for topological states that cannot be classified



using crystalline symmetry indicators. They suggest a route
to discovering topological states in disordered and amorphous
materials by identifying the local mechanisms (orbital inver-
sions, etc.) which produce a TPT in the crystal in the presence
of disorder. Our work provides a study of disorder induced
TPT in a real solid state system with chemical specificity and
bonding environments via first principles, a system which can
be readily synthesized and manipulated in the laboratory. Such
small-gap systems with strong SOC and well defined local
environments, are promising systems to study the interplay of
structural disorder, symmetry breaking, and topology.
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