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Abstract: Scientific computations and collaborations inciregly rely on the network to
provide high-speed data transfer, disseminatioesilts, access to instruments, support for
computational steering, etc. The Energy Sciencesvdik is establishing a science data
network to provide user driven bandwidth allocatitm a shared network environment,
some reservations may not be granted due to theofaavailable bandwidth on any single
path. In many cases, the available bandwidth aamadtiple paths would be sufficient to
grant the reservation. In this paper we investigaiw to utilize the available bandwidth
across multiple paths in the case of bulk datasfean
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news reports (Farivar, 2007; Waters, 2007) havkepiap

1 INTRODUCTION : _
on the efforts to transfer the entire collection Hxiibble

The practice of modern science is increasingly dateid  telescope data (about 120 terabytes) to sciemtstgrious

by large-scale collaborations of multi-disciplinatgams  research institutions by shipping hard disks viailma
integrating results from both simulation and obagon. because it's faster than sending it over the networ
Scientific computations and collaborations increghi rely Advances in storage and network technologies wellph

on the network to provide high-speed data transfer,speed up bulk data transfers, but we can also wepro
dissemination of results, access to instrumenispa for performance by utilizing our current resources meisely.
computational steering, etc. The data sets thedl e be To address some of these issues, the Energy Ssience
shared are increasingly reaching sizes in the ytza@B) Network (ESnet) (Energy Sciences Network, 2007) is
range. This makes the function of the network iashegly establishing a science data network that is loljicEparate
critical to the success of such cooperative effoiRecent  from the production IP core network. This will pide the
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underlying capability required by scientific applions as
identified in the 2002 U.S. Department of EnergyO@)
(Department of Energy, 2007) Office of Science vsbidp
(High Performance Network Planning Workshop, 2002).
One of the requirements of the science data netveotke
ability to provide user driven bandwidth allocationThe
default characteristics of the Internet today doprovide a
user any service guarantees. There is neitheagberance
that a packet will be delivered to its destinatiooy any
transport predictability (such as latency and ijjttehen the
packet is in transit. The requirements for uservedri
bandwidth allocation has spawned several activiigsh as
the DOE funded Lambda Station (Bobyshev et al.,6200
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also be the case that a provider is unwilling tocalte a
large portion of the bandwidth on a path to a sngl
reservation. In many cases, the available bantivadtoss
multiple paths would be sufficient to grant theemestion.
In this paper we investigate how to utilize the ikde
bandwidth across multiple paths in the case of ldka
transfer. In particular, our goals are: to préseprototype
implementation that enables multiple path allocatior a
specific bulk data transfer protocol, GridFTP (Al et.
al., 2005); to show that using multiple paths aaprove
the performance of the data transfer; and to shatvusing
multiple paths can be used to improve the fairradsthe
network..

On-Demand Secure Circuits and Advance Reservation

System (OSCARS) (Guok et al. 2006), TeraPaths (Byad
et al., 2006) and UltraScience Net (Rao et al.,5200
projects, the National Science Foundation (NSF)titval
Science Foundation, 2007) funded Circuit-switchadhH

speed End-to-End Transport Architecture (CHEETAH) & novel idea. _
eSWltchmg (MPLS) (Rosen, Viswanathan and Callo)D0

(Veeraraghavan et al., 2003) and Dynamic Resourc
Allocation via GMPLS Optical Networks (DRAGON)
(Yang et al.,, 2006) projects, Internet2’s (InteBne2007)
Bandwidth Reservation for User Work (BRUW) (Riddle,
2005) and Hybrid Optical and Packet Infrastructitt®©Pl)
(Boyles, 2004) projects, CANARIE's (CANARIE Inc.,
2007) User-controlled Lightpath (UCLP) (Wu et @Q05)
project, and GEANT’s (GEANT, 2007) AUTOBahn
(Sevasti, 2006) and Advanced Multi-domain Provisign
System (AMPS) (Patil, 2006) activities.

The OSCARS proof-of-concept service has been

deployed within the ESnet production network. ORSAs
designed as a service for dynamic QoS path edtatdist
that is simple for users to use, and easy to adieiniThe
user can make reservations either for immediateousea
advance for either one-time use or persistentaigefor the
same time everyday. The user does not have togroefian
alternate routing path, nor mark the packets invaay. All
necessary mechanisms needed to provide the userawit
guaranteed bandwidth path are coordinated by ariRE&m
Manager (RM) and managed by the routers in the or&tw
Traffic engineering is essential in making morecéfht use

2 RELATED WORK

Provisioning guaranteed bandwidth paths in a né¢ugonot
Protocols such as Multiprotocol llabe

and Reservation Protocol (RSVP) (Braden et. al97)19
have provided network operators with this capapbifibr
some time. However, extending this functionaldyan end
user or application, which has little to no netwdar&ffic
engineering knowledge, in a simple to use servicehat
makes this innovative. There are several systesptoged
today in research and education networks thatitaeluser
driven guaranteed bandwidth provisioning. Theseegaly
fall into two categories; on demand provisioningg(e
Lambda Station, CHEETAH, DRAGON, and HOPI) and
advance reservation (e.g. OSCARS, BRUW, UCLP,
AUTOBahn, and AMPS).

The area of TCP performance is rampant with liteeat
on how to improve a single TCP stream. Contests sisc
the Land Speed Record (Internet2 Land Speed Record,
2007) put on by Internet2 fuel this desire to hthe=fastest
(biggest) single stream of TCP data across the elsing
distance. This has led to a belief that there isneed for
multiple stream TCP since the speed of a singleastris
now so fast (average speed of 8.80 Ghps) that tesms
little reason to try to use more then one streara amgle

of the network. In OSCARS, advanced users have the&'€am can now aimost fill most backbone pipes (9¢-

option to specify ingress and egress end-pointghifvi
ESnet) of the virtual circuit. This effectivelyl@ais the user
to “route” around congested peering points if there
alternatives available. A near term enhancenwthis is
the ability for users to determine the path(s) titual
circuit(s) will take as it traverses the ESnet tsie. This
is executed via explicit Label Switched Paths (DSP$o
effectively reserve bandwidth in a network, which a
shared resource environment, appropriate authéoticand
authorization policies must be enforced to prevamise.
Bandwidth on each link is allocated appropriatelptevent
over-provisioning, and access controls must beempginted
to prevent over-subscription.

In a shared network environment, some reservatioag
not be granted due to the lack of available banthwidh any
single path (e.g. 2Gbps reservation on a 1Gbp}. litkmay

and 10Gbps Ethernet). In practice, multiple stréa@® is

still used in more instances since it still regsiee lot of
tuning to achieve this level of performance on agk
stream. Also, not all backbones have the capaacity
10Gbps but instead are provisioned with multipleaken
links (OC-48, which is 2.5Gbps). This leads to aitopns
where scientists may need to allocate (reserveusefllarge
amounts of bandwidth between sites, but are un#ble
allocate these resources because there is no ,single
sufficiently fast, path available.

There has been some work on splitting streams ttpieu
instances that can then be run across these sntialksr
Heyman and Lucantoni, (2003) show that by using rat
limiting to lower the effective bandwidth acrosaks the
aggregated bandwidth used can be maximized acliabe a
streams (and links) to create a total bandwidthhraoger
than any single instance on these links. Experimenhow
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TCP performs when split across multiple steams been

using a role based lookup table. It must be nttattESnet

performed (Sivakumar, Bailey and Grossman, 200Q) bu maintains the DOEgrids root CA, which simplifieseth

these results haven't been scaled to study reaghsss
multiple, distinct, paths. Most tests suffer fronhet

verification of certificates for the target usefgtos service.
In OSCARS, the traffic engineering aspects of dircu

congestion caused by their own streams, while we ar management is accomplished using Open ShortestHrath

looking at the results obtained using separatespath

3 IMPLEMENTATION

For the purposes of this paper, we call a unitemfugntial
code that will be executed by a single thread &.tas
Such a task is an arbitrary code sequence, suehsas of
iterations of a loop nest, or one or more procesiure
without synchronisation constructs. An OpenMP paogr
will be decomposed into an ordered collection cfksa
according to the semantics of the language. Therorgl
will be represented by the task graph. A task griaphan
OpenMP program, denoted 6N, E) consists of a set of
nodesN = {tg, t, -
in the decomposed program, and a set of e#gestween
nodes, whereg; is an edge from nodé¢ to node t;.
Each edge represents synchronisation in the séasehe
source node must be executed before the sink nbdena
time. As part of our translation strategy, we wliminate as
many edges as possible from this graph in ordeedoce
the amount of synchronisation imposed on the eksgut
code. We will also use this graph and our analisimap
the tasks in the program to threads. Note that el b
exactly one thread to each target processor sonthanay
refer to threads and processors interchangeablyas§¥eme
that processors (and threads) are numbered consdgut
beginning with one.

3.1 Generation of tasks and task graph

A system that provides bulk data transfer acrosipie
network paths can be considered as an instantiatioa
virtual overlay network with the hosts and routacsing as
peers. Instantiating virtual overlays can be deamsaf into
two tasks: translating a virtual overlay onto a gibsl
network and routing application traffic onto thestentiated
overlay.

In order to create the overlay network, the undegy
network infrastructure must support two basic fiond:
management of circuits (i.e.
enforcement of usage policies (i.e. AAA - autheatiimn,
authorization and accounting). We accomplish lblyisising
the OSCARS system. The OSCARS system is compofed
three components: the Authentication, Authorizatiand

-, t}, where each node represents a task

— Traffic Engineering (OSPF-TE) (Ishiguro et. &007) to
gain routing information, MPLS-TE (Rosen, Viswarath
and Callon, 2001) to enable switching, and RSVP-TE
(Awduche et. al., 2001) as the signalling mechantsm
provision the virtual circuits (LSPs). An addedtf@re that
OSCARS provides is the ability for a user to make a
reservation for a future point in time. The netwtopology

is stored in a database and the available bandwidéach
link is managed based on the various bandwidthestgu

Figure 1 OSCARS Architecture
User request

S [ Web-Based
® .. User Interface
S i) I =
oo 4 g N
feedback -

Authentication,

Reservation Manager

Path Setup
Subsystem

\

to
setup/teardown
LSPs on routers

. | Bandwidth
> Scheduler
Subsystem

Authorization,
And Auditing
Subsystem

User app request via AP|

For reservations with multiple paths, all pathswasn
the ingress and egress points are computed and tbely
“best” paths are selected and reserved in the ds¢gabThe
“best” paths are defined based on the users request
parameters (e.g. maximum hops, latency, etc). fitnaftes
for each path can be defined by the user in addtiopath
packet filtering based on IP flow-spec parameteichsas
port, or DSCP (Nichols et al., 1998) bits.

To enforce the bandwidth guarantees within the ESne
backbone, a separate QoS queue (expedited-forvgardin
(EF)) used exclusively for OSCARS circuits is cgufied
to match the RSVP limits on a per interface bases EF
gueue = max RSVP bandwidth = 50%). Unlike the othe
gueues configured in the ESnet backbone, the Ebegise
set to hard drop packets when the traffic rate edsehe
preset limit.

The central question in routing the applicatiorffita
onto the lower-layer overlay is at which layer, a@tdvhich
granularity, does the application traffic get spliito
multiple flows at the source and rejoined at theksi
Possible methods include using a modified TCP stack

setup, teardown) andjabel application traffic at the source, offloadirthis

functionality to an intermediate host or a prograabie
logic component, or varying source/destination port
numbers and letting the router perform the tagghdhe
traffic. The resulting methods also need to da#i wut-of-

Auditing Subsystem (AAAS), the Bandwidth Scheduler order packets, which can lead to buffering issuebagh
Subsystem (BSS), and the Path Setup Subsystem (PS8)urce and sink.

(Figure 1). Reservation request messages arecpass®y
X.509 signed SOAP messages over SSL connectiohiss T
allows the authentication of both the client and Herver.
In addition, the signed SOAP message contains tB@X
certificate of the user. Using either or both dlient and
user certificates, usage policies are enforced rdougly

For the prototype implementation we chose GridFTP
(Allcock et. al, 2005) as the bulk-data transfeotpcol.
GridFTP allows for the use of parallel streams lsat the
data transfer can be striped across several TGRnss
simultaneously. This allows us to implement rogitof the
application traffic onto the lower-layer overlay bggging
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the traffic according to source port numbers. Wheimg
parallel streams GridFTP runs in Extended Block ®lod
(MODE-E). This mode of operation supports out-cdar
data delivery and allows our implementation to hate to
deal with out-of-order packets.

4 EXPERIMENT SETUP

The network portion of this test consisted of settup
multiple diverse paths between a source host Idcate¢he
Level 3 facility in Sunnyvale CA and a destinatibost
located in the Starlight facility in Chicago IL. hiE was
done over the ESnet production infrastructure (fégR).
The test paths were set up using traffic engineded S
LSPs following the OSCARS methodology for configngri
LSPs and traffic filtering. However due to the leg
bandwidth requirements of the test,
configured for best-effort service as oppose toeeitpd-
forwarding, and no admission control was enforced.

Figure 2 ESnet production infrastructure (in early 2007)

GEANT
- France, Germany,
Ttaly, UK, et

bata Network (SON) eore |

[Esnet seience

42 end user sites
Office Of Science Sponsored (22)

@ NNSA Sponsored {12)

@ Joint Sponsored (3)

Other Sponsored (NSF LIGO, NOAA) —

@ Laboratory Sponsored (6)
Specific R&E network peers

e > commercial peering points
<> <EW> ESnet core hubs > Other R&E peering points

high-speed peering points with Internet2/Abilene

The test nodes were connected
unidirectional paths (Figure 3). The first path (faversed
a 10Gbps (10GE) link from Sunnyvale CA up to Seattl
WA, and then on to Chicago IL. The second pathv@}p

0C3 (155 Hbis)
45 Mb/s and less
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Figure3 Network test setup

Seattle
WA

Mew Vork

Sunnyvale
CA

M Atlanta

GA

- 10GE
= OC192-P0S
— OC48-POS

Juniper T/ Series

- Cisco 8500 Series

The traffic selection for each of the three patlas wased
on the source port number (in conjunction with so@irce
and destination IP address) (see Table 2). Thistifon was
implemented via a firewall filter on the Juniperuter at
Sunnyvale CA where the source host was located.

Table2 Experiment paths and ports

Path Source Ports
A 30010-30019, 30040-30042, 30050-30059
B 30020-30029, 30043-30045
C 30000-30009, 30030-30039, 30046-30049

Our end nodes were Dual 2.6 GHz AMD Opteron
processors, each with 2 Gigabytes of memory. Eath
node was directly connected to the network by 1GGbp
network interfaces (Myricom, 2007). These hostgewe

via three diversqnning RedHat 4.1.1-51 with a 2.6.19 kernel witinaBy

Increase Congestion (BIC) TCP (Xu, Harfoush andeRhe
2004). These hosts had been tested previous taseuand
had shown sustained bandwidths of up to 7 Gbps TCP.

composed of 2.5Gbps (OC48-POS) and 10Gbps (10GE, The testing was broken into runs. Each run was

0C192-POS) links from Sunnyvale CA, across to HBdPa
NM, and Atlanta GA, up to Washington DC, and Newk o
NY, and then back to Chicago IL. The third path) {@k
the most direct route over a 10Gbps (OC192-POSh fro
Sunnyvale CA, to Chicago IL. Table 1 shows thendbtrip
latencies and maximum bandwidth for the paths. rédlirn
traffic from Chicago to Sunnyvale took the direc€1®2-
POS link.

Table 1 Experiment path characteristic

Path Roundtrip Latency Maximum Bandwidth
(ms) (Gpbs)
A 57 10

composed of 20 transfers. Each transfer moved BOGIG
data from Sunnyvale to Chicago. We performed aamn
each path and every combination of 2 paths.

For our testing we used the globus-url-copy apptca
(globus-url-copy, 2007) to transfer the data usitng
GridFTP protocol. globus-url-copy has been tuneduse
over Wide Area Networks by allowing for the indedent
tuning of both the sender and receiver TCP windamdthe
size of the writes to the network. We didn't moditpbus-
url-copy and used the latest released version .(Ab)of
our transfers were done using ‘/dev/zero' as thetifor the
transfer and ‘/dev/null’ as the output. This allaygsto see
that actual number that could be obtained if dipkesls
were not an issue. Tuning a high-speed disk awagdod
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disk performance is outside the scope of testinghe
parameters and their values passed to globus-pyl-coour
test are Shown |n Table 3 R EN B R R R N R P B AN EE X N AN RN

1200 — -

Table 3 Parameters passed to globus-url-copy

A CAPACITYA -------
1000 B ----- CAPACITYB ———- N
Parameter Valug c CAPACITY C -—-—- -
Parallel 10
. " 800 — L
Block-size 10485764 g
=
Tcp-buffer-size 62500000
600 — L
400 - L
5 RESULTS | mmmmmmmm e

We performed the first set of experiments on thdvidual ] | , , , |

paths in order to get a baseline for the rest eftésts. We 0 20 40 60
performed a run on each of the paths using 10 lparal Test Run

streams for each transfer. The results, shownigor€ 4,
indicate that we could only utilize around 55% dtiet
capacity on paths A and C. Both of these paths hav
1.25GBps (10Gbps) capacity, but we were only able t

reach sustained peak rates of 700MBps (5.6Gbpshese were sent over each path. Figur(_e 5_shows the geera
links. This is due to a combination of a numbefaators: transfer rates for each path combination, as welitte
e End-host capability: In previous network baseline transfer rates. The results in Figure efew

testing, using Iperf (Iperf, 2005), the end hosts somewhat unexpected. The documentation of GridFTP

showed a 7 Gbps sustained transfer rate overAlicock et. al, 2005) and the globus-url-copy pam

path C. This shows that these end-hosts car{9lobus-url-copy, 2007) suggests that the data & b

only provide a 70% maximum utilization of the transferred is dynamically allocated to the indiad
10Gbps paths streams based on individual stream performance.thig

GridETP overhead: We believe that the ©@Se the multi-path transfer rates would, ide&lé/equal to

addition of GridFTP headers and the read/write the transfer rate of the faster path. By examinhmeg rates

system calls account for the rest of utilization for paths AB and BC, th's_ IS clearly not the casiéhe
drop. measured transfer rates indicate that globus-y-cs

Conversely, we were able to utilize path B at o8@% of ;sendifng _halflér;/e tﬁESffrtolnd etach path, i.e. etrefar is
capacity. Path B has a 312MBps (2.5Gbps) capaaitywe ransterring o ot the total data.
were able to reach sustained transfer rates of BgM2.1

Next, we performed a run on each 2-path combination
i.e. AB, BC, and AC, splitting the number of streaavenly
between the paths. For each path combinationsfireams

Figure 5 Data transfer rates on paths from Sunnyvale toc&cfu

Gbps). . (individual paths have 10 streams per path, twb-pat
Figure 3 also shows that transfers on path C aehiev combinations have 5 streams per path)

higher transfer rate than those on path A evenghdhbey
have the same capacity. This is due to crosséraff path
A. Path A is used as a production backup link, &d
typically utilized for testing otherwise. At théme of
testing, there were several other tests runninguwoently
that were independent from our tests.. We belthisewas
the primary cause of the lower average and higitter jn
the transfer rate measurements on this path.

Figure 4 Data transfer rates on the three individual p&tha
Sunnyvale to Chicago (10 streams per path)
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For example let's look at the results for path€Band BC.
The measured average transfer rate for these pgaths
238MBps, 682 MBps, and 517MBps. By dividing the
amount of data sent by the data transfer rate, etethee
average time per transfer:

amoun of date

transfer rate
The average time per transfer for paths B, C, a@d<B

time of transfee
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150000 —

100000 —

Bytes (106)

50000 —

1000
Time (sec)

1500 2000

Based on the above observation it was determinad th
GridFTP did not dynamically allocated data to the
individual streams based on the stream’s performdnd
allocated the data evenly across the total numbsir@eams.

The measured and expected average data transder rat
for all of the paths are shown in Table 4.

Table 4 Average data transfer rates and times.

420.1 sec, 146.6 sec, and 193.4 sec. If the datmeing
evenly distributed over all of the streams, thentirmath
experiment BC will send half of the data on patharigl half

Path | Path | Path | Path
A B C AB

Path
AC

Path
BC

the data on path C and the time to complete thesfiea on
BC will be the maximum of the times to completefhibe
transfer on the individual paths:

timetotransfer(ttt) 100GB on pathBC =
maxttt 50GB on pathB, ttt 50GB on pathC|=
max210sec,73.3sed =

210sec

and a transfer speed of 476MB/sec (100GB /210 sec).

During this run, we maintained byte counters orheafc
the paths. Figure 6 shows the number of bytesfranred
across each path over time. It is clear that apmately
the same number of bytes was transferred acrossoddlae
paths during the run.

Figure 6 Number of bytes transferred across each physatal p

Measured| 654 | 238 682 510 669 517

average
data
transfer
rate
(MB/sec)

Average | 152. | 420.1 | 146.6| 195.| 149.6| 193.4
time per| 8 9
100GB
transfer

(sec)

Estimated| 76.4 | 210 73.3| 979 748 N/A

time per
50GB
transfer

Estimated| N/A | N/A N/A | N/A | N/A | N/A

transfer
rate for 5
streams
per path
(MB/sec)
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Next, we constructed a formula to determine the g

percentage of data to send over each of the patasnulti-
path transfer involving two paths to achieve tlamsfer rate
of the faster path.

time to transfel( patt x) = time to transfe(patt y)
datg path X x transfer raté path X = datg(path y) x transfer raté path y)
data(path )  transfer ratg path X
data(path y) " transfer raté path y)

Note that this formula may give optimistic valuesda
that the maximum transfer rate of any bottleneadseo be
taken into account.

Using this formula we see that optimum split foe th
multi-paths in our experiment that involve paths®o send
35% of the traffic on path B and 65% of the traffic the
other path (A or C). Since we use 10 streams ial tiotr
each transfer, having 3 streams (and thus 30%edtr #ffic)
on path B and 7 streams (70% of the traffic) on dheer
path. Figure 7 shows the results of adjustingntin@ber of
streams for transfer on AB and BC to this ratio. vde see

CONCLUSION AND FUTURE WORK

In this paper we've investigated how to utilize thailable
bandwidth across multiple paths in the case of lwdka
transfer. In particular, we've presented a protetyp
implementation that enables multiple path allocatior a
specific bulk data transfer protocol, GridFTP. Wé&eused
this implementation to show that using multiple hgatan
match the performance of bulk data transfer oveingle
path and to show that using multiple paths can de uo
improve the fairness of the network. We have rmiws
that using multiple paths can improve the perforceanf
bulk data. We are currently setting up an expemirte
demonstrate this.

Future work possibilities include: (1) implementing
prototypes of this service for other applicatiorahér
parallel port ones should just work; possibly mgeneric
service); (2) implementing a production version tbfs
service for GridFTP; (3) algorithms for finding and
providing reservations across multiple paths; adj (
changing paths mid-transfer (if can’t reserve saaids for

that the transfer rate on the combined paths is NOW e duration of the transfer)

approximately the same as the transfer rate onfabeer
path. We still have a little bit of performancecteEase on
the multi-path.  Further investigation is necessaoy
determine the cause for this.

Figure 7 Data transfer rates on paths from SuneywaChicago
(individual paths have 10 streams per path, twb-pat
combinations have 3 streams on the lower capacity
path and 7 streams on the higher capacity path)

700
|

— =
=
o

500
1

MBps

300
|

Path

The results in Figure 7 show that by routing a bidka
transfer over multiple paths we can provide simitansfer
rates to those attained by only using the highefiop@ance
path. In addition, using multiple paths alleviaties load on
a single path. In this particular experiment wéieeed
comparable performance while sending 70% of tha dat
the high performance path.
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