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Professor Massimo Vergassola, Chair

Soaring birds often rely on ascending thermal plumes (thermals) in the atmosphere as they search for prey or migrate across large distances. How soaring birds find and navigate thermals is unknown. This is a scenario where experiments are difficult to control and the strategies used by birds are difficult to infer. In this work, I used modern methods from artificial intelligence as tools to generate hypotheses for the strategies and mechanosensory cues that birds may use in order to soar effectively.

In Chapter 1, I describe how a technique from artificial intelligence, namely, reinforcement learning, is used to train virtual gliders with bird-like aerodynamic properties to navigate simulated convective turbulent flows. By experimenting with the learning environment, we find that gliders
need to sense and respond to two cues in order to soaring effectively: the vertical wind acceleration and the velocity differences across the wings. The learning process also yields a strategy for soaring within thermals that relies on these two cues.

In Chapter 2, I describe the details of how lessons from the simulations were used to teach gliders to navigate atmospheric thermals in the field. Gliders of two-meter wingspan were equipped with a flight controller that precisely controlled the bank angle and pitch, modulating these at intervals with the aim of gaining as much lift as possible. A navigational strategy was determined solely from the gliders pooled experiences collected over several days in the field. The strategy relies on methods to accurately estimate the local vertical wind accelerations and the roll-wise torques on the glider, which serve as navigational cues. I show that vertical wind accelerations and roll-wise torques are effective mechanosensory cues for soaring and provide a navigational strategy applicable to autonomous soaring vehicles.
Chapter 1

Learning to soar in simulated turbulent environments

Migrating birds and gliders use upward wind currents in the atmosphere to gain height while minimizing the energy cost of propulsion by the flapping of the wings or engines [1, 2]. This mode of flight, called soaring, has been observed in a variety of birds. For instance, birds of prey use soaring to maintain an elevated vantage point in their search for food [3]; migrating storks exploit soaring to cover large distances in their quest for greener pastures [4]. Different forms of soaring have been observed. Of particular interest here is thermal soaring, where a bird gains height by using warm air currents (thermals) formed in the atmospheric boundary layer. For both birds and gliders, a crucial part of thermal soaring is to identify a thermal and to find and maintain its core, where the lift is typically the largest. Once migratory birds have climbed up to the top of a thermal, they glide down to the next thermal and repeat the process, a migration strategy that strongly reduces energy costs [4]. Soaring strategies are also important for technological applications, namely the development of autonomous gliders that can fly large distances with minimal energy consumption [5].

Thermals arise as ascending convective plumes driven by the temperature gradient created
due to the heating of the earth’s surface by the sun [6]. Hydrodynamic instabilities and processes that lead to the formation of a thermal inevitably give rise to a turbulent environment characterized by strong, erratic fluctuations [7, 8]. Birds or gliders attempting to find and maintain a thermal face the challenge of identifying the potentially long-lived and large-scale wind fluctuations amidst a noisy turbulent background. The structure of turbulence is highly complex, with fluctuations occurring at many different scales and long-ranged correlations in space and time [9, 10]. We thereby expect non-trivial correlations between the large-scale convective plumes and the locally fluctuating quantities. Thermal soaring is a particularly interesting example of navigation within turbulent flows, since the velocity amplitudes of a glider or bird are of the same order of magnitude as the fluctuating flow they are immersed in.

It has been frequently observed and attested by glider pilots that birds are able to identify and navigate thermals more accurately than human pilots endowed with modern instrumentation [11]. It is an open problem, though, what sensorimotor cues are available to birds and how they are exploited, which constitutes a major motivation for the present study.

An active agent navigating a turbulent environment has to gather information about the fluctuating flow while simultaneously using the flow to ascend. Thus, the problem faced by the agent bears similarities to the general problem of balancing exploration and exploitation in uncertain environments, which has been well-studied in the reinforcement learning framework [12]. The general idea of reinforcement learning is to selectively reinforce actions that are highly rewarding and thereby have the reinforced actions chosen when the situation reoccurs. The solution to a reinforcement learning problem typically yields a behavioral policy that is approximately optimal, where optimality is defined in the sense of maximizing the reward function used to train the agent.

The previous description suggests that reinforcement learning methods are poised to deliver effective strategies of soaring flight. Past applications are indeed promising yet they have considered the soaring problem in unrealistically simplified situations, with no turbulence or
with fluctuations modeled as Gaussian white noise. Ref. [13] considered the learning problem associated with finding the center of a stationary thermal without turbulence, and used a neural-based algorithm to recover the empirical rules proposed by Reichmann [14] to locate the core of the thermal. Other attempts [15, 16] have used neural networks and Q-learning to find strategies to center a turbulence-free thermal. Akos et al. [17] show that these simple rules fail even in the presence of modest velocity fluctuations modeled as Gaussian white noise, and express the need for strategies that could work in realistic turbulent flows.

Here, we enforce realistic aerodynamic constraints on the flight of gliders, and train them in complex turbulent environments by using reinforcement learning algorithms. We show that the glider finds an effective strategy for soaring and we identify sensorimotor cues that are most relevant for guiding turbulent navigation. Our soaring strategy is effective even in the presence of strong fluctuations. The predicted strategy of flight lends itself to field experiments with remote-controlled gliders and to comparisons with the behavior of soaring birds.

1.1 Models

We first describe the models used for the simulation of the atmospheric boundary layer flow, the mechanics of flight and the reinforcement learning algorithms that we have employed. The next Section will then present the corresponding results.

1.1.1 Modeling the turbulent environment

Conditions ideal for thermal soaring typically occur during a sunny day, when a strong temperature gradient between the surface of the Earth and the top of the atmospheric boundary layer creates convective thermals [7, 8]. The soaring of birds and gliders primarily occurs within this convective boundary layer. The mechanical and thermal forces within the boundary layer generate turbulence characterized by strongly fluctuating wind velocities.
Key physical aspects of the flow in the convective boundary layer are governed by Rayleigh-Bénard convection (see [9] for a review). The corresponding equations are derived from the Navier-Stokes equations with coupled temperature and velocity fields simplified using the Boussinesq approximation. The dimensionless Rayleigh-Bénard equations read

\[
\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla P + \left(\frac{Pr}{Ra}\right)^{1/2} \nabla^2 u + \theta \hat{z},
\]

(1.1)

\[
\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta = \frac{1}{(Pr Ra)^{1/2}} \nabla^2 \theta
\]

(1.2)

where \(u, \theta\) and \(P\) are the velocity, temperature and pressure fields, respectively. The vertical direction coincides with the \(z\)-axis. The temperature appears in the dynamics of the velocity field as a buoyant forcing term. The equations contain two dimensionless quantities that determine the qualitative behavior of the flow: The Rayleigh number, \(Ra\), and the Prandtl number, \(Pr\). When \(Ra\) is beyond a critical value \(\sim 10^3\), the thermally generated buoyancy drives the flow towards instability. In this regime, the flow is characterized by large-scale convective cells and turbulent eddies at every length scale. In the atmosphere, the Rayleigh number can reach up to \(Ra = 10^{15} - 10^{20}\). In such high-Rayleigh-number regimes, the flow is strongly turbulent and numerical simulations of convection in the atmosphere are thus plagued by the same limitations of simulating fully developed turbulent flows. We performed direct numerical simulations of Rayleigh-Bénard convection at \(Ra = 10^8\) using the Gerris Flow Solver [18] (see Appendix A for more details about the grid and the numerical scheme). Our test arena is a three-dimensional cubical box of side length 1 km in physical units. We impose periodic boundary conditions on the lateral walls and no-slip on the floor and the ceiling of the box. The floor is fixed at a high temperature (which is rescaled to \(\theta = 1\)) and the ceiling is fixed at \(\theta = 0\).

A small, random perturbation in the flow quickly leads to an instability and to the formation of coherent thermal plumes within the chamber. Snapshots of the velocity and temperature fields at the statistically stationary state are shown in Fig. 1.1A. The statistical properties of the flow
are consistent with those observed in previous works [19, 20], particularly the Nusselt number (which measures the ratio of convective to conductive heat transfer) and the mean temperature and velocity field profiles (see Figure A.1 in the Appendix A).

To test the robustness of our learned policies of flight with respect to the modeling of turbulence, we also considered an alternative to the Rayleigh-Bénard flow. Specifically, we considered a kinematic model of turbulence that extends the one in [21] to the inhomogeneous case relevant for the atmospheric boundary layer (see Appendix A). Results for the kinematic model confirm the robustness of our conclusions and the learned policy has similar features in both flows (Figure A.3). Below, we shall focus on the simulations of the Rayleigh-Bénard flow described above.

### 1.1.2 Glider mechanics

A bird or glider flying in the flow described above with a fixed, stretched-out wing is safely assumed to be in mechanical equilibrium, except for centripetal forces while turning [22, 23]. A glider with weight $W$ traveling with velocity $v$ experiences a lift force $L$ perpendicular to its velocity and a drag force $D$ antiparallel to its velocity (see Fig. 1.1C for a force body diagram). The glider has no engine and thus generates no thrust. The magnitudes of the lift and the drag depend on the speed $v$, the angle of attack $\alpha$, the density of air $\rho$ and the surface area $S$ of the wing as: $L = \frac{1}{2} \rho S v^2 C_L(\alpha)$ and $D = \frac{1}{2} \rho S v^2 C_D(\alpha)$. The glide angle $\gamma$, which is the angle between the velocity and its projection on the horizontal, determines the ratio of the climb rate $v_c(<0)$ and the horizontal speed $v_\perp$. Balancing the forces on the glider, and accounting for the centripetal acceleration, the velocity of the glider and its turning rate are obtained:

$$\tan \gamma = \frac{-v_c}{v_\perp} = \frac{D}{L \cos \mu} = \frac{C_D(\alpha)}{C_L(\alpha) \cos \mu}; \quad (1.3)$$

$$\ddot{y} = g \cos \gamma \tan \mu; \quad v^2 = \frac{2mg \sin \gamma}{\rho S C_D(\alpha)}. \quad (1.4)$$
Here, \( \ddot{y} \) is the centripetal acceleration. The ratio \( mg/S \) is called the wing loading of the glider [22]. The kinematics of a glider is therefore set by the wing loading and the dependence of the lift and the drag coefficients on the angle of attack. The general features of the lift and drag coefficient curves for a typical symmetric airfoil are described in [24]; the resulting dependence of the velocity on the angle of attack is shown in Fig. 1.1B. The glider can be maneuvered by controlling the angle of attack, which changes the speed and climb rate of the glider, or by banking the glider to turn.

1.1.3 The learning algorithm

To identify effective strategies of soaring flight in turbulent flows, we used the reinforcement learning algorithm SARSA [12]. Historically, the algorithm was inspired by the theory of animal learning, and its model-free nature allows for learning previously unknown strategies driven by feedback on performance [25].

Reinforcement learning problems are typically posed in the framework of a Markov Decision Process (MDP). In an MDP, the agent traverses a state space with transition probabilities that depend only on the current state \( s \) and the immediate next state \( s' \), as for a Markov process. The transition probabilities can be influenced by taking actions at each time step. After every action, the agent is given some reward \( r(s, s', a) \), which depends on the states \( s \) and \( s' \) and the chosen action \( a \). The ultimate goal of reinforcement learning algorithms is to find the optimal policy \( \pi^* \), i.e. find the probability of choosing action \( a \) given the state \( s \). The optimal policy maximizes for each state \( s \) the sum of discounted future rewards \( V_{\pi^*}(s) = \langle r_0 \rangle + \beta \langle r_1 \rangle + \beta^2 \langle r_2 \rangle + \ldots \), where \( \langle r_i \rangle \) is the expected reward after \( i \) steps, \( \beta \) is the discount factor \( (0 < \beta < 1) \) and the sum above obviously depends on the policy \( \pi^*_s \). When \( \beta \) is close to zero, the optimal policy greedily maximizes the expected immediate reward, leading to a purely exploitative strategy. As \( \beta \) gets closer to unity, later rewards contribute significantly and more exploratory strategies are preferred.

The SARSA algorithm finds the optimal policy by estimating for every state-action pair
its \( Q \)-function defined as the expected sum of future rewards given the current state \( s \) and the action \( a \). At each step, the \( Q \)-function is updated as

\[
Q(s, a) \rightarrow Q(s, a) + \eta (r + \beta Q(s', a') - Q(s, a)),
\]

where \( r \) is the received reward and \( \eta \) is the learning rate. The update is made online and does not require any prior model of the flow or the flight. This feature is particularly relevant in modeling decision-making processes in animals. In the brain, reinforcement learning depends on a related reward prediction error, which is represented by a system of neurons that use dopamine as their neurotransmitter [26]. When the algorithm is close to convergence, the \( Q \)-function approaches the solution to Bellman’s dynamic programming equations [12]. The policy \( \pi_s^a \), which encodes the probability of choosing action \( a \) at state \( s \), approaches the optimal one \( \pi^* \) and is obtained from the \( Q \)-function via a Boltzmann-like expression:

\[
\pi_s^a \propto \exp \left( -\frac{\hat{Q}(s, a)}{\tau_{\text{temp}}} \right),
\]

\[
\hat{Q}(s, a) = \frac{\max_{a'} Q(s, a') - Q(s, a)}{\max_{a'} Q(s, a') - \min_{a'} Q(s, a')},
\]

Here, \( \tau_{\text{temp}} \) is an effective “temperature”: when \( \tau_{\text{temp}} \gg 1 \), actions are only weakly dependent on the associated \( Q \)-function; conversely, for \( \tau_{\text{temp}} \) small, the policy greedily chooses the action with the largest \( Q \). The temperature parameter is initially chosen large and lowered as training progresses to create an annealing effect, thereby preventing the policy from getting stuck in local extrema. Parameters used in our simulations can be found in Table A.1.

In the sequel, we shall qualify the policy identified by SARSA as optimal. It should be understood though that the SARSA algorithm (as other reinforcement learning algorithms) typically identifies an approximately optimal policy and ”approximately” is skipped only for the sake of conciseness.
Figure 1.1: Snapshots of the vertical velocity (A) and the temperature fields (B) in our simulations of Rayleigh-Bénard convection. (C): The force-body diagram of flight with no thrust (D): The range of horizontal speeds and climb rates accessible by controlling the angle of attack.

1.2 Results

1.2.1 Sensorimotor cues and reward function for effective learning

Key aspects of the learning for the soaring problem are the sensorimotor cues that the glider can sense (state space), and the choice of the reward used to train the glider to ascend quickly. As the state and action spaces are continuous and high-dimensional, it is necessary to discretize them, which we realize here by a standard tile coding scheme [12]. The height ascended per trial, averaged over different realizations of the flow, serves as our performance criterion.

The glider is allowed control over its angle of attack and its bank angle (see Fig. 1.1B). Control over the angle of attack features two regimes: (1) at small angles of attack, the horizontal
speed is large and the climb rate is small (the glider sinks quickly); (2) at large angles of attack but below the stall angle, the horizontal speed is small whereas the climb rate is large. The bank angle controls the heading of the glider, and we allow for a range of variation between $-15^\circ$ and $15^\circ$. Exploring various possibilities, we found that three actions are minimally sufficient: increasing, decreasing or preserving the angle of attack and the bank angle. The angle of attack and bank angle were incremented/decremented in steps of $2.5^\circ$ and $5^\circ$ respectively. In summary, the glider can choose $3^2$ possible actions to control its navigation in response to the sensorimotor cues described hereafter.

Our rationale in the choice of the state space was trying to minimize biological or electronic sensory devices necessary for control. We tested different combinations of local sensorimotor cues that could be indicative of the existence of a thermal. These were the vertical wind velocity $u_z$, the vertical wind acceleration $a_z$, torques $\tau$, the local temperature $\theta$, and their sixteen possible combinations. Namely, if $u$ denotes the local windspeed, we define the wind acceleration as $a_z = (u_z^{(t)} - u_z^{(t-1)})/\Delta t$ and the “torques” as $\tau = (u_{z+} - u_{z-})l$, where $u_{z+}$ and $u_{z-}$ are the vertical wind velocities at the left and the right wing, $l$ is the wingspan of the glider and $\Delta t$ is the step used for time discretization (see below). After experimentation with various architectures, we found that a look-up table structure with three states per observable, corresponding to positive high, negative high and small values, ensures good performance. The chosen thresholds, $a_z^{\text{thresh}}$ and $\tau^{\text{thresh}}$, that demarcate the large and small values in our tile coding scheme are listed in Table A.1.

As for the reward function, we found that a purely global reward, i.e. awarded at the end of a trial without any local guidance, does not propagate easily to early state-action pairs for realistically long trials. Eligibility traces [12], which maintain a memory of past state-action pairs and their rewards, did not alleviate the issue. For gliders or migrating birds, a fall can be extremely disadvantageous and we account for this by having a glider which touches the surface receive a large negative reward as a penalty. After a broad exploration of various choices, we
heuristically found that best soaring performances are obtained by a local-in-time reward that linearly combines the vertical wind velocity and the wind acceleration achieved at the subsequent time step.

### 1.2.2 Flight training

The glider is first trained on a set of trials and its performance is then tested on 500 trials. Trials consist of independent statistical realizations of the turbulent flow. The glider flight is discretized by time steps $\Delta t = 1s$, which is an estimate for the control times of the glider and the time-scales of the turbulent eddies at the size of the glider. Each trial lasts for two and a half minutes, which is roughly half the relaxation time of the large-scale convective flow at steady state. The duration captures the order of magnitude of the typical time, $\sim 10$ mins, for birds to reach the base of the clouds.

The velocity relative to the ground of the glider is $u + v$, where $u$ and $v$ are the contributions due to the wind and the glider velocity, respectively. If $u_{\text{rms}}$ is the root-mean-squared speed of the flow and $v_{\text{glider}}$ is the typical airspeed of the glider, we introduce their dimensionless ratio $\hat{u}_{\text{rms}} = u_{\text{rms}} / v_{\text{glider}}$. At small $\hat{u}_{\text{rms}}$, fluctuations are weak. Conversely, at large $\hat{u}_{\text{rms}}$, the glider has less time to react to rapidly changing velocities, i.e. the environment is strongly fluctuating. Moreover, in that regime the glider is carried away by the flow and the amount of control the glider has over its trajectory is reduced. We expect that the policy of flight learned by the glider will differ between the regimes of weak and strong fluctuations.

### 1.2.3 Learning in different flow regimes

A qualitative sense of the efficiency of the training in a fluctuating regime is illustrated in Fig. 1.2. The trajectories go from random paths to the spirals that are characteristic of the thermal soaring flights of birds and gliders. Fig. 1.3A quantifies the significant improvement
Figure 1.2: Typical trajectories of an untrained (A) and a trained (B) glider flying within a Rayleigh-Bénard turbulent flow, as shown in Fig. 1.1. The green and red dots indicate the start and the end points of the trajectory, respectively.

in performance due to training and shows that training for a few hundred trials suffices for convergence with negligible overfitting for larger training sets. To compare performance in flows of different mean speeds, we train and test gliders in flows with varying $u_{\text{rms}}$. Fig. 1.3B shows the gain in height as a function of $\hat{u}_{\text{rms}}$. As expected, we observe two regimes: (1) for weak and moderate fluctuations, $\hat{u}_{\text{rms}} \lesssim 1$, the gain in height follows a rapidly increasing trend; (2) for strong fluctuations, $\hat{u}_{\text{rms}} \gtrsim 1$, gains still increase but more slowly. Since the ascended height depends on the flow speed, Fig. 1.3B also shows the soaring efficiency $\chi$, defined as the difference between $\Delta h(\hat{u}_{\text{rms}})$ and $\Delta h(0)$ divided by $w_{\text{rms}}\Delta T$, where $w_{\text{rms}}$ is the rms vertical speed of the flow and $\Delta T = 150s$ is the duration of a trial (see Appendix A). If the glider did not attempt to selectively find upward currents, $\chi$ would vanish, while $\chi = 1$ corresponds to a glider perfectly capturing vertical currents. As the flow speed increases, the efficiency shows a downward trend that reflects the increasing difficulty in control due to higher levels of fluctuations.

The performance of different gliders soaring simultaneously within the same flow does not vary significantly, indicating that an ensemble of gliders learn a uniquely optimal policy. The performance over different realizations for a single glider varies wildly, with a standard deviation of the final height of the same magnitude as the final height itself when $\hat{u}_{\text{rms}} \approx 1$. Despite this
wide variation, the number of failures, i.e. the glider touches the ground, always decreases rapidly to almost zero with the number of training trials.

### 1.2.4 Role of wind acceleration and torques

Our learning procedure allows us to test the possible local sensorimotor cues that give good soaring performance. For each cue, we define a mean level and upper and lower thresholds symmetrically around the mean value. The performance was found to be largely independent of the chosen thresholds.

In Fig. 1.3C, we show a comparison between the performance of a few different combinations of the cues. We found that the pairing of vertical wind acceleration and torques, gauged in terms of the average height ascended per trial, works best (results in Fig. 1.3A,B are obtained using this pair). Intuitively, the combination of vertical wind acceleration and torques provides information on the gradient of the vertical wind velocity in two complementary directions, thus allowing the glider to decide between turning or continuing along the same path. Conversely, the vertical wind velocity does indicate the strength of a thermal but it does not guide the glider to the core of the thermal. The pair acceleration and torque allows the glider to climb the thermal towards the core and also detect the edge of a thermal so that the glider can stay within the core. The resulting pattern within a thermal is a spiral that occurs solely from actions based on local observables and minimal memory usage. Temperature fails to improve performance, which could be intuited as the temperature field is highly intermittent and is itself a convoluted function of the turbulent velocity [27, 28].

### 1.2.5 Control over the angle of attack

Fig. 1.3C shows that control over the angle of attack does not influence significantly the performance in climbing an individual thermal. The angle of attack should play an important
Figure 1.3: (A) The learning curve for two different turbulent fluctuation levels. (B) The average height ascended for different \( \hat{u}_{\text{rms}} \) and the soaring efficiency \( \chi(\hat{u}_{\text{rms}}) \). (C) The average gain in height for different sensorimotor cues. (D) The improvement in height gained w.r.t a greedy strategy with \( \beta = 0 \).

role though in other situations, namely during cross-country races or bird migration, where gliders need to cover large horizontal distances and control over the horizontal speed and sink rate is needed [11, 29, 30]. To verify this expectation, we considered a simple test case of a glider traversing, without turning, a two-dimensional track consisting of a series of ascending or descending columns of air with turbulence added on top. We found that control over the angle of attack indeed improves the gain in height (see SI) and the glider learns to increase its pace during phases of descent while slowing down during periods of ascending currents. We expect that the differing roles of the angle of attack for soaring between and within thermals holds true for birds as well, a prediction that can be tested in field experiments.

In the sequel we shall analyze the soaring in a single thermal. We fix then for simplicity
the angle of attack at $\sim 9^\circ$ (where the climb rate is the largest, see Fig. 1.1B), and the pair acceleration-torque as sensorimotor cues sensed by the glider, see Fig. 1.3C.

1.2.6 Dependence on the temporal discounting

The performance of the glider as a function of the temporal discount factor $\beta$ is shown in Fig. 1.3D. The gain in height increases as the effective time horizon $(1 - \beta)^{-1}$ grows, reaches a maximum at $\approx 100$ seconds and then slowly declines. The best time horizon is comparable with the time-scale of the flow patterns at the height reached by the glider. This demonstrates that long-term planning is crucial for soaring and the importance of a relatively long-term strategy to effectively utilize the ascending thermals.

1.2.7 Optimal flight policy

The $Q$-function learned by the SARSA algorithm defines the optimal state-action policy via Eq. (1.6). An optimal policy associates the choice of an action to the pair acceleration-torque $(a_z, \tau)$. The optimal action is chosen among the three options: (i) increase the bank angle $\mu$ by $5^\circ$; (ii) decrease $\mu$ by $5^\circ$; (iii) keep $\mu$ unchanged. In Fig. 1.4A, we show a comparison between the policy for the two regimes of weak and strong fluctuations.

The policies in Fig. 1.4 have a few intuitive features that are preserved at different flow speeds. For instance, when the glider experiences a negative wind acceleration, the optimal action is to sharply bank towards the side of the wing which experiences larger lift. When the glider experiences a large positive acceleration and no torque, the glider continues flying along its current path. Despite these similarities, the policies exhibit marked differences, which we proceed to analyze.

For each $a_z, \tau$ pair, it is useful to consider its preferred angles (the green circles in Fig. 1.4), i.e. those angles that the policy leads to if the pair $a_z, \tau$ is maintained fixed. We observe that the
preferred bank angles of gliders trained in a strong flow are relatively moderate, and the policy in general is more conservative. Consider, for instance, the case of zero torque and zero acceleration (column 5 of the policies in Fig. 1.4). The optimal bank action in the weak flow regime is to turn as much as possible, in contrast to the policy in the strong flow regime, which is to not turn. Another interesting qualitative difference is when the glider experiences negative acceleration and significant torque on the right wing (column 1 of the policies in Fig. 1.4). In the weak flow regime, if the glider is already banked to the left (negative bank angles), the policy is to bank
further left in order to complete a full circle. In the strong flow regime, the policy is once again more conservative, preferring to not risk the full turn.

A policy becoming more conservative and risk-averse as fluctuations increase is consistent with the balance of exploration and exploitation [12]. In a noisy environment, where a wrong decision can lead to highly negative consequences, we expect an active agent to play safe and tend to gather more information before taking action. In a turbulent environment, we expect the glider to exploit (avoid) only significantly large positive (negative) fluctuations along its trajectory while filtering out transient, small-scale fluctuations. In the next subsection, we shall further confirm this expectation by tracking the changes in the optimal policy with the flow speed and extracting a few general principles of the optimal flight policy.

1.2.8 Optimal bank angles

To quantify the description of the optimal policy shown in Fig. 1.4A, we consider the distributions of the bank angle $\mu$ given the acceleration $a_z$ and torque $\tau$ in the previous time step i.e., $\Pr(\mu_{t+1}|a_{z}(t), \tau(t))$. We define the optimal bank angle as

$$\mu_{opt}(a_z, \tau) = \arg\max_{\mu_{t+1}} \Pr(\mu_{t+1}|a_{z}(t), \tau(t)), \quad (1.8)$$

and we are interested in the variations of the optimal bank angle with the turbulence level $\hat{u}_{rms}$. We use a bicubic spline interpolation to smooth the probability distributions and thereby obtain smoothened values for $\mu_{opt}$.

To create a higher resolution in $a_z$, we expand our state space by creating finer divisions in the vertical wind accelerations. Note that the performance with an expanded state space is not significantly better than the one with just three states. Fig. 1.4 shows a heat map of the optimal bank angles at different $a_z < 0$ and $\tau < 0$. For every $a_z$, $\mu_{opt}$ drops from the maximum value of 15° to a value closer to zero as $\hat{u}_{rms}$ increases. Note that since $\tau < 0$, the optimal angles are
biased towards being positive. We define a threshold on the optimal bank angles at 12.5°, which empirically corresponds to the point where the optimal bank angles drop most rapidly as \( \dot{u}_{\text{rms}} \) increases. Above (below) the threshold, the angles are considered “high” (“low”). The threshold on the optimal bank angle defined a cutoff on \(-a_z\) and thereby an effective “fluctuation filter”.

We interpret the fluctuation filter above as follows: At a particular \( \dot{u}_{\text{rms}} \), if the glider encounters a fluctuation with \(-a_z\) above the cutoff, the glider interprets the fluctuation as significant, i.e. as the large-scale downwards branch of a convective cell, and banks away. Conversely, fluctuations below the cutoff are ignored. In other words, the cutoff defined above gives the level which identifies significantly large fluctuations that require action. Similar behaviors are obtained for \((a_z < 0, \tau = 0)\) and \(\tau > 0\) is symmetric with respect to the case \(\tau < 0\) just discussed. Conversely, for \(a_z > 0\), the glider maintains a bank angle close to zero unless it experiences an exceptionally large torque. These simple principles are the key for effective soaring in fluctuating turbulent environments.

### 1.3 Discussion

We have shown that reinforcement learning methods cope with strong turbulent fluctuations and identify effective policies of navigation in turbulent flow. Previous works neglected turbulence, which is an essential and unavoidable feature of natural flow. The learned policies dramatically improve the gain of height and the rapidity of climbing within thermals, even when turbulent fluctuations are strong and the glider has reduced control due to its being transported by the flow.

We deliberately kept simple the sensorimotor cues that the glider can sense to guide its flight. In particular, possible cues were local in space and time for two reasons: keep the closest contact with what birds are likely to sense and minimize the mechanical instrumentation needed for the control of autonomously flying vehicles. In the same spirit, we kept simple the
parametrization of the learned policies, by using a relatively coarse discretization of the space of states and actions.

Turbulence has indeed a major impact upon the policy of flight. We explicitly presented how the learned policies of flight modify as the level of turbulence increases. In particular, we quantified the increase of the threshold on the cues needed for the glider to change its parameters of control. We also discussed the simple principles that the policy follows in order to filter out transient, small-scale turbulent fluctuations, and identify the level of the sensorimotor cues which requires actions that modify the parameters of flight of the glider.

We found that the bank angle of the glider is the main control for navigation within a single thermal, which is the main interest of the current work. However, we also considered a very simplified setting mimicking the flight between multiple thermals and there we found that control of the angle of attack is important. Inter-thermals flight is of major interest for birds’ migration and glider pilots. MacCready [29] determined the optimal speed to maximize the average cross-country speed as a function of the glider’s rate of sink and the velocity of ascent within the thermals. The resulting instrument (the so-called MacCready speed ring) is commonly used by glider pilots with various supplementary empirical prescriptions, which typically tend to be risk-averse. MacCready’s prediction was also recently compared to the behavior of various birds [30] along their thermal-dense migratory routes. Their behavior was found to differ from the prediction, viz. a more conservative policy was observed, with slower but less sinking paths that reduce the probability of dramatic losses of height. One possible cause for more conservative policies relates to the uncertainties on the location and the velocity of ascent within the thermals, which was previously considered in the literature [31]. Another possible reason suggested by our results is turbulence along the inter-thermal paths, which is neglected in MacCready’s and subsequent arguments. Our methodology can be adapted to realistically model inter-thermal conditions and future work will assess the role of turbulence in the policy of inter-thermal flight.

We identified torque and vertical accelerations as the local sensorimotor cues that most
effectively guide turbulent navigation. Temperature was specifically shown to yield minor gains. The robustness of our results with respect to the modeling of turbulence strongly suggests that the conclusion apply to natural conditions; a sensor of temperature could then be safely spared in the instrumentation for autonomous flying vehicles. More generally, it will be of major interest to implement our predicted policy on remotely controlled gliders and test their flight performance in field experiments. Thanks to our choices discussed above, the mechanical instrumentation needed for control is minimal and can be hosted on commercial gliders without perturbing their aerodynamics. Finally, our flight policy and the nature of the sensorimotor cues that we identified, provide predictions that can be compared with the behavior of soaring birds and could shed light on the decision processes that enable them to perform their soaring feats.

Chapter 1, in full, is a reprint of the material as it appears in Reddy G., Celani A., Sejnowski T. J. & Vergassola M., Learning to soar in turbulent environments, *Proc. Natl. Acad. Sci.*, 113-33:4877-4884, 2016. The dissertation author was the primary investigator and author of this paper.
Chapter 2

Glider soaring through reinforcement learning in the field

Soaring birds often rely on ascending thermal plumes in the atmosphere as they search for prey or migrate across large distances [4, 33, 34, 2]. The landscape of convective currents is rugged and rapidly shifts on timescales of a few minutes as thermals constantly form, disintegrate, or are transported away by the wind [6, 7]. How soaring birds find and navigate thermals within this complex landscape is unknown. Reinforcement learning [12] provides an appropriate framework to identify an effective navigational strategy as a sequence of decisions taken in response to environmental cues. Here, we use reinforcement learning to train gliders in the field to autonomously navigate atmospheric thermals. Gliders of two-meter wingspan were equipped with a flight controller that enables an on-board implementation of autonomous flight policies via precise control over their bank angle and pitch. A navigational strategy was determined solely from the gliders’ pooled experiences collected over several days in the field using exploratory behavioral policies. The strategy relies on novel on-board methods to accurately estimate the local vertical wind accelerations and the roll-wise torques on the glider, which serve as navigational cues. We establish the validity of our learned flight policy through field experiments, numerical
simulations, and estimates of the noise in measurements that is unavoidably present due to atmospheric turbulence. This is a novel instance of learning a navigational task in the field, where learning is severely challenged by a multitude of physical effects and the unpredictability of the natural environment. Our results highlight the role of vertical wind accelerations and roll-wise torques as viable biological mechanosensory cues for soaring birds, and provide a navigational strategy that is directly applicable to the development of autonomous soaring vehicles.

2.1 Introduction

In reinforcement learning, an animal maximizes its long-term reward by taking actions in response to its external environment and internal state. Learning occurs by reinforcing behavior based on feedback from past experiences. Similar ideas have been used to develop intelligent agents, reaching spectacular performance in strategic games like backgammon [25] and Go [35], visual-based video game play [36] and robotics [37, 38]. In the field, physical constraints fundamentally prevent learning agents from using data-intensive learning algorithms and the optimization of model design needed for quicker learning, which are the conditions most often faced by living organisms.

A striking example in nature is provided by thermal soaring, where the extent of atmospheric convection is not consistent across days and, even under suitable conditions, the locations, sizes, durations and strengths of nearby thermals are unpredictable. As a result, the statistics of training samples are skewed on any particular day. At smaller spatial and temporal scales, fluctuations in wind velocities are due to turbulent eddies lasting a few seconds that may mask or falsely enhance a glider’s estimate of its mean climb rate. Further, the measurement of navigational cues using standard instrumentation may be consistently biased by aerodynamic effects, which requires precise quantification. Here, we demonstrate that reinforcement learning can meet the challenge of learning to effectively soar in atmospheric turbulent environments. To
contrast with past work, the maneuvering of an autonomous helicopter in ref. [37] is a control problem that is decoupled from environmental fluctuations and has little trial-to-trial variability. Past autonomous soaring algorithms have largely relied on locating the centroid of a drifting Gaussian thermal [5, 39, 40, 11], which is unrealistic, or have applied learning methods in highly simplified simulated settings [15, 13, 41].

Using the reinforcement learning framework [12], we may describe the behavior of the glider as an agent traversing different states (s) by taking actions (a) while receiving a local reward (r). The goal is to find a behavioral policy that maximizes the value, i.e., the mean sum of future rewards up to a specified horizon. We seek a model-free approach, which estimates the value of different actions at a particular state (called the Q function) solely through the agent’s experiences during repeated instances of the task, thereby bypassing the modeling of complex atmospheric physics and aerodynamics (see Methods). The optimal policy is subsequently derived by taking actions with the highest Q value at each state, where the state includes sensorimotor cues and the glider’s aerodynamic state.

To identify mechanosensory cues that could guide soaring, we recently combined above ideas with simulations of virtual gliders in numerically generated turbulent flow [42] (Chapter 1). Two cues emerged from our screening: (1) the vertical wind acceleration (a_z) along the glider’s path; (2) the spatial gradients in the vertical wind velocity across the wings of the glider (ω). Intuitively, the two cues correspond to the gradient of the vertical wind velocity in the longitudinal and lateral directions of the glider, which locally orient it towards regions of higher lift. Simulations described in Chapter 1 further showed that the glider’s bank angle is the crucial aerodynamic control variable; additional variables, such as the angle of attack, or other mechanosensory cues, such as temperature or vertical velocity, offer minor improvements when navigating within a thermal.

Below, I describe the methodology to train a glider to autonomously soar in the field. The results from the experiments are described thereafter.
2.2 Methods

2.2.1 Experimental setup

A Parkzone Radian Pro fixed-wing plane of 2-meter wingspan was equipped with an on-board Pixfalcon autonomous flight controller operating on custom-modified Arduplane firmware [47]. The instrumentation available to the flight controller includes a GPS, compass, barometer, airspeed sensor and an inertial measurement unit (IMU). Measurements from multiple instruments are combined by an Extended Kalman Filter (EKF) to give an estimate of relevant quantities such as the altitude \( z \), the sink rate w.r.t ground \( u_z \), pitch \( \phi \), bank angle \( \mu \) and the airspeed \( V \), at a rate of 10 Hz (see Figure B.2 for the definitions of the angles). Throughout the paper, we use \( \mu > 0 \) when the plane is banked to the right and \( \phi > 0 \) for the airplane pitched nose above the horizontal plane. For a given desired pitch \( \phi_d \) and desired bank angle \( \mu_d \), the controller modulates the aileron and elevator control surfaces at 400 Hz using a proportional-integral-derivative (PID) feedback control mechanism at a user-set time scale \( \tau \) (see Table B.1 for parameter values) such that:

\[
\tau \frac{d\phi}{dt} = \phi_d - \phi, \tag{2.1}
\]
\[
\tau \frac{d\mu}{dt} = \mu_d - \mu. \tag{2.2}
\]

\( \phi_d \) is fixed during flight and can be used to indirectly modulate the angle of attack, \( \alpha \), which determines the airspeed and sink rate w.r.t air of the glider \( (v_z) \). Actions of increasing, decreasing or keeping the same bank angle are taken in time steps of \( t_a \) by changing the desired bank angle, \( \mu_d \), such that \( \mu \) increases linearly from \( \mu_i \) to \( \mu_f \) in time interval \( t_a \):

\[
\mu_d(t) = \mu_i + (\mu_f - \mu_i)(t + \tau)/t_a \tag{2.3}
\]
2.2.2 Estimation of the vertical wind acceleration

The vertical wind acceleration $a_z$ is defined as:

$$a_z \equiv \frac{d w_z}{dt} = \frac{d}{dt}(u_z - v_z)$$  \hfill (2.4)$$

where $u$ and $v$ are the velocities of the glider w.r.t the ground and air respectively, and $w$ is the wind velocity. Here, we have used the relation $w = u - v$. An estimate of $u$ is obtained in a straightforward manner from the EKF, which combines the GPS and barometer readings to form the estimate. However, $v_z$ is confounded by various aerodynamic effects that significantly affect it on time scales of a few seconds (Figure B.3). Artificial accelerations introduced due to these effects impair accurate estimation of the wind acceleration and thus alter the perceived state during decision-making and learning. Two effects significantly influence variations in $v_z$: (1) Sustained pitch oscillations with a period of a few seconds and varying amplitude, and (2) Angle of attack variations, which occur in order to compensate for the imbalance of lift and weight while rolling. In Appendix B, we present a detailed analysis of the longitudinal motions that affect the glider, which is summarized here for conciseness. Changes in $v_z$ can be approximated as:

$$\Delta v_z = -V(\Delta \alpha - \Delta \phi)$$  \hfill (2.5)$$

where the $\Delta$ denotes the deviation from their value during steady, level flight. We obtain $\Delta \phi$ directly from on-board measurements whereas $\Delta \alpha$ can be approximated for bank angle $\mu$ as:

$$\Delta \alpha = \frac{\alpha_0 - \alpha_i}{1/\cos \mu - 1}$$  \hfill (2.6)$$

where $\alpha_0$ is the angle of attack at steady, level flight and $\alpha_i$ is a parameter which depends on the geometry and the angle of incidence of the wing. The constant pre-factor $(\alpha_0 - \alpha_i)$ is inferred from experiments. Measurements of $u_z$ together with the estimate of $\Delta v_z$ are now used to estimate
the vertical wind velocity $w_z$ up to a constant term, which can be ignored as it does not affect $\alpha_z$. The vertical wind acceleration $a_z$ is then obtained by taking the derivative of $w_z$ and is further smoothed using an exponential smoothing kernel of time scale $\sigma_a$ (Figure B.4).

### 2.2.3 Estimation of the vertical wind velocity gradients across the wings

Spatial gradients in the vertical wind velocity induce a roll-wise torque on the plane, which we estimate using the deviation of the measured bank angle from the expected bank angle. The total roll-wise torque on the plane has contributions from three sources (1) the feedback control of the plane, (2) spatial gradients in the wind including turbulent fluctuations, and (3) roll-wise moments created due to various aerodynamic effects. Here, we follow an empirical approach: we note that the latter two contributions perturb the evolution of the bank angle from equation (2.2). We can then write an effective equation,

$$\frac{d\mu}{dt} = \left(\mu_d - \mu\right)/\tau + \omega(t) + \omega_{aero}(t), \quad (2.7)$$

where $\omega(t)$ and $\omega_{aero}(t)$ are contributions to the roll-wise angular velocity due to the wind and aerodynamic effects respectively. We empirically find four major contributions to $\omega_{aero}(t)$: (1) the dihedral effect, which is a stabilizing moment due to the effects of sideslip on a dihedral wing geometry, (2) the over-banking effect, which is a destabilizing moment that occurs during turns with small radii, (3) trim effects, which create a constant moment due to asymmetric lift on the two wings, and (4) a loss of rolling moment generated by the ailerons when rolling at low airspeeds. We quantify the contributions from the four effects and model their dependence on the bank angle (see Appendix B for more details on modeling and calibration). A estimate of $\omega$ is then obtained as:

$$\omega = \frac{d\mu}{dt} - \left(\mu_d - \mu\right)/\tau - \omega_{aero}(t). \quad (2.8)$$
Finally, an exponential smoothing kernel is applied to obtain a smoothed $\omega$ (Figure B.5).

### 2.2.4 Design of the learning module

The navigational component of the glider is modeled as a Markov Decision Process (MDP), closely following the implementation used in Chapter 1. The Markovian transitions are discretized in time into intervals of size $t_a$. The state space consists of the possible values taken by $a_z$, $\omega$ and $\mu$. To make the learning feasible within experimental constraints and to maintain interpretability, we use a simple tile coding scheme to discretize our state space: continuous values of $a_z$ and $\omega$ are each discretized into three states $(+, 0, -)$, partitioned by thresholds $\pm K_{a_z}$, $\pm K_{\omega}$ respectively. The thresholds are set at $\pm 0.8$ times the standard deviation of $a_z$ and $\omega$. Since the width of the distributions of $a_z$ and $\omega$ can vary across days, the data obtained on a particular day is normalized by the standard deviation calculated for that day. In effect, the filtration threshold to detect a signal against turbulent noise is higher on days with more turbulence. The consequence is that the behavior of the learned strategy could change across days, adapting to the recent statistics of the environment. The bank angle takes five possible values $0^\circ$, $\pm 15^\circ$, $\pm 30^\circ$, while the three possible actions allow for increasing, decreasing by $15^\circ$ or keeping the same bank angle. In summary, we have a total of $3 \times 3 \times 5 = 45$ states in the state space and 3 actions in the action space.

We choose the local vertical wind acceleration $a_z$ obtained in the next time step as the reward function. The choice of $a_z$ as an appropriate reward signal is motivated by observations made in simulations from Chapter 1. In Appendix B, we show that the obtained policy using $a_z$ as the reward function is equivalent to a policy that also maximizes the expected gain in height.
2.2.5 Learning the thermalling strategy in the field

Data collected in the field is split into \((s, a, s', r)\) quadruplets containing the current state \(s\), the current action \(a\), the next state \(s'\) and the obtained reward \(r\), which are pooled together to obtain the transition matrix \(T(s'|s, a)\) and reward function \(R(s, a)\). Value iteration methods are used to estimate the \(Q\) values from \(T\) and \(R\). The learning process is offline and off-policy; specifically, we begin training with a random policy that takes the three possible actions with equal probability irrespective of the current state as our behavioral policy, which was used for 12 out of the 15 days of training. For the other days, a softmax policy [12] with temperature set to 0.3 was used. For softmax training, the \(Q\) values were first estimated from the data obtained in the previous days and then normalized by the difference between the maximum and minimum \(Q\) values over the three possible actions at a particular state, as described in Chapter 1.

Using a fixed, random policy as our behavioral policy slows learning as state-action pairs that rarely appear in the final policy are still sampled. On the other hand, calibrating the parameters necessary for the unbiased measurement of \(a_z\) and \(\omega\) (see Appendix B) is performed simultaneously with learning, which considerably reduces the number of days required in the field. Importantly, offline learning permits us to continuously monitor the variance of the estimated \(Q\) values by bootstrapping from the set \(E\) of accumulated \((s, a, s, r)\) quadruplets up to a particular point. Specifically, \(|E|\) samples are drawn with replacement from \(E\) and \(Q\) values are obtained for each state-action pair via value iteration. The steps are repeated and the average of the bootstrapped standard deviations in \(Q\) over all the state-action pairs is used as a measure of learning progress, as shown in Figure 2.2A.

We expect certain symmetries in the transition matrix and the reward function, which we exploit in order to expedite our learning process. Particularly, we note that the MDP is invariant to an inversion of sign in the bank angle \(\mu \rightarrow -\mu\). This transforms a state as \((a_z, \omega, \mu) \rightarrow (a_z, -\omega, -\mu)\) and inverts the action from that of increasing the bank angle to decreasing the bank
angle and vice-versa. We symmetrize $T$ and $R$ as

\[
T_{\text{sym}} = \frac{(T^+ + T^-)}{2}, \quad (2.9)
\]
\[
R_{\text{sym}} = \frac{(R^+ + R^-)}{2}, \quad (2.10)
\]

where $+$ and $-$ denote the obtained values and those computed by applying the inverting transformation respectively. Finally, $T_{\text{sym}}$ and $R_{\text{sym}}$ are used to obtain a symmetrized $Q$ function, which results in a symmetric policy as shown in Figure 2.2B. To conveniently obtain the policy that uses only $a_z$ (Figure 2.3D), the above procedure is repeated with the threshold for $\omega (K_\omega)$ set to infinity.

### 2.2.6 Testing the performance of the learned policy in the field

To obtain the data shown in Figure 2.3B, the glider is first sent autonomously to an arbitrary but fixed location 250 m above ground level. The learned thermalling policy is then turned on and the mean climb rate i.e., the total height gained divided by the total time, is measured over a 3-minute interval. To obtain the control data, the glider instead follows a random policy, which takes the three possible actions with equal probability. The trials where we observe little to no atmospheric convection were filtered out by imposing a threshold on the standard deviation of the vertical wind velocity over the 3-minute trial. In Figure B.6, we show the distribution of the standard deviation in $w_z$ collected from 240 3-minute trials over 9 days. Trials below the threshold chosen as the 25th percentile mark (red, dashed line) are not used for our analysis.

### 2.2.7 Testing the performance for different wingspans in simulations

Soaring performance is analyzed in simulations similar to those described in Chapter 1 and adapted to reflect the constraints faced by our glider and the environments typically observed in the field.
The atmospheric model consists of two components: (1) a kinematic model of turbulence that reproduces the statistics of wind velocity fluctuations in the convective atmospheric boundary layer, and (2) the positions, sizes and strengths of updrafts and downdrafts. The temporal and spatial statistics of the generated velocity field satisfy the Kolmogorov and Richardson laws [10] and the mean velocity profile in the convective boundary layer [6], as described in Appendix B. Stationary updrafts and downdrafts of Gaussian shape are placed on a staggered lattice of spacing \( \sim 125\text{m} \) on top of the fluctuating velocity field. Specifically, their contribution to the vertical wind velocity at position \( r \) is given by

\[
 w_z = \pm W e^{-\left(r_\perp - r_{0\perp}\right)^2/2R^2}, \tag{2.11}
\]

where \( r_{0\perp} \) is the location of the center of the up(down)draft in the horizontal plane, \( W \) is its strength and \( R \) is its radius. \( W \) is drawn from a half-normal distribution of scale 1.5m/s whereas the radius is drawn from a (positive) normal distribution of mean 40m and deviation 10m. Gaussian white noise of magnitude 0.2m/s is added as additional measurement noise.

We assume the glider is in mechanical equilibrium; the lift, drag and weight forces on the glider are balanced, except for centripetal forces while turning. The parameters corresponding to the lift and drag curves and the (fixed) angle of attack are set such that the airspeed is \( V = 8\text{m/s} \) and the sink rate is 0.9m/s at zero bank angle, which match those measured for our glider in the field. Control over bank angle is similar to those imposed in the experiments i.e., the bank angle switches linearly between the angles \( 0^\circ, \pm15^\circ, \pm30^\circ \) in a time interval \( t_a \), corresponding to the time step between actions. The gliders trajectory and wind velocity readings are updated every 0.1s. The vertical wind acceleration is derived assuming that the glider directly reads the local vertical wind velocity. The vertical wind velocity gradients across the wings are estimated as the difference between the vertical wind velocities at the two ends of the wings. The readings are smoothed using exponential smoothing kernels; the smoothing parameters in experiments are
chosen to coincide with those that yield the most gain in height in simulations.
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**Figure 2.1**: (a) A trajectory of our glider soaring in Poway, California. (b) A cartoon of the glider showing the available navigational cues. (c) A sample trace of the estimated vertical wind velocity $w_z$ and $a_z$ obtained in the field. (d) The measured bank angle $\mu$ and the estimated $\omega$ during the same trial as in (c).

### 2.3 Results

To learn to soar in the field, we used a glider (of two-meter wingspan) with autonomous soaring capabilities (Figure 2.1A-B). The glider is equipped with a flight controller, which implements a feedback control system used to modulate the glider’s ailerons and elevator such that a desired bank angle and pitch are maintained. Relevant measurements, such as the altitude, ground velocity ($u$), airspeed, bank angle ($\mu$) and pitch, are made continuously at 10 Hz using standard instrumentation (see Methods). At fixed time intervals, the glider changes its heading by modulating its bank angle in accordance with the implemented behavioral policy.
Noise and biases that affect learning in the field require the development of appropriate methods to extract environmental cues from sensory devices measurements. We found that estimating $\alpha_z$ by the derivative of the vertical ground velocity ($u_z$), is significantly biased by longitudinal motions of the glider about the pitch axis as the glider responds to an imbalance of forces and moments while turning. By modeling the glider’s longitudinal dynamics, we obtain an unbiased estimate of the local vertical wind velocity ($w_z$), and $\alpha_z$ as its derivative (Methods). The estimation of the spatial gradients across the wings, $\omega$, poses a greater challenge as it involves the difference between two noisy measurements at relatively close positions. The key observation we used here is that the glider rolls due to contributions from vertical wind velocity gradients, the feedback control mechanism and various aerodynamic effects. The resulting roll-wise torque can be estimated from the small deviations of the true bank angle from the desired one, and a novel dynamical model allows us to separate the $\omega$ contribution due to velocity gradients from the other effects (Methods). A sample trace of the resulting unbiased estimate of $\omega$ is shown in Figure 2.1C-D, together with traces of the vertical wind velocity, $w_z$, $\mu$ and unbiased estimates of $\alpha_z$.
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**Figure 2.2:** (a) The convergence of $Q$ values during learning as measured by the standard deviation of the mean $Q$ value vs training time in the field. (b) The final learned policy. Each symbol corresponds to the best action (increasing/decreasing the bank angle $\mu$ by $15^\circ$ or maintain the same $\mu$).

Equipped with a proper procedure for estimating environmental cues, we next addressed the specifics of learning in the field. First, to constrain our state space, we discretized the range
of values of $a_z$ and $\omega$ into three states each, positive high (+), neutral (0) and negative high (-). Second, we found that learning is accelerated by choosing $a_z$ attained at the subsequent time step as the reward signal. The choice of $a_z$ (rather than $w_z$) is an instance of reward shaping that is justified in Appendix B, where we show that using $a_z$ as a reward still leads to a policy that optimizes the long-term gain in height. This property is a special case of our general result that a particular reward function or its time derivatives (of any order) yield the same optimal policy (Appendix B). Choosing $w_z$ as the reward fails to drive learning in the soaring problem, possibly because the velocities (and thus the rewards) are correlated across states and their temporal statistics strongly deviates from the Markovianity assumption in reinforcement learning methods [12]. Indeed, velocity fluctuations in turbulent flow are long-correlated, i.e. their correlation timescale is determined by the largest timescale of the flow (see for instance Fig. 9 of ref. [43]), which is of the order of minutes in the atmosphere. Conversely, the correlation timescale of accelerations is controlled by the smallest timescale [43, 44, 45] (the dissipation timescale in Fig. 7 of ref. [43]). This is estimated to be only a fraction of a second, which is much smaller than the time interval between successive actions. The previous experimental observations can be rationalized by the combination of the power-law spectrum of turbulent velocity fluctuations in the atmosphere and the extra factor of frequency squared in the spectrum of acceleration vs velocity fluctuations [45]. Finally, the glider’s experiences, represented as state-action-state-reward quadruplets, $(s_t, a_t, s_{t+1}, r_t)$, were cumulatively collected (over 15 days) into a set $E$ using explorative behavioral policies. Learning is monitored by bootstrapping the standard deviation of the $Q$ values from $E$ (Figure 2.2A), calculated using value iteration methods (Methods).

The navigational strategy derived at the end of the training period is presented in Figure 2.2B, which shows the actions deemed optimal for the 45 possible states. Remarkably, the rows corresponding to $\omega = 0$ resemble the so-called Reichmann rules [14] – a set of simple heuristics for soaring, which suggest a decrease/increase in bank angle when the climb rate increases/decreases. Our strategy also gives a prescription for bank: for instance, when $a_z$ and $\omega$
are both positive (top row in Figure 2.2B) i.e., in a situation when better lift is available diagonal to the glider’s heading, it is advantageous to bank not to the extreme but rather maintain an intermediate value between $-30^\circ$ and $-15^\circ$. Importantly, the learned leftward/rightward bias in bank angle on encountering a positive/negative torque validates our estimation procedure for $\omega$.

Figure 2.3: (a) A 12-minute trajectory of the glider executing the learned strategy. (b) Measured climb rate of a random policy is compared against the learned strategy over 3-minute trials. (c) SNR in $\omega$ and $a_z$ estimation vs wingspan ($l$). (d) Mean climb rate for different wingspans in simulations.

In Figure 2.3A, we show a sample trajectory of the glider implementing the navigational strategy in the field to remain aloft for 12 minutes while spiraling to the height of low-lying clouds (see also Figure B.1). On a day with strong atmospheric convection, the time spent aloft is limited only by visibility and the receivers range as the glider soars higher or is constantly pushed away by the wind. A significant improvement in median climb rate of 0.35 m/s was measured in the field by performing repeated 3-minute trials over five days (Figure 2.3B, Mann-Whitney $U = 429$, $n_{\text{control}} = 37$, $n_{\text{strategy}} = 49$, $p < 10^{-4}$ two-sided). Notably, this value reflects a general improvement in performance averaged across widely variable conditions without controlling for the availability of nearby thermals.

To examine possible advantages of larger gliders due to improved torque estimation, we
further analyzed soaring performance for different wingspans ($l$). While the naive expectation is that the signal-to-noise ratio (SNR) in the estimation of $\omega$ scales linearly with $l$, we show that the effects of atmospheric turbulence lead to a much weaker $l^{1/6}$ scaling (Appendix B). Since testing our prediction would require a series of gliders with different wingspans, we turned to numerical simulations of the convective boundary layer, adapted to reflect our experimental setup (Appendix B). Results shown in Figure 2.3C-D are consistent with the predicted scaling. Intuitively, the weak 1/6th exponent arises because the improvement in gradient estimation is offset by the larger turbulent eddies, which only have a sweeping effect for smaller wingspans, and contribute to velocity differences across the wings as $l$ increases. Our calculation yields an estimate of the SNR $\sim 4$ for typical experimental values; similar arguments for $a_z$ yield an SNR $\sim 7$. Experimental results, together with simulations and SNR estimates, establish $a_z$ and $\omega$ as robust navigational cues for thermal soaring.

2.4 Discussion

The real-world intricacies of soaring impose severe constraints on the complexity of the underlying models, reflecting a fundamental trade-off between learning speed and performance. Notably, the choice of a proper reward signal was crucial to make learning feasible with the limited samples available. Though reward shaping has received some attention in the machine learning community [46], its relevance for behaving animals remains poorly understood. We remark that our navigational strategy constitutes a set of general reactive rules with no learning performed during a particular thermal encounter. A soaring bird may use a model-based approach of constantly updating its estimate of nearby thermals location based on recent experience and visual cues. Still, the importance of vertical wind accelerations and torques for our policy suggests that they are likely useful for any other strategy; our methods to estimate them in a glider suggest that they should be accessible to birds as well. The hypothesis that birds utilize those mechanical
cues while soaring can be tested in experiments.

Finally, we note that single-thermal soaring is just one face of a multifaceted question: how should a migrating bird or a cross-country glider fly among thermals over hundreds of kilometers for a quick, yet risk-averse, journey [29, 30, 31]? Answers to this question, coupled with our current work, pave the way towards a better understanding of how birds migrate and the development of autonomous vehicles that can endlessly fly with minimal energy cost.

Chapter 2, in full, is a reprint of the material as it appears in Reddy G., Wong Ng J., Celani A., Sejnowski T. J. & Vergassola M., Glider soaring via reinforcement learning in the field, Nature, Vol. 562, pp. 236-239, 2018. The dissertation author was the primary investigator and author of this paper.
Appendix A

Supplemental Information for Chapter 1

A.1 Modeling the atmospheric boundary layer

Conditions ideal for thermal soaring typically occur during a sunny day, when a strong temperature gradient between the surface of the Earth and the top of the atmospheric boundary layer drive strong convective flow. The soaring flight of birds and gliders primarily occurs within this convective boundary layer. The mechanical and thermal forces within the boundary layer generate turbulence characterized by strongly fluctuating wind velocities. We simulated those turbulent conditions in two different ways: (1) a direct numerical simulation of Rayleigh-Bénard (RB) convection, which captures the basic physical mechanisms of thermal formation, (2) a kinematic model of turbulent fluctuations that reproduces the statistical features of turbulence in the convective boundary layer. The second model accurately captures the Kolmogorov and Richardson laws, and the mean velocity profile of the atmospheric boundary layer. The RB flow allows us to explore the role of temperature as a cue for orientation in turbulent environments.
A.1.1 Rayleigh-Bénard convective flow

Our simulations involve the numerical integration of Navier-Stokes equations with coupled velocity and temperature fields simplified by the Boussinesq approximation. When the Rayleigh number $Ra$ is beyond a critical value $\sim 10^3$, the thermally-generated buoyancy drives instabilities in the flow. In this regime, the flow is characterized by large-scale convective cells and turbulent eddies at every length scale. In the atmosphere, the Rayleigh number can reach up to $Ra = 10^{15} - 10^{20}$. In such high Rayleigh number regimes, the flow is strongly turbulent - numerical simulations of convection in the atmosphere are thus plagued by the same limitations of simulating fully developed turbulent flows. We simulated 3D Rayleigh-Bénard convection with a Rayleigh number $Ra = 10^8$ and a Prandtl number $Pr = 0.7$ using the Gerris Flow Solver [18]. The floor and the ceiling of the cubical simulation box are no-slip and are fixed at temperatures of unity and zero, respectively. We impose periodic boundary conditions on the side walls. The equations involved are the perturbed velocity ($u$), temperature ($\theta$) field equations about the mean field [19]:

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p + \left( \frac{Pr}{Ra} \right)^{1/2} \nabla^2 u + \theta \hat{z},$$

(A.1)

$$\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta = \frac{1}{(PrRa)^{1/2}} \nabla^2 \theta,$$

(A.2)

along with the incompressibility condition ($\nabla \cdot u = 0$). For accurate simulations, the grid spacing in the bulk $\delta_b$ should be chosen smaller than the Kolmogorov viscous length scale $\eta$ of the flow. If the side of the cubical box is $h$, the Kolmogorov scale can be approximated by $\eta/h \approx \pi(Pr/RaNu)^{1/4}$ [19]. The Nusselt number $Nu$ is defined as the ratio of convective to conductive heat transfer in the flow. At our parameter values, the Nusselt number can be approximated by $Nu \approx 0.124Ra^{0.309}$ [19]. We thereby obtain $64\eta/h \approx 0.8$, and thus we use a spacing of $\delta_b/h = 1/64$ within the bulk. The grid spacing is required to be smaller at the no-slip boundaries due to the formation of the thermal and viscous boundary layers; the Grotzbach criterion [32] suggests 3-5 grid points within the boundary layers for accurate numerical simulations. The
thickness of the thermal boundary layer can be approximated by $\delta_T/h \approx 1/2\text{Nu}$ [20] and the viscous boundary layer thickness is $\delta_v = \text{Pr}\delta_T$. This gives $\delta_T/h = 0.016$. We found that using a grid spacing of $h/256$ within the boundary layers is sufficient to ensure stability of the numerical integration scheme and proper resolution of the fields.

In summary, our setup consists of a cubical grid symmetric about the center and the mesh size is: $h/256$ up to a height of 0.025$h$, $h/128$ from 0.025$h$ to 0.05$h$ and finally $h/64$ in the bulk. In Fig. A.1 we show the velocity and temperature profiles of the flow. Also shown is the Nusselt number defined as (see [9]):

$$\text{Nu} = \left(\langle u_z \theta \rangle - \kappa \langle \partial_z \theta \rangle\right)/\kappa \Delta \theta / h = (\text{PrRa})^{1/2}/\langle u_z \theta \rangle - \langle \partial_z \theta \rangle, \quad (A.3)$$

where $\kappa = (\text{PrRa})^{-1/2}$ is the effective thermal conductivity after rescaling, $\Delta \theta = 1$ is the (rescaled to unity) temperature difference between the hot and cold plates and $h = 1$ is the (rescaled to unity) distance between the plates. The numerically obtained value $\text{Nu} \approx 32$ matches well with previous values in the literature (see Figure 1(a) in Ref. [20]).

### A.1.2 A kinematic model of the convective boundary layer

The Atmospheric Boundary Layer (ABL) is the lowest region of the atmosphere and extends up to a height of about 1-2 Km. Above the ABL, the flow is nearly geostrophic i.e., winds flow along isobars due to the balance of pressure gradient forces and the Coriolis force. On a sunny day, the boundary layer is characterized by convective flows and is roughly structured in four layers:

- **Surface layer**: This is typically a thin layer of a few meters dominated by shear forces. The wind velocity profile has a logarithmic dependence on the height $z$, i.e. $u(z) \sim \log(z/z_0)$, where $z_0$ depends on the surface roughness.

- **Free convection layer**: This is a matching layer between the surface and the mixing layers.
In this layer, the velocity profile features a Kolmogorov scaling $u^2(z) \sim z^{2/3}$. The layer extends from a few meters up to $0.1z_i$, where $z_i$ is the inversion height, the top of the ABL.

- **Mixed layer**: In this layer, shear forces are negligible and the surface is irrelevant. Convective mixing forces the velocity profile, temperature and velocity correlation lengths to be uniform with height. The layer extends from $0.1z_i$ to $z_i$.

- **Inversion layer**: The top of the ABL has a capping inversion layer characterized by cold temperatures, strong winds and clouds.

In our simulations, we resolve the free convection layer and the mixed layer with the inversion height $z_i \sim 1$ Km. We use a kinematic model of turbulence that extends the one in [21] to the inhomogeneous case and statistically reproduces the Kolmogorov and Richardson laws and the velocity profile of the atmospheric boundary layer. A Gaussian ascending core is added on top of the turbulent fluctuations and provides a mean, $z$-independent, ascending flow:

$$u^\text{thermal}_z \propto e^{-\frac{(r_\perp - r_{\text{center}})^2}{2R^2}},$$  \hfill (A.4)

where $r_\perp$ is the two-dimensional position vector in the horizontal plane, $r_{\text{center}}$ is the location of the center of the thermal and $R$ is its radius.

The fluctuating field is a composition of flows of different integral length scales. The velocity at height $z$ has contributions from flows of length scales $l_n$ greater than $z$:

$$u(r_\perp,z,t) = \sum_{l_n > z} c_n u(r_\perp,z,t|l_n),$$  \hfill (A.5)

where $u(r_\perp,z,t|l_n)$ is the velocity contribution due to the flow with length scale $l_n$. Amplitudes are normalized to have $\langle u(r_\perp,l_n,t|l_n).u(r_\perp,l_n,t|l_n) \rangle = 1$. Hereafter, $u(r_\perp,z,t|l_n)$ will be denoted...
by $u_n(r_{\perp}, z, t)$. We expand in a spatial discrete Fourier transform with spatial frequencies $k$:

$$u_n(r_{\perp}, z, t) = \sum_k \hat{u}_n(k_{\perp}, k_z, t) e^{i(k_{\perp}r_{\perp} + k_zz)}. \tag{A.6}$$

The energy spectrum of velocity fluctuations at relevant scales follows the Kolmogorov law $E(k) \sim k^{-5/3}$, where $k = |k|$. From the Kolmogorov law, we require the spatial energy spectrum $E(k) = 4\pi k^2 \langle |\hat{u}_n(k_{\perp}, k_z, t)|^2 \rangle \sim k^{-5/3}$ and we have $\langle |\hat{u}_n(k_{\perp}, k_z, t)|^2 \rangle \sim k^{-11/3}$ for $k > 1/l_n$. The time evolution of the real part (and similarly for the independent imaginary part) of each mode is modeled as an Ornstein-Uhlenbeck process

$$d\hat{u}_{nR}(k_{\perp}, k_z, t) = -\hat{u}_{nR}(k_{\perp}, k_z, t) \left( \frac{dt}{\tau_{nk}} \right) + \sigma_{nk} dW_t, \tag{A.7}$$

where $dW_t$ is a Wiener process, $\tau_{nk}$ is a time scale that depends on $n$ and $k$, and $\sigma_{nk}$ is the amplitude of fluctuations. The equation above ensures that the temporal correlations of each mode decay with time scale $\tau_{nk}$, which obeys the dimensional Kolmogorov scaling $\tau_{nk} \sim (l_n k)^{-2/3}$. At steady state, the energy of mode $k$ equals $\langle |\hat{u}_n(k_{\perp}, k_z, t)|^2 \rangle = 3\sigma_{nk}^2 \tau_{nk}$. Since the contribution due to a flow of length scale $l_n$ is required to cut off at height $l_n$ and vanishes at $z = 0$, we impose the supplementary condition that the Fourier expansion of $u_n(r_{\perp}, z, t)$ has only sinusoidal contributions in the vertical direction. We thereby have two conditions on the Fourier components:

$$\hat{u}_n(-k_{\perp}, -k_z, t) = \hat{u}_n^*(k_{\perp}, k_z, t); \quad \hat{u}_n(k_{\perp}, -k_z, t) = -\hat{u}_n(k_{\perp}, k_z, t). \tag{A.8}$$

The first condition enforces that the flow is real and the second one enforces the vanishing at the ground.

The two conditions (A.8) can be used to reorganize the sum in (A.6) and elementary
calculations lead to the following expression for the two-point velocity correlation function:

\[
\langle u_n(r_\perp + l_\perp, z, t) \cdot u_n(r_\perp, z, t) \rangle = 16 \sum \sin^2(k z) \left[ (\hat{u}_{nR}(k_\perp, k_z, t) \cdot \hat{u}_{nR}(k_\perp, k_z, t)) \cos(k_\perp \cdot l_\perp) \right].
\]  

(A.9)

The sum \(\sum\) runs over the set of independent wave vectors (which is restricted by the two conditions (A.8)). The real and imaginary components of the modes are Gaussian and independent of each other. The Kolmogorov scaling of the amplitudes of the modes mentioned above finally gives\(\langle u_n(r_\perp, z, t) \cdot u_n(r_\perp, z, t) \rangle \sim z^{2/3}\). Due to the imposed sinusoidal constraints, the scaling flattens out around \(z = l_n/4\).

The extent of the simulation lattice depends on the integral length scale \(l_n\) of the flow. The lattice for the \(n\)th flow has dimensions \(4z_i \times 4z_i \times l_n\) with each dimension discretized into 64 points. The spatial frequencies are of the form \((p/4z_i, q/4z_i, r/l_n)\) where \(p, q, r = 0, 1, 2, \ldots, 63\).

To integrate the Fourier components, we use the standard stochastic Runge-Kutta update rule:

\[
\hat{u}_{nk} \rightarrow \hat{u}_{nk}(1 - \delta + \frac{1}{2} \delta^2) + a_{nk} \mathcal{N}(0, \sqrt{\delta}) - a_{nk} [p \mathcal{N}(0, \sqrt{\delta}) + \sqrt{1 - p^2} \mathcal{N}(0, \sqrt{\delta'})],
\]

(A.10)

where \(a_{nk} = \sigma_{nk} \sqrt{\tau_{nk}}\), \(\mathcal{N}(\mu, \sigma)\) is a normal random variable with mean \(\mu\) and variance \(\sigma^2\), and the notation \(\hat{u}_{nk}\) indicates that the same update rule holds for the real and imaginary parts of the modes with \(|k| = k\). At steady state, \(\langle \hat{u}_{nR}(k_\perp, k_z, t) \cdot \hat{u}_{nR}(k_\perp, k_z, t) \rangle = 3a_{nk}^2/2\). Here, \(\delta = dt_k/\tau_{nk}\) and \(\delta' = \delta^3/(12 - 3\delta^2)\). It follows from (A.9) that

\[
\langle u_n(r_\perp, z, t) \cdot u_n(r_\perp, z, t) \rangle = 24 \sum \sin^2(k z) a_{nk}^2, \quad \text{(A.11)}
\]

with \(a_{nk}^2 \propto k^{-11/3}\). The length scales are spaced logarithmically, i.e. \(l_n = l_1 \lambda^{n-1}\) and the contribution \(n = N\) with the largest length scale has \(l_N = 4z_i\). By numerically calculating the velocity
magnitudes from (A.11), we scale the value of the coefficients $c_n$ to obtain the behavior which is appropriate for the convective boundary layer. We pick $N = 8$ and the chosen values of $c_n$ are shown in Table A.2. The full velocity field (A.5) at an arbitrary point is obtained by interpolating the contribution from each flow. Finally, though our simulation constructs a cubic box of size $4z_i$, we constrain ourselves to the first quarter in the vertical direction for the symmetry reasons mentioned above. The resulting velocity profile and the Richardson superdiffusive law are shown in Fig. A.2.

A.2 Learning to soar: kinematic model

In the main text, we described our results for Rayleigh-Bénard flow. In this Section, we detail the results for the kinematic model described above. The gliders are trained using the same learning procedure and glider mechanics presented in the main text. The upshot is that learned policies are similar for the two flows and the main features of the flying policies discussed in the main text apply to the synthetic flow as well.

A.2.1 Setup

We consider a three-dimensional setting as described in the previous Section. The core mean flow (A.4) is centered at the origin with radius $R = 0.25$km and the maximal velocity at the center is set to $5$ m/s. Turbulent fluctuations of magnitude $u_{\text{rms}}^{\text{kin}}$ and the statistics described above are added on top of the Gaussian core. The fluctuations have long-range spatial correlations and the longest (and slowest) modes relax on timescales comparable to those of each ascent. The glider starts from the edge of the Gaussian thermal, facing away from its center, at an initial distance $r_{\text{init}} = 2R$, and attempts to find the center of the thermal amidst turbulent fluctuations.
The groundspeed of a glider has three contributions:

\[ u_{\text{ground}} = v_{\text{glider}} + u_{\text{thermal}} + u_{\text{kin}}, \]  

(A.12)

where \( v_{\text{glider}} \) is the air velocity of the glider (see the Section on glider mechanics in the main text), \( u_{\text{thermal}} \) is the contribution due to the mean Gaussian core, and \( u_{\text{kin}} \) is the contribution due to the turbulent fluctuations. The airspeed and heading of the glider are controlled by the angle of attack and the bank angle of the glider (see main text). In this setting, we have three velocity scales: the contribution from the mean Gaussian core, the airspeed of the glider and the magnitude of fluctuations. Correspondingly, we have three regimes (I) the weak fluctuations regime, where the magnitude of fluctuations is smaller than the mean contribution of the core, (II) the strong fluctuations regime, where the mean is masked by fluctuations, and (III) the extreme fluctuations regime, when the fluctuations are larger than the airspeed of the glider. As a measure of the level of fluctuations, we define \( \hat{u}_{\text{rms}} = \frac{u_{\text{kin}}}{u_{\text{thermal}}(r_{\perp} = r_{\text{init}})} \), i.e. the ratio between turbulent fluctuations and the thermal velocity at the starting point. In terms of \( \hat{u}_{\text{rms}} \), the three regimes correspond to \( \hat{u}_{\text{rms}} < 1, 1 < \hat{u}_{\text{rms}} < 6 \) and \( \hat{u}_{\text{rms}} > 6 \). We expect, as in the case of the RB flow, that the policy learned by the glider differs in the regimes of weak fluctuations and strong/extreme fluctuations. The turbulent fluctuations and glider flight are resolved with time steps of one second each, as for the results described in the main text. We used precisely the same architecture for the reinforcement learning algorithm as in the case of Rayleigh-Bénard flow (see main text).

### A.2.2 Results

As for Rayleigh-Bénard flow, we found that the vertical wind acceleration \( a_z \) and the torques \( \tau \) are the best mechanical cues to guide turbulent navigation. The angle of attack does not improve performance for reasons similar to those presented in the main text. We fix the set of observables to \( a_z \) and \( \tau \), and the glider has control over its bank angle. Figure A.3 shows the
learning curve and the average gain in height for different values of $\hat{u}_{\text{rms}}$. As anticipated, three regimes can be distinguished: (I) When $\hat{u}_{\text{rms}} < 1$, the contribution of the Gaussian core to the wind velocity is dominant, which makes its location and climbing relatively easy and allows for a large gain in height. (II) At $1 < \hat{u}_{\text{rms}} < 6$, fluctuations dominate and the glider is forced to learn how to exploit the fluctuations to soar. (III) When the fluctuations exceed the airspeed of the glider, the glider is carried away by the strong flow and progressively loses control over its trajectory. We observe indeed a declining gain in height for these extreme values of fluctuations.

Sample policies for $\hat{u}_{\text{rms}} = 0$ and $\hat{u}_{\text{rms}} = 5$ are shown in Figure A.4. Comparison with Figure 4 of the main text shows that the qualitative features of the policies in the two flows are very much the same; the arguments presented there directly apply to this case. The optimal bank angles can be obtained for each $(a_z, \tau)$ pair by finding the mode of the distribution $Pr(\mu_{t+1} | a_z, \tau)$. Figure A.4 shows the optimal bank angles for the case of negative $a_z$ and $\tau < 0$. The sharp change in policy occurs at the boundary between regimes II and III; note that these correspond to the weak and strong flow regimes for the Rayleigh-Bénard (RB) flow. The scaling of the boundary between “large” and “small” fluctuations ($-\hat{a}_z$) is qualitatively similar but its nonlinear profile quantitatively differs from the linear one that we found for the RB flow. In Figure A.4D, we also show a simplified version of the heat map extended to a larger range. To obtain this figure, we proceed as in the main text, i.e. defined a cutoff in the optimal bank angle at $12.5^\circ$ that separates out the “large” and “small” fluctuation regions. The diverse colors shown in the figure correspond to simulations with expanded bin sizes in the tiled representation of $a_z$.

### A.3 Control over angle of attack during inter-thermal flight

As elucidated in the main text, for the task of finding and centering a single thermal, control over angle of attack offers minor improvement in the performance of the glider. However, angle of attack is expected to be relevant during inter-thermal flight, i.e. when the glider needs to
travel large distances quickly while avoiding the dangerous case of missing the thermal, losing height and crashing to the ground. The importance of angle of attack for the full case of inter-thermal flight in realistic turbulent conditions is a direction for future work (see the Discussion section of the main text). In this section, we considered a very simplified setting of inter-thermal flight and verified that control over angle of attack does indeed offer significant advantages.

We consider a glider constrained to moving in the X-Z plane, where Z is the vertical, for reasons that will be clear momentarily. The glider faces an X-dependent vertical velocity profile consisting of a downward current followed by a symmetric upward current as shown in panel A of Figure A.5. The net gain in height provided by the currents for a glider moving at a constant speed is zero. However, by modulating its angle of attack to slow down during regions of updraft and increasing its pace during regions of downdraft, the glider can achieve a net positive gain in height. The bank angle does not play any role here as the motion is constrained to the X-Z plane, which is the reason why we selected this geometry.

We used a reward function $\propto (u_z - v_c)/v_\perp$, where $u_z$, $v_c$ and $v_\perp$ are the vertical wind velocity, climb rate and horizontal speed respectively. The reward function encourages the glider to seek smaller horizontal speeds while ascending and larger horizontal speeds while sinking. The state space in this case includes the angle of attack discretized to 7 states between $2.5^\circ$ and $17.5^\circ$, and the vertical wind velocity discretized to 25 bins between $-12\text{m/s}$ and $12\text{m/s}$. At each step, the glider has an option of increasing by $2.5^\circ$, decreasing by $2.5^\circ$ or maintaining the same angle of attack. The bank angle is fixed at zero degrees. Panel B of Figure A.5 shows the net gain in height relative to a glider moving at fixed speed with the number of training episodes.

Even though the setting considered here is extremely simplified, results show the advantage provided by the control of the angle of attack. Quantifying the advantage and identifying the corresponding policy of control for realistic turbulent flows encountered during long-distance migration or cross-country glider competitions is the subject of ongoing work.
Table A.1: Values for the parameters employed in our simulations and training of the glider.

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>Rayleigh number</td>
<td>$10^8$</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
<td>0.7</td>
</tr>
<tr>
<td>$z_i$</td>
<td>Inversion height</td>
<td>1km</td>
</tr>
<tr>
<td>$mg/S$</td>
<td>Wing loading</td>
<td>10N/m²</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Discount factor (fixed)</td>
<td>0.98</td>
</tr>
<tr>
<td>$\tau_{\text{temp}}$</td>
<td>Softmax “temperature” (early stages)</td>
<td>2.0</td>
</tr>
<tr>
<td>$\tau_{\text{temp}}$</td>
<td>Softmax “temperature” (later stages)</td>
<td>0.2</td>
</tr>
<tr>
<td>$l$</td>
<td>Wingspan</td>
<td>10m</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step</td>
<td>1s</td>
</tr>
<tr>
<td>$v_{\text{glider}}$</td>
<td>Glider airspeed (at fixed $\alpha$)</td>
<td>4m/s</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Angle of attack (fixed)</td>
<td>9°</td>
</tr>
<tr>
<td>$a_{\text{z thresh}}$</td>
<td>Threshold for vertical wind acceleration</td>
<td>0.05 m/s²</td>
</tr>
<tr>
<td>$\tau_{\text{thresh}}$</td>
<td>Threshold for torque</td>
<td>1 m²/s</td>
</tr>
</tbody>
</table>

Table A.2: The parameters $c_n$ (see Eq. (A.5)) used for the kinematic turbulence model.

```
c1  c2  c3  c4  c5  c6  c7  c8
1.1  0.8 0.7  0.7 0.6 0.6 0.5 2.0
```
Figure A.1: Some additional observables for the Rayleigh-Bénard simulations. (A) the root-mean-square (rms) velocity; (B) the horizontal and vertical rms velocities; (C) the mean temperature; (D) the profile of the Nusselt number vs height.
Figure A.2: Properties of the flow for the kinematic model of turbulence. (A) The mean-squared velocity profile. (B) The Richardson’s superdiffusive law is well captured by our model. Small deviations are due to finite-size effects and the observed exponent is 2.7 (blue solid line).

Figure A.3: Training and learning for the kinematic model of turbulence. (A) Learning curves for various values of $\hat{u}_{\text{rms}} = 0, 2.25, 4.5, 6.75, 9$. Vertical lines separate the three regimes of weak (I), strong (II) and extreme (III) fluctuations.
Figure A.4: Learned policies for the kinematic model of turbulence. Panels A and B show the learned policies at $\hat{u}_{\text{rms}} = 0$ and $\hat{u}_{\text{rms}} = 5$. Panel C shows a heat map of the optimal bank angles for negative $a_z$ and $\tau < 0$. Panel D shows a simplified version of the heat map, similar to the main text.
Figure A.5: Control over angle of attack during inter-thermal flight. Panel A shows the vertical wind velocity profile $u_z(x)$ on the X-axis. Panel B shows the improvement in performance as training progresses, showing that the glider indeed learns to modulate its angle of attack for greater ascent.
Appendix B

Supplementary Information for Chapter 2

B.1 On-board estimation of the navigational cues

For a given desired pitch $\phi_d$ and desired bank angle $\mu_d$, the flight controller implements a feedback control system such that:

$$
\frac{d\phi}{dt} = \frac{\phi_d - \phi}{\tau}, \quad (B.1)
$$

$$
\frac{d\mu}{dt} = \frac{\mu_d - \mu}{\tau}, \quad (B.2)
$$

where $\phi$ is the pitch (Figure B.2), $\mu$ is the bank angle and $\tau$ is a user-set time scale of control. $\phi_d$ is set fixed during flight and can be used to indirectly modulate the angle of attack, $\alpha$, which determines the airspeed $V$ and sink rate w.r.t air of the glider ($-v_z$). When $\alpha$ is large, the glider has a low airspeed and a low sink rate, while at small $\alpha$ the glider is faster but also sinks more rapidly. The glider’s glide polar curve, relating the sink rate and airspeed for different values of $\alpha$ at equilibrium, depends on $\mu$, the lift coefficient $C_L(\alpha)$ and the drag coefficient $C_D(\alpha)$ as

$$
-\frac{v_z}{V} = \frac{C_D(\alpha)}{C_L(\alpha) \cos \mu}. \quad (B.3)
$$
The ratio on the left hand side is called the glide angle $\gamma$ (Figure B.2), where

$$\gamma \equiv -v_z/V = \alpha - \phi. \quad (B.4)$$

The lift and drag coefficients are determined by the geometry of the plane; their form can be derived in certain simplified situations [23, 48]. Equations (B.3) and (B.4) together relate the measurable quantities, $\phi$ and the bank angle $\mu$, to $\alpha$ at equilibrium. Actions of increasing, decreasing or keeping the same bank angle are taken in time steps of $t_a$ by changing $\mu_d$ such that $\mu$ increases linearly from $\mu_i$ to $\mu_f$ in $t_a$:

$$\mu_d(t) = \mu_i + (\mu_f - \mu_i) \frac{t + \tau}{t_a}. \quad (B.5)$$

### B.1.1 Estimation of the vertical wind acceleration

The vertical wind acceleration $a_z$ is defined as:

$$a_z \equiv \frac{d^2w_z}{dt^2} = \frac{d}{dt} (u_z - v_z), \quad (B.6)$$

where $u$ and $v$ are the velocities of the glider w.r.t the ground and air respectively, and $w$ is the wind velocity. Here, we have used the relation

$$w = u - v. \quad (B.7)$$

An estimate of $u$ is obtained in a straightforward manner from the EKF, which uses the GPS and barometer readings to form the estimate. On the other hand, the measurement of $v_z$ is confounded by various aerodynamic effects that significantly affect it on relevant time scales of a few seconds. Artificial accelerations introduced due to these effects impair accurate estimation of the wind acceleration and thus alter the perceived state during decision-making and learning.
Two effects significantly influence variations in $v_z$: (1) Sustained pitch oscillations with a period of few seconds and a varying amplitude, and (2) Angle of attack variations, which occur in order to compensate for the imbalance of lift and weight while rolling. A full analysis of dynamic stability involves a set of four coupled differential equations [48] and is further complicated by the feedback control mechanism. We instead provide qualitative arguments and validate them using our data.

The longitudinal dynamic modes of the plane include short period oscillations and the phugoid. Short period oscillations are largely angle of attack variations, and the oscillations are usually heavily damped. Phugoid oscillations of longer period are less damped and are accompanied by oscillations of pitch at almost constant angle of attack. Using a reduced-order model of longitudinal stability [49], the time period of the phugoid oscillations can be estimated from the airspeed $V$ as $\sqrt{2\pi V/g} \approx 3.5s$ (here $g$ is gravity and $V \approx 8 \text{ m/s}$), which is consistent with the time period seen in experiments (Figure B.3A). Phugoidal oscillations are sustained due to constant perturbations to the pitch-wise moment when rolling. The amplitude and phase of the oscillations is determined by the magnitude and sign of $\dot{\mu}$ respectively. The amplitude is $\propto \mu^2$ and can be $> 5^\circ$ at bank angles of $30^\circ$. From (B.4), we see that pitch oscillations of a five degrees ($\sim 0.1 \text{ radian}$) at an airspeed $V = 8 \text{m/s}$ can give rise to a change in $v_z$ of $\sim 0.8 \text{m/s}$, which is of the same magnitude as the sink rate, and thus constitutes a significant contribution.

The lift-weight imbalance while rolling is compensated by a change in angle of attack. Suppose that a plane in equilibrium at bank angle $\mu_0$, airspeed $V_0$ and angle of attack $\alpha_0$ rolls to $\mu$, $V$ and $\alpha$ respectively. In equilibrium at $\mu_0$ and $\mu$, by balancing the forces along the vertical axis we get $L(\alpha_0)\cos\mu_0 = W = L(\alpha)\cos\mu$, where $W$ is the weight of the glider. Here, the dependence of the lift on the angle of attack is emphasized (the contributions due to a non-zero glide angle are small and ignored here). Since $L(\alpha) \propto V^2C_L(\alpha)$, this yields the relation $V^2C_L(\alpha)\cos\mu = V_0^2C_L(\alpha_0)\cos\mu_0$. Airspeed measurements in our experiments show that the change in $V$ is negligible (Figure B.4A), and does not compensate for the change in lift. Instead,
the change in lift is largely balanced by a change in the angle of attack, so that:

$$\frac{C_L(\alpha)}{C_L(\alpha_0)} \approx \frac{\cos \mu_0}{\cos \mu}. \quad (B.8)$$

Below the stall angle, the lift coefficient is approximately a linear function $C_L(\alpha) = A(\alpha - \alpha_i)$, where $\alpha_i$ is usually negative and its value depends on the geometry and the angle of incidence of the wing. We thus obtain

$$\frac{\alpha - \alpha_i}{\alpha_0 - \alpha_i} \approx \frac{\cos \mu_0}{\cos \mu}, \quad (B.9)$$

$$\Delta \alpha \approx (\alpha_0 - \alpha_i) \left(\frac{\cos \mu_0}{\cos \mu} - 1\right), \quad (B.10)$$

where $\Delta \alpha \equiv \alpha - \alpha_0$.

Suppose a plane which is steady at zero bank angle has an angle of attack $\alpha_0$, pitch $\phi_0$ and vertical velocity w.r.t air of $v_{z,0}$. The deviation of $v_z$ from $v_{z,0}$ for a particular bank angle at a given instant is (from (B.4))

$$\Delta v_z = -\Delta V (\alpha_0 - \phi_0) - V (\Delta \alpha - \Delta \phi). \quad (B.11)$$

Here $\Delta \alpha$ is assumed to depend on the instantaneous bank angle as given in equation (B.10), which is justified by our arguments that the longitudinal oscillations are phugoidal i.e., the angle of attack is not influenced. Since the change in $V$ is small, the first term can be ignored and the second term can now be used as an approximation for the instantaneous $v_z$ (up to a constant term) given the current bank angle and pitch, which are obtained from measurements. The constant term is ignored since our interest is in the derivative of $v_z$.

In order to measure the variations in $v_z$ in response to the glider’s turn, we first observe that $\langle u_z \rangle = \langle v_z \rangle$ from (B.7) since $\langle w_z \rangle = 0$. We compute $\langle u_z \rangle$ (and thus $\langle v_z \rangle$) by averaging the change in $u_z$ (measured in the field) over hundreds of specific bank angle transitions. We verify
that changes in $v_z$ over 13 possible bank angle transitions are indeed captured by (B.11) (Figure B.3B). Note that there is only one free parameter, $\alpha_0 - \alpha_i$, which is fit. The vertical wind velocity $w_z$ is then estimated from (B.7).

The vertical wind acceleration $a_z$ is smoothed using an exponential smoothing kernel with time scale $\sigma_a$. An exponential filter of time scale $\sigma$ acts on an input $x$ to give the smoothed output $\tilde{x}$ as,

$$\tilde{x}(t) = \int_{-\infty}^{t} x(s) e^{-\frac{t-s}{\sigma}} \sigma^{-1} ds,$$  

where the tilde is hereafter used to denote quantities smoothed by an exponential filter. Substituting $a_z = \frac{dw_z}{dt}$ for $x$ and integrating by parts, we get

$$\tilde{a}_z = \frac{w_z - \tilde{w}_z}{\sigma_a},$$  

In our implementation, another layer of exponential smoothing of smoothing time scale $\sigma'_a \ll \sigma_a$ is applied in order to average over sensory noise. As a consistency check, we verify that $\tilde{a}_z$ is unbiased for different bank angle transitions (Figure B.4B).

### B.1.2 Estimation of vertical wind velocity gradients across the wings

Spatial gradients in the vertical wind velocity induce rolling moments on the plane, which we estimate using the deviation of the measured bank angle from the expected bank angle. The total rolling moment of the plane has contributions from three sources – (1) The feedback control of the plane, which acts according to equation (B.2), (2) The spatial gradients in the wind including turbulent fluctuations, and (3) Roll moments created due to various aerodynamic effects, which we detail below.

The latter two contributions create a dynamical effect that perturb the evolution of the
bank angle from equation (B.2). The modified evolution of the bank angle is modeled as

\[
\frac{d\mu}{dt} = \frac{\mu_d - \mu}{\tau} + \omega(t) + \omega_{\text{aero}}(t),
\]  

(B.14)

where \(\omega(t)\) and \(\omega_{\text{aero}}(t)\) are contributions to the roll-wise angular velocity due to the wind and aerodynamic effects respectively. We empirically find four major contributions to \(\omega_{\text{aero}}(t)\) - (1) the dihedral effect, which is a stabilizing moment due to the effects of sideslip on a dihedral wing geometry, (2) the overbanking effect, which is a destabilizing moment that occurs during turns with small radii, (3) Trim effects, which create a constant moment due to asymmetric lift on the two wings, and (4) a loss of rolling moment generated by the ailerons while rolling at low airspeeds.

Expanding the dihedral and overbanking effects around \(\mu = 0\), their contributions to \(\omega_{\text{aero}}(t)\) can be modeled with two terms of the form \(-\mu/T_{\text{dih}}\) and \(-\mu/T_{\text{ob}}\) respectively, with \(T_{\text{dih}} > 0\) and \(T_{\text{ob}} < 0\). The value of \(T_{\text{dih}}\) depends on the geometry of the wing and the airframe, whereas \(T_{\text{ob}}\) depends on the radius of the turns at \(\mu\). The radius of a turn at bank angle \(\mu\) and airspeed \(V\) is given by

\[
R = \frac{V^2}{g \tan \mu},
\]  

(B.15)

For \(V = 8\text{m/s}\) and \(\mu = 30^\circ\), the radius is \(\sim 10\text{m}\). For wingspans of a few meters, typical of model sailplanes, the effect can be significant. The trim effect appears as a constant bias \(-b\). The effective loss of rolling moment at low airspeeds is modeled as an additional term of the form \(-\mu\frac{\mu_d - \mu}{T_{\text{roll}}}\) that opposes changes in the bank angle towards the desired bank angle. In summary, an unbiased estimation of the torque requires a calibration of three parameters related to the aerodynamics of the glider - \(T_{x}^{-1} \equiv T_{\text{dih}}^{-1} + T_{\text{ob}}^{-1}, T_{\text{roll}}\) and \(b\). The full equation for the evolution of
the bank angle is now written as:

$$\frac{d\mu}{dt} = \frac{\mu_d - \mu}{\tau} - \frac{\mu}{T_s} - \frac{\mu_d - \mu}{T_{roll}} - b + \omega(t), \quad (B.16)$$

The three parameters are measured by making repeated transitions between bank angles of \(0^\circ, \pm 15^\circ, \pm 30^\circ\) by increasing, decreasing the bank angle by \(15^\circ\) or keeping same angle over intervals of 3 seconds. Averaging the bank angle in this interval over many such transitions yields the evolution of the bank angle without the wind contribution in (B.16) (Figure B.5B). The averaged (B.16) can be integrated exactly to get an analytical form for the bank angle. For linear transitions from \(\mu_i\) to \(\mu_f\) in a time interval \(t_a\), plugging (B.5) into the averaged (B.16) and integrating leads to

$$\mu(t) = \frac{\tau' t \Delta \mu}{\tau'' t_a} + \left(\tau'' \mu_i - b\right) \tau' e^{-t/\tau'} + \left(\frac{\tau \Delta \mu}{\tau'' t_a} - b - \frac{\tau' \Delta \mu}{\tau'' t_a}\right) \tau' \left(1 - e^{-t/\tau'}\right), \quad (B.17)$$

where we have defined \(\tau'' = \tau^{-1} - T_{\tau}^{-1} + T_{c}^{-1}\) and \(\Delta \mu = \mu_f - \mu_i\). The three parameters are then obtained by fitting the predicted curves from the above equation to the 13 experimentally obtained bank angle transition curves, as shown in Figure B.5A.

The roll-wise torque is smoothed over a time scale \(\sigma_{\omega}\) using (B.12) to obtain the equation for the smoothed torque \(\tilde{\omega}\):

$$\tilde{\omega}(t) = \frac{\mu - \tilde{\mu}}{\sigma_{\omega}} + \frac{\tilde{\mu}}{T_s} - (\tilde{\mu}_d - \tilde{\mu}) \left(\frac{1}{\tau} - \frac{1}{T_{roll}}\right) + b, \quad (B.18)$$

where we again use the tilde to denote quantities smoothed over the time scale \(\sigma_{\omega}\) using (B.12). As in the case of \(\alpha_z\), another layer of smoothing of time scale \(\sigma_w'\) is applied. We find that the bias \(b\) can change across different flights of the same glider. The bias is estimated on-board before the soaring algorithm is activated by exponentially averaging the torque uncorrected for bias
over a time scale of two minutes. Finally, we verify that the estimated $\omega$ for different bank angle transitions is indeed unbiased, as shown in Figure B.5B.

### B.2 Reward shaping and policy invariance

Reinforcement learning algorithms [12] are typically posed in the framework of a Markov Decision Process (MDP). In an MDP, an agent traverses a state space by taking actions while receiving associated rewards. A transition matrix, denoted by $T(s'|s, a)$, gives the probability of transitioning to a particular state $s'$ given the agent’s current state $s$ and its current action $a$ and encodes the statistics of the environment and its interactions with the agent. The reward function $R(s, a)$ defines the expected reward given when action $a$ is taken in state $s$. The agent’s control over actions is represented by its policy $\pi(a|s)$, which is the probability that the agent takes action $a$ at state $s$. The expected discounted sum of future rewards for a particular state-action pair $(s, a)$ is given by the $Q$ function, which is written here in a recursive form:

$$Q_{\pi}(s, a) = R(s, a) + \gamma \sum_{s', a'} T(s'|s, a) \pi(a'|s') Q_{\pi}(s', a').$$ (B.19)

Here $\gamma (0 \leq \gamma < 1)$ is the discount factor, which determines the time scale of future rewards the agent cares about, and the subscript is used to highlight that the $Q$ values depend on the policy $\pi$.

To train the glider, we choose the local vertical wind acceleration $a_z$ as our reward function. The choice of $a_z$ as an appropriate reward signal is motivated by observations made in simulations from [42]. In general, multiple reward functions can lead to the same policy, which opens the possibility for reward shaping, where a reward function modified from that of the underlying MDP is chosen in order to accelerate the learning process [46]. Reward shaping is particularly useful when the reward is delayed and learning is encumbered by the credit assignment problem. For the purpose of soaring, we aim to maximize the expected gain in height over a time interval of a few minutes. An intuitive choice for the reward function would then be the local vertical wind
velocity $w_z$, in which case the RL algorithm maximizes the quantity $\langle \sum_{i=0}^{\infty} w_z(t_i) \gamma^i \rangle$, where $t_i$ is the time of the $i$th time step and the angular brackets denote expectation values. In the limit of $\gamma \to 1$, this quantity is the expected gain in height over a time interval $\sim (1 - \gamma)^{-1}$. However, we find that the choice of $w_z$ as the reward function fails to drive learning in the soaring problem, possibly because the velocities are strongly correlated across states and their temporal statistics fail to satisfy the Markovian assumption. To justify our choice of $a_z$ as the reward function, we show here that a policy $\pi$ that is optimal for an MDP with expected reward $R(s, a)$ is also optimal for the same MDP with reward $\propto \langle R(s', a') \rangle_{s,a,\pi} - \gamma R(s, a)$, where $\langle R(s', a') \rangle_{s,a,\pi}$ is the expected reward at the next time step given by

$$\langle R(s', a') \rangle_{s,a,\pi} = \sum_{s', a'} R(s', a') T(s' | s, a) \pi(a | s).$$

(B.20)

Intuitively, this implies that using a particular reward function for an MDP is equivalent to using any “derivative” of the reward function as its proxy, where the derivatives are defined in the discounted difference sense as above. We first observe that the policy induces a Markov chain on the MDP defined by the transition probabilities

$$T_\pi(s'|s) = \sum_a T(s' | s, a) \pi(a | s).$$

(B.21)

The key assumption we make here is that the induced Markov chain has a stationary distribution $\rho_\pi$ given by

$$\rho_\pi(s') = \sum_s T_\pi(s' | s) \rho_\pi(s).$$

(B.22)
The expected sum of future rewards for policy $\pi$ is then

$$V_\pi = \sum_{s,a} \rho_\pi(s)\pi(a|s)Q_\pi(s,a),$$  \hfill (B.23)

$$= \sum_{s,a} \rho_\pi(s)\pi(a|s) \left( R(s,a) + \gamma \sum_{s',a'} T(s'|s,a)\pi(a'|s')Q_\pi(s',a') \right),$$

$$= R_\pi + \gamma \sum_{s',a'} \rho_\pi(s')\pi(a'|s')Q_\pi(s',a'),$$

$$= R_\pi + \gamma V_\pi,$$

where we have defined the expected immediate reward, $R_\pi = \sum_{s,a} \rho_\pi(s)\pi(a|s)R(s,a)$. The second step above follows from (B.19) whereas the third step uses the relation (B.22). We then have

$$R_\pi = (1 - \gamma) V_\pi.$$  \hfill (B.24)

We wish to show that the expected sum of future rewards $V_\pi'$ for the MDP with reward function $\langle R(s',a') \rangle_{s,a,\pi} - \gamma R(s,a)$ is directly related to $V_\pi$. The expected immediate reward $\tilde{R}_\pi$ for this new process is given by (from (B.20))

$$\tilde{R}_\pi = \sum_{s,a} \rho_\pi(s)\pi(a|s) \left( \sum_{s',a'} T(s'|s,a)\pi(a'|s')R(s',a') - \gamma R(s,a) \right),$$  \hfill (B.25)

$$= (1 - \gamma) R_\pi,$$

where the second step is derived in a fashion similar to the third and fourth steps in (B.23). Since relation (B.24) also holds for the new MDP, we have $\tilde{R}_\pi = (1 - \gamma) \tilde{V}_\pi$, which yields (together with (B.24) and (B.25)) that

$$\tilde{V}_\pi = (1 - \gamma) V_\pi.$$  \hfill (B.26)
The above relation holds for any policy. In particular, it holds for the optimal policy \( \pi^* \), which maximizes \( \tilde{\mathcal{V}}_{\pi} \), and therefore is also the policy that maximizes \( \mathcal{V}_{\pi} \).

B.3 Noisy gradient sensing in the turbulent atmospheric boundary layer

The navigational cues \( a_z \) and \( \omega \) measure the gradients in the vertical wind velocity along and perpendicular to the heading of the glider. Updrafts and downdrafts are relatively stable structures in a varying turbulent environment. Thermal detection through gradient sensing constitutes a discrimination problem of deciding whether a thermal is present or absent given recent \( a_z \) and \( \omega \) values. In this section, we estimate the magnitude of ‘noise’ due to turbulence that unavoidably accompanies gradient sensing in the atmospheric boundary layer. Similar estimates of the noise due to the statistical properties of the surrounding physical environment have been made for the sensing of concentration gradients by motile bacteria finding nutrients via chemotaxis [50]. There, the noise arises due to the properties of diffusion; slow diffusion of the few ligands present in the local environment of the cell leads to repeated binding of the same ligands on the cell’s receptors, resulting in a biased estimate of the local mean concentration. We consider, as in [50], the case of a ‘perfect instrument’, which perfectly measures the local vertical wind velocity at its location and across its wings with no accompanying measurement noise and aerodynamics-induced bias.

In the Methods section, we estimate the SNR using simple scaling arguments. Here, we validate our scaling arguments by explicitly computing the SNR for the case of \( \omega \) estimation. The calculation for \( a_z \) estimation is similar and we omit it for the sake of conciseness. Note that the estimate below is still accurate only up to constant factors of order unity.

The instantaneous rate of rotation or ‘torque’ generated by the vertical component of the fluctuating velocity field \( w(r,t) \) is given by \( (w_z^+ - w_z^-)/l \), where the \( \pm \) superscripts denote...
the vertical wind velocities on the two wings and we have $\langle w_z^\pm \rangle = 0$. We assume the torque is averaged over a time scale $T$ using an exponential kernel, as in (B.12). We expect the dependence of the noise on $l, V$ and $T$ to remain invariant to the specific computation performed in integrating the torque; using an exponential kernel is convenient for simplifying the calculations. Suppose the glider moves with a fixed velocity $V$ and the unit vector along the wings is $\hat{y}$ (note that $V$ and $\hat{y}$ are perpendicular to each other). For ease of notation, suppose also that at the final time $t$ the glider is at the origin. We have

$$l\tilde{\omega}(t) = \tilde{w}_z^+(t) - \tilde{w}_z^-(t),$$

(B.27)

where

$$\tilde{w}_z^\pm(t) = \frac{1}{T} \int_{-\infty}^{t} w_z \left( -V (t-s) \pm \frac{l}{2} \hat{y}, s \right) e^{-\frac{t-s}{T}} ds.$$  

(B.28)

The variance $\delta\tilde{\omega}^2 = \langle \tilde{\omega}^2 \rangle$ is

$$l^2 \delta\tilde{\omega}^2 = \langle \tilde{w}_z^{+2} \rangle + \langle \tilde{w}_z^{-2} \rangle - 2 \langle \tilde{w}_z^+ \tilde{w}_z^- \rangle.$$  

(B.29)

We have $\langle \tilde{w}_z^{+2} \rangle = \langle \tilde{w}_z^{-2} \rangle$, where

$$\langle \tilde{w}_z^{+2} \rangle = \frac{1}{T^2} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( w_z \left( -V (t-s) + \frac{l}{2} \hat{y}, s \right) \right) \left( w_z \left( -V (t-s') + \frac{l}{2} \hat{y}, s' \right) \right) e^{-\frac{t-(s+s')}{T^2}} dsds',$$

(B.30)

$$= \frac{w^2}{T^2} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( 1 - \left( \frac{V |s-s'|}{L} \right)^{2/3} \right) e^{-\frac{t-(s+s')}{T^2}} dsds',$$

(B.31)

where $L$ is the length scale of the ABL and $w$ is the magnitude of vertical wind velocity fluctuations $\langle w_z^2 \rangle^{1/2}$. Here, we have used the two-point velocity correlation function in the turbulent regime, $\langle (w(r) - w(r'))^2 \rangle \sim |r - r'|^{2/3}$. Further, for $V$ much larger than the velocity scale of the eddies
w, any decorrelation of wind velocities is due to the glider’s motion. We can then assume that
the eddies are frozen in time, which allows us to approximate the spatio-temporal correlations in
the equations above using only the spatial component of the two-point correlation function. The
above integral is simplified by transforming variables to \( p = \left( s + s' \right) / 2, q = (s - s') / 2 \):

\[
\langle \tilde{w}_{z+}^2 \rangle = \frac{2w^2}{T} \int_{-\infty}^{\infty} \left( 1 - \left( \frac{2V|q|}{L} \right)^{2/3} \right) dq \int_{-\infty}^{\infty} e^{-\frac{p}{T}} dp \tag{B.32}
\]

\[
= \frac{2w^2}{T} \int_{0}^{\infty} \left( 1 - \left( \frac{2Vq}{L} \right)^{2/3} \right) e^{-\frac{2q}{T}} dq \tag{B.33}
\]

\[
= w^2 \left( 1 - \frac{\Gamma(5/3)}{\left( \frac{VT}{L} \right)^{2/3}} \right) \tag{B.34}
\]

The calculation of the last term in the RHS of (B.29) follows in a similar manner. We have

\[
\langle \tilde{w}_{z+}^+ \tilde{w}_{z-}^- \rangle = \frac{w^2}{T} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( 1 - \left( \frac{L^2 + V^2|s - s'|^2}{L} \right)^{1/2} \right)^{2/3} e^{-\frac{t - (s + s')/2}{T^2}} dsds' \tag{B.35}
\]

Using the same transformation as above, and performing a straightforward calculation with
\( q' = 2q/T \), we get

\[
\langle \tilde{w}_{z+}^+ \tilde{w}_{z-}^- \rangle = w^2 \left( 1 - \left( \frac{VT}{L} \right)^{2/3} \int_{0}^{\infty} \left( \alpha^2 + q'^2 \right)^{1/3} e^{-\frac{q'}{T}} dq' \right) \tag{B.36}
\]

where we have substituted \( \alpha = l/VT \). Combining (B.29), (B.32) and (B.36), we get

\[
l^2 \delta \omega^2 = 2w^2 \left( \frac{VT}{L} \right)^{2/3} \left( \int_{0}^{\infty} \left( \alpha^2 + q'^2 \right)^{1/3} e^{-\frac{q'}{T}} dq' - \frac{\Gamma(5/3)}{\left( \frac{VT}{L} \right)^{2/3}} \right) \tag{B.37}
\]

The integral above can be found in [51] and is expressed in terms of the Struve functions, \( H_v \),
and the Bessel functions of 2nd kind, $N_\nu$, to get

$$l^2 \delta \ddot{\omega}^2 = 2w^2 \left( \frac{VT}{L} \right)^{2/3} \left( \alpha^{5/6} 2^{-1/6} \Gamma(1/2) \Gamma(4/3) \left( H_{5/6}(\alpha) - N_{5/6}(\alpha) \right) - \Gamma(5/3) \right)$$  \hspace{1cm} (B.38)

For $\alpha \ll 1$, the first terms of the series expansions of $H_\nu$ and $N_\nu$ can be used to verify the scaling obtained from the above arguments. It is convenient to express $N_\nu$ in terms of the Bessel functions of the first kind, $J_\nu$, as

$$N_\nu(x) = \frac{(\cos(\nu \pi)J_\nu(x) - J_{-\nu}(x))}{\sin(\nu \pi)}$$

and expand $J_{\pm \nu}(x)$ for small $x$. After a straightforward but lengthy calculation involving Gamma function identities we arrive for $\alpha \ll 1$:

$$l^2 \delta \ddot{\omega}^2 = w^2 \left( \frac{VT}{L} \right)^{2/3} \alpha^{5/3} \sqrt{3} \Gamma(1/3) \Gamma(1/6) \Gamma(1/2)$$  \hspace{1cm} (B.39)

The mean vertical velocity difference for a glider travelling tangential to a thermal having profile $W_z$ is $|l \dot{y} \frac{\partial W_z}{\partial r}| \sim l W / R$ where $W$ is the strength of the thermal and $R$ its size. The signal to noise ratio for $\alpha \ll 1$ is therefore

$$\frac{|l \dot{y} \frac{\partial W_z}{\partial r}|}{l \delta \ddot{\omega}} \sim \frac{W V^{1/2} T^{1/2} l^{1/6} L^{1/3}}{w R}.$$  \hspace{1cm} (B.40)

Plugging in typical values: $W = 2$ m/s, $R = 50$m, $w = 0.5$ m/s, $l = 2$m, $V = 8$ m/s, $T = 3$s, $L = 1$ km, we obtain an SNR of $\sim 4$. A similar calculation can be performed for the accelerations. For a glider moving towards a thermal as above, using the arguments above and simple dimensional considerations, we have

$$\frac{|V \cdot \frac{\partial W_z}{\partial r}|}{\delta \ddot{\omega}_z} \sim \frac{W V^{2/3} T^{2/3} L^{1/3}}{w R}.$$  \hspace{1cm} (B.41)
**Figure B.1:** Sample trajectories obtained in the field (3D and top view) with a glider using the learned thermalling strategy (labeled S) or a random policy that takes actions with equal probability (labeled R). The green (red) dot shows the start (end) point of the trajectory.
Figure B.2: The forces on a glider and the definitions of the various angles that determine the glider’s motion.
Figure B.3: (a) A trajectory of a glider’s pitch and $u_z$. (b) The blue line shows the average change in $u_z$ for each action. The green, dashed line shows the prediction from the model and the orange line is the estimated $w_z$. The right axis shows the averaged pitch as a red, dashed line.
Figure B.4: (a) $\alpha_z$ plotted as in Figure B.3B, is shown in orange with (blue line) and without (orange line). The axis on the right shows the airspeed as a green, dashed line. (b) The PDFs of $\alpha_z$ for the different bank angle changes. The black, dashed line shows the median.
Figure B.5: (a) The averaged evolution of the bank angle shown as in Figure B.3B. The blue line shows the measured bank angle and the dashed, orange line shows the best fit line. (b) The PDFs of the torque $\omega$ for the different bank angle changes. The black, dashed line shows the median value.
Figure B.6: The distribution of the strength of vertical currents observed in the field. The data is pooled from ∼240 3-minute trials collected over 9 days. The dashed, red line shows the threshold criterion imposed when measuring the performance of the strategy in the field (see Methods).
Table B.1: The parameter values used in the experiments performed in the field.

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$</td>
<td>Wingspan of glider</td>
<td>2m</td>
</tr>
<tr>
<td>$\phi_d$</td>
<td>Desired pitch</td>
<td>$-2^\circ$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Feedback control time scale</td>
<td>0.45s</td>
</tr>
<tr>
<td>$t_a$</td>
<td>Interval between actions (learning)</td>
<td>3s</td>
</tr>
<tr>
<td>$t_s$</td>
<td>Interval between actions (soaring)</td>
<td>1.5s</td>
</tr>
<tr>
<td>$\alpha_0 - \alpha_i$</td>
<td>Net angle of attack</td>
<td>14$^\circ$</td>
</tr>
<tr>
<td>$V$</td>
<td>Airspeed (typical)</td>
<td>6 to 8 m/s</td>
</tr>
<tr>
<td>$T_{dih}$</td>
<td>Dihedral effect timescale (typical)</td>
<td>14 to 30 s</td>
</tr>
<tr>
<td>$T_{ob}$</td>
<td>Overbanking effect timescale (typical)</td>
<td>-20 to $-\infty$ s</td>
</tr>
<tr>
<td>$b$</td>
<td>Trim bias (typical)</td>
<td>-2 to $+2^\circ$/s</td>
</tr>
<tr>
<td>$T_{roll}$</td>
<td>Opposing roll timescale (typical)</td>
<td>1.5 to 3 s</td>
</tr>
<tr>
<td>$\pm K_a, \pm K_w$</td>
<td>Thresholds for $\alpha_z$ and $\omega$ state estimation</td>
<td>$0.8 \times$ std. dev</td>
</tr>
<tr>
<td>$\sigma_a, \sigma_a'$</td>
<td>Exponential smoothing timescales for $\alpha_z$</td>
<td>$8t_a/3, 2t_a/3$</td>
</tr>
<tr>
<td>$\sigma_w, \sigma_w'$</td>
<td>Exponential smoothing timescales for $\omega$</td>
<td>$t_a, t_a/4$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Discount factor for RL implementation</td>
<td>0.8</td>
</tr>
</tbody>
</table>
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