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A framework for sharing of clinical and 
genetic data for precision medicine 
applications

Ahmed Elhussein1,2, Ulugbek Baymuradov2, NYGC ALS Consortium*, 
Noémie Elhadad1,3, Karthik Natarajan    1 & Gamze Gürsoy    1,2,3 

Precision medicine has the potential to provide more accurate diagnosis, 
appropriate treatment and timely prevention strategies by considering 
patients’ biological makeup. However, this cannot be realized without 
integrating clinical and omics data in a data-sharing framework that 
achieves large sample sizes. Systems that integrate clinical and genetic 
data from multiple sources are scarce due to their distinct data types, 
interoperability, security and data ownership issues. Here we present a 
secure framework that allows immutable storage, querying and analysis of 
clinical and genetic data using blockchain technology. Our platform allows 
clinical and genetic data to be harmonized by combining them under a 
unified framework. It supports combined genotype–phenotype queries and 
analysis, gives institutions control of their data and provides immutable user 
access logs, improving transparency into how and when health information 
is used. We demonstrate the value of our framework for precision medicine 
by creating genotype–phenotype cohorts and examining relationships 
within them. We show that combining data across institutions using our 
secure platform increases statistical power for rare disease analysis. 
By offering an integrated, secure and decentralized framework, we aim 
to enhance reproducibility and encourage broader participation from 
communities and patients in data sharing.

The goal of precision medicine is to individualize medical treatment for 
patients based on their characteristics, including genetics, physiology 
and environment. Given the potential to improve patient outcomes and 
reduce healthcare costs, it has become a national research agenda in the 
United States and elsewhere1. However, its potential cannot be realized 
without unifying clinical and genetic data to improve understanding 
of clinical observations within their genetic context2–5. Although some 
progress has been achieved, such as the All Of Us research project, the 
UK Biobank and the eMERGE research network, several key hurdles 
remain3,6. For example, integrated data systems that harmonize distinct 

clinical and omics data formats are lacking, leading to missed opportu-
nities2,5. Furthermore, larger sample sizes and diverse populations are 
necessary when attempting to link genotypes to diseases, as biobanks 
tend to contain small numbers of patients from disease cohorts. Thus, 
achieving large sample sizes is only possible by aggregating data across 
institutions in a systematic way1. This requires a framework for uni-
formly processing and analyzing clinical and genetic data from multiple 
sources3. Importantly, a critical barrier to addressing these needs is a 
lack of robust tools to ensure data integration while maintaining secu-
rity4. An ideal platform for storage and analysis of clinical and genetic 
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Results
PrecisionChain enables efficient indexing of multimodal data
We envisage PrecisionChain to be used by a consortium of biomedical 
institutions that share genetic and clinical data for research purposes 
(Fig. 1a). We developed a data model and indexing schemes to enable 
simultaneous querying of clinical and genetic data. To overcome 
challenges related to blockchain technology, specifically transaction 
latency and lack of data structures for flexible querying, we developed 
an efficient data encoding mechanism and sparse indexing schema on 
top of MultiChain’s ‘data stream’ feature25.

We indexed data into three levels: clinical (EHR), genetics and 
access logs (Fig. 1 and Extended Data Fig. 1a–d). Within each level, we 
organized the data into views. We further used additional nesting within 
each view to enable efficient and flexible access to the data. We then 
created a mapping stream that records how data have been indexed and 
how to retrieve information under all views. This speeds up query time 
and allows us to efficiently store multimodal data under one network.

At the EHR level, we used the standardized vocabularies of the 
Observational Medical Outcomes Partnership (OMOP) Common 
Data Model (CDM) format (see Methods for details), which supports 
integration of clinical data from multiple sources26,27. OMOP is made 
up of concepts that represent some unique clinical information  
(for example, a specific medication or diagnosis)27. Under the EHR 
level, we developed two separate indexing schemes, which we call 
Domain view and Person view. The Domain view is indexed by concept 
type (for example, diagnosis, medications, etc.). If one queries the 
network with a concept (for example, diabetes diagnosis), the net-
work will return all the patients with that record. The Person view is 
organized by patient ID—that is, each data stream contains the entire 
medical record of a patient to allow quick querying of single patients’ 
medical records. In both views, each entry contains several keys that 
can be used for specifying queries, including patient ID, concept ID, 
concept type, date of record (that is, when the clinical event occurred) 
and concept value or information (for example, laboratory value, 
medication dose, etc.). Combining multiple keys in a query enables 
cohort creation.

At the genetic level, we indexed data from variant call format 
(VCF) files to store and query genetic variants. We developed five 
sub-indexing schemes called Variant view, Person view, Gene view, 
Minor Allele Frequency (MAF) counter and Analysis view. Within 
the Variant view, we log all genetic variants into streams binned and 
indexed by their genomic coordinate. Users can extract patients’ geno-
types for any variant using its genomic location. Patient view inserts 
all variant data for a patient into one stream, enabling fast retrieval of 
a patient’s genome. Gene view records the variants associated with 
specific genes, biological information about the gene and clinical and 
other annotations from ClinVar28, variant effect predictor (VEP) score29 
and combined annotation-dependent depletion (CADD) score30. In 
doing so, gene view acts as a comprehensive repository of a variant’s 
known biological function and clinical impact. MAF counter is the most 
dynamic view of this level. It records the MAF values of the variants and 
is automatically updated as more patients are added to the network. We 
overcame the issues with immutability of stored data by timestamp-
ing the MAF values. System uses the MAF value with the most recent 
timestamp. In Analysis view, we recorded information necessary to 
conduct analysis, including sequencing and genotype calling metadata, 
principal components (PCs) for population stratification and variants 
needed to calculate kinship among samples.

A key aspect of controlled access is secure storage and query 
of audit logs to check for potential misuse. At the access logs level, 
whenever a researcher subscribes to the network or performs any kind 
of query or analysis, the information is automatically logged with a 
timestamp and the user’s wallet address. This creates an immutable 
record of use. Notably, the record is highly granular and can be searched 
in multiple ways. First, it is possible to determine exactly which records 

data would enable unified data storage of multidomain data, protect 
from loss and manipulation, provide appropriate and controlled access 
to researchers and record usage logs.

Linking clinical information (for example, electronic health 
records (EHRs)) with genetic data across multiple sites presents several 
logistical challenges. First, they are stored under different file formats 
in separate databases. This increases technical requirements as users 
must learn distinct tools to parse different data types. There are also 
different data security requirements, as EHRs are considered protected 
health information and cannot be easily shared, even in anonymized 
form3,7. This often results in the creation of multiple databases for dif-
ferent domains, with a heavy analysis load required for linking them. 
Although initiatives to integrate clinical and genetic data are ongoing 
(for example, HL7 FHIR Genomics8), they do not address issues related 
to data security in multisite settings8,9. As such, concerns relating to 
data ownership, cost and dissemination procedures remain unresolved. 
Blockchain, a distributed ledger technology, can be an infrastructure 
solution that overcomes a number of these logistical challenges due 
to its properties of security, immutability and decentralization10. Fur-
thermore, the inherent flexibility of blockchain technology makes it 
readily compatible with and complementary to efforts related to data 
standardization and harmonization.

Despite the fact that the implementation of blockchain technol-
ogy in science is in its infancy, there are numerous blockchain-based 
solutions for clinical or genetic data sharing10–12. Blockchain has been 
used for next-generation sequencing data indexing and querying13, 
omics data access logging14,15, pharmacogenomics data querying16, 
patient-controlled data sharing17,18, coordinating EHR information19,20, 
infectious disease reporting21 and trustworthy machine learning22. 
However, most of these solutions do not enable the integration of 
genetic and clinical data. Moreover, most of them rely on storing the 
data outside the blockchain with only hashed references stored ‘on 
chain’22,23. When data are stored outside the blockchain, several limi-
tations exist. First, the integrity of data stored outside the network 
is not guaranteed by blockchain’s immutability, posing a risk of tam-
pering. Second, access cannot be as strictly controlled or audited 
when data can be accessed via methods outside of the network. Impor-
tantly, data contributors do not retain sovereignty with the ability to 
directly audit how their data are used. Finally, storing data ‘on chain’ 
offers the ability to perform computation directly on the network. 
This streamlines processing, as data are easily co-queryable, and 
also ensures stronger oversight on what computation is performed  
by researchers.

Here we present a decentralized data-sharing platform  
(PrecisionChain) using blockchain technology that unifies clinical and 
genetic data storage, retrieval and analysis. The platform works as a 
consortium network across multiple participating institutions, each 
with write and read access10,13. PrecisionChain was built using the free 
version of blockchain application programming interface (API) Multi-
Chain, a well-maintained enterprise blockchain24. Although MultiChain 
provides data structures called ‘streams’ for data storage, the vanilla 
implementation does not allow for multimodal data harmonization and 
was shown to be still inefficient with performance overheads and high 
data storage cost13. Therefore, we created a data model and indexing 
schema that harmonizes clinical and genetic data storage, enables mul-
timodal querying with low latency and contains an end-to-end analysis 
pipeline25. We included a proof-of-concept implementation with an 
accessible front end to showcase functionality for building cohorts 
and identifying genotype–phenotype relationships in a simulated 
network. We also showed that we can accurately reproduce existing 
association studies using UK Biobank data. We further assessed the 
utility of our framework within the context of a rare disease by analyzing 
genetic and clinical data of patients with amyotrophic lateral sclerosis 
(ALS) using data from 26 institutions in the New York Genome Center 
(NYGC) ALS Consortium.

http://www.nature.com/naturemedicine
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were viewed by a specific user. Second, it can return all user queries that 
returned a specific data point. The former is key for Health Insurance 
Portability and Accountability Act (HIPAA) audits, and the latter allows 
contributors to determine exactly how their data have been used.  
One key benefit of PrecisionChain is that the audit logs (and any other 
data on the chain) are immutable. This makes unauthorized altera-
tions virtually impossible and ensures that any attempt to tamper with 
records is easily detectable.

One of the unique aspects of PrecisionChain is the ability to per-
form multimodal queries on the data. Query modules take advantage 
of the nested indexing scheme and mapping streams to efficiently 
retrieve information used for building cohorts and examining relation-
ships (Fig. 2a). We provide the following queries in real time: (1) domain 
queries, such as pulling all patient IDs for individuals diagnosed with 
a particular disease; (2) patient queries, such as pulling all laboratory 
results for a single patient; (3) clinical cohort creation, based on any 
combination of clinical concepts, concept values, demographics and 
date ranges; (4) genetic variant queries, such as pulling all patient IDs 

that have a specific disease-causing variant; (5) patient variant queries, 
such as pulling the genome of a patient; (6) MAF queries, such as pull-
ing all patients who have rare or common variants (that is, querying 
variants with a MAF threshold); (7) gene queries, such as pulling the 
IDs of all patients who have a disease-causing variant associated with a 
specific gene of interest; (8) variant annotation queries, such as retriev-
ing all patients with variants annotated as pathogenic; (9) genetic data 
harmonization queries, such as extracting all samples aligned and 
processed using the same analysis pipeline; (10) kinship assessment 
queries, such as determining relatedness between samples in a cohort; 
(11) genetic cohort creation based on any combination of genetic var-
iants, MAFs and sequencing metadata; (12) combination EHR and 
genetic cohort creation using both clinical and genetic logic gates (for 
example, all the patients with variant X and disease Y; Fig. 2b); and (13) 
combination EHR and genetic queries to identify genotype–phenotype 
relationships within a cohort (for example, presence of rare variants 
in a particular gene for patients with disease X compared to controls; 
Fig. 2c). See Extended Data Fig. 1e, Extended Data Table 1, Table 1 and 
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Fig. 1 | Conceptual framework. a, Consortium network. Network is made up 
of biomedical institutions. All sites share data on a decentralized blockchain 
platform maintained by all nodes. New joining institutions are verified via 
cryptographic tokens. Once joined, they can upload new data and access 
existing data. b, High-level indexing. Indexing of data into three levels: EHR, 
Genetic and Audit. EHR and Genetic levels are further divided into Domain 
and Person views and Variant, Person, Gene, MAF counter and Analysis views, 
respectively. Each view is made up of multiple streams with streams organized 

by property. c, Indexing of Domain view is by OMOP clinical table. Within each 
clinical table, we index streams using the OMOP vocabulary hierarchy.  
d, Indexing of Person views is by person ID with all data for a patient under one 
stream. This is done for both clinical and genetic data. e, Indexing of Variant view 
is by chromosome and genomic coordinates. f, MAF counter is organized by 
MAF range. MAF calculation occurs at every insertion. g, Analysis view records 
metadata to harmonize sequencing data, assess relatedness among samples and 
conduct population stratification.
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Methods for more details on indexing and querying. Note that, due to 
the immutable nature of blockchain technology, the entries cannot be 
altered. Therefore, our system was designed to return queries with the 
latest timestamp if multiple entries exist.

PrecisionChain provides security while being scalable
To showcase the value of our framework for precise cohort building 
and analysis, we simulated a data-sharing network consisting of clini-
cal and genetic data for 12,000 synthetic patients. For clinical data, 
we used the Synthea patient generator to create EHR data in OMOP 
CDM format (Methods). Synthea has been shown to produce com-
prehensive and realistic longitudinal healthcare records that accu-
rately simulate real-world datasets31,32. For genetic data, we simulated 
samples using 1000 Genomes Project (1000GP) individuals as refer-
ence (Methods)33,34. To reflect the technical considerations of genetic 
data sharing, we also assigned sequencing metadata to each sample  

(for example, sequencing machine, sequencing coverage, alignment 
pipeline and variant calling pipeline). We used the simulated network 
to showcase network functionality and the utility of combining genet-
ics and clinical data in one infrastructure. For example, it is possible 
to build a cohort of patients who have a diagnosis of diabetes, take 
metformin and have a rare variant in the SLC2A2 gene, which is known 
to influence metformin response35. In this example, the availability 
of genetic and clinical information allows for more targeted cohort 
creation. See Table 1 for a full list of available query types.

A major challenge with blockchain technology adoption is that 
end-users are not experts in distributed systems or cryptography. We 
developed a user-friendly front-end graphical user interface (GUI) 
for researchers to access the network, query data and run analysis via 
an interactive Jupyter Notebook (https://precisionchain.g2lab.org; 
username: test@test.com, password: test-ME). Researchers sign into 
the system with their username, and, in the back end, the blockchain 
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Fig. 2 | Indexing and analysis on PrecisionChain. a, Mapping stream indexing. 
Based on the users’ query, search keys are directed to the appropriate stream.  
A mapping stream is created for every view. Entries in the mapping stream follow 
a Key:Value structure (Key is the user’s input; Value is the stream where the data 
are stored). b, Cohort creation. Users input desired clinical characteristics, genes 
of interest and a MAF filter into the search function. Using the EHR-level ‘Domain 
view’, patient IDs for those that meet clinical criteria are identified. Using the 
Genetic-level ‘Gene, MAF counter and Variant views’, the appropriate variants are 
identified, and patient IDs with those variants are extracted. A set intersection of 

the two cohorts is done to create a final cohort, which can be analyzed further. 
c, Genotype–phenotype relationships. Users input variants of interest into the 
search function. Using the Genetic-level ‘Variant view’, IDs for patients with 
that variant(s) are extracted. All diagnoses for each patient are retrieved using 
the EHR-level ‘Person view’. The strength of relationship between each SNP and 
condition can be examined. ‘Gene view’ can give further information on what 
genes are carrying the variants, linking the clinical information to detailed 
genetic information (chr, chromosome; pos, position).
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recognizes the wallet addresses associated with the username and 
grants access. Users see drop-down menus and search windows in 
the front end, and all executions are performed over the blockchain 
network in the back end. For analysis, users can leverage one of the 
predefined functions in our query and analysis scripts or build new 
ones using the MultiChain command line interface (CLI) (Extended Data 
Fig. 2). We hope to increase adoption by abstracting away knowledge 
of blockchain algorithms while users are querying and analyzing data.

We then developed an ‘on chain’ analysis pipeline that can be used 
for a number of association studies for both common and truly rare 
genetic diseases, including genome-wide association studies (GWASs)  
and the classification of variants of uncertain significance (VUS)  
(see Methods for details). To illustrate the network’s analysis capa-
bilities, we provide an example script to conduct a GWAS (can also be 
spinned as a Jupyter Notebook in the GUI), which uses built-in function-
ality to perform sample quality checks, harmonize genetic data from 
multiple sources, build analysis cohorts and extract relevant genetic, 
phenotypic and covariate information (Fig. 3). We provide security 
by enabling all analysis scripts to be run on the nodes of Precision-
Chain to ensure that users cannot download patient data locally. Key 
to this analysis pipeline is the Analysis view, which facilitates genetic 
data harmonization, assessment of relatedness between samples and 
population stratification. For genetic data harmonization, we recorded 
technical metadata, such as sequencing machine, sequencing protocol, 
coverage, alignment pipeline and variant calling pipeline. Users can 
filter for samples based on any combination of metadata, enabling 
post hoc correction for batch effects. Although this approach mitigates 
much of the bias36,37, it does not completely eliminate all bias arising 
from analyzing data derived from different sources or variant calling 
pipelines. This issue is not unique to decentralized platforms but is a 
major challenge that large-scale genetics studies face. The research 
community suggested solutions, such as whole-genome sequencing 
(WGS) data processing standards that allow different groups to pro-
duce functionally equivalent results36 or iterative joint genotyping38. 
Owing to PrecisionChain’s modular build, these solutions can readily 
be adopted.

We used the National Center for Biotechnology Information 
(NCBI)’s Genetic Relationship and Fingerprinting (GRAF) protocol 

used in the database of Genotypes and Phenotypes (dbGaP)’s pro-
cessing pipeline for kinship assessment39. We stored the kinship 
single-nucleotide polymorphisms (SNPs) used by GRAF in the kinship 
stream. For a given query of person IDs, one can extract the patients’ 
kinship SNP genotypes and calculate the kinship coefficient. For popu-
lation stratification, we projected every patient’s genotype onto the 
PC loadings from the 1000GP and stored the top 20 PC scores for each 
patient. Although we use 1000GPʼs PCs to showcase this functionality, 
any reference population panel can be used. Notably, we calculated 
the PCs using an unbiased estimator shown to limit shrinkage bias40. 
Note that, for the purpose of a GWAS, these population stratification 
covariates are nuisance parameters—that is, their exact values are 
not essential as long as they correct for the population stratification  
(see Extended Data Fig. 3 for an empirical comparison)41.

Blockchain technology has several inherent challenges, including 
large storage requirements, high latency and energy inefficiency. We 
addressed the storage requirements by organizing entries for both 
genetic and EHR data by clinical concept, genomic coordinate or per-
son ID. This allows us to consolidate multiple related data points into 
a single entry and minimizes the storage overhead associated with 
making a unique entry. Figure 4a shows the total storage requirements 
(log[mb]) for the raw files and a single-node blockchain network with 
sample sizes between one and 12,000 patients. Total storage grows 
sublinearly for the blockchain network but remains higher than the 
raw files at all sample sizes, as expected. Figure 4b shows the growth 
rate in storage requirements, with values presented as a ratio to the 
storage costs of a network with a single patient. The growth of data 
storage within the blockchain network is slower compared to that of 
the raw files. Compared to a blockchain network with a single patient, 
a network with 12,000 patients requires only 245 times the storage. 
Next, we examined storage requirements as the number of nodes in 
the network increases. Extended Data Fig. 4 shows how storage costs 
of a network with 100 patients varies as the number of nodes increases 
from one to 16. We found that, as the number of nodes in the network 
increases, total data storage requirements at each node decrease. 
This is due to MultiChain’s inherent stream indexing property, which 
requires only the nodes pushing data onto the stream to hold full data 
copies and allows other nodes to store hashed references of the data. 

Table 1 | Query modules available on the platform

Query domain Query name Description Example

Clinical

queryDomain Query based on OMOP concept ID with date and/or value Build cohort of patients diagnosed with diabetes and 
on metformin since 2015

queryPerson Query based on person ID(s) with date and/or concept 
and/ or value

Find all medications taken by patient(s) before 2018

Genetic

queryVariant Query based on genomic coordinate and genotype with 
MAF and sequencing/technical analysis metadata filter

Find all patients with rare variants (MAF < 0.05) in 
chromosome 8 with variants called using GATK

queryPerson Query based on person ID(s) and genomic location with 
MAF filter

Find all variants with MAF < 0.1 for specific patient(s) in 
chromosomes 11 and 12

queryVariantGene Query based on variants associated with particular gene Find all patients with rare variants (MAF < 0.05) in  
gene BRCA1

queryVariantAnnotations Query based on variants with a particular clinical 
annotation

Find all patients with rare variants (MAF < 0.05) that are 
ClinVar annotated in chromosome 6

Analysis

querySamplePCA Query based on person IDs that returns population 
stratification PC scores

Retrieve the top 20 PC scores for specific patient(s)

queryKinship Query based on person IDs that determines relatedness 
between samples

Find level of relatedness between specific patient(s) in 
the network

queryMetadata Query based on sequencing and technical  
analysis metadata

Find all patients sequenced on Illumina NovaSeq, 
aligned using HISAT2, and variant called with GATK

Combination

queryClinicalVariant Query based on clinical cohort definition and gene  
of interest

Find all patients with rare variants in the SOD1 gene and 
a specific age of onset for ALS

queryVariantClinical Query based on variants of interest returning patient 
clinical characteristics

Find all diseases for patients with a particular rare variant

http://www.nature.com/naturemedicine
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This process maintains data integrity on the blockchain without neces-
sitating every node to store all the data42.

To overcome high latency, we implemented an efficient indexing 
structure. Under each view, we binned the data into fixed sizes to cre-
ate separate hash tables (that is, streams) from each bin, which allows 
the upper bound of query times to be proportional to the size of these 
hash tables. We then used a mapping stream to direct each query to the 
appropriate stream (Fig. 2a). We showed that query times increase lin-
early with the size of the stream rather than the full network. In Fig. 4c,d, 
we show the query and analysis times by network size. We found that, 
for most queries, query times remain constant after 4,000 patients, 
which is the point at which streams reach their maximum size. We 
showed that our platform’s query time is around 61 s (6.7 s per query), 
and analysis time is around 79 s (26.3 s per analysis). Note that, as the 
size of the network increases, query times may still increase as there 
is additional latency independent of stream size, including number 
of streams, size of the mapping stream and blockchain consensus 
mechanism. However, our empirical evaluations show that latency is 
dominated by stream size (Fig. 4c).

We addressed energy inefficiency by using a proof-of-authority 
(PoA) consensus mechanism whereby any institution with write access 
can insert data into the blockchain without approval from other nodes. 
This differs from proof-of-work (PoW), as used in Bitcoin, where 51% 
consensus is needed10. PoA drastically reduces the computational 
work on the network by a factor of 108 when compared to a public 
PoW network43. PoA is only possible within networks consisting of 
trusted entities. In our design, the hospitals and institutional nodes, 
which possess ‘write’ permissions, are the trusted entities, whereas the 
researchers with ‘query’ permission may not fall into this category and 
do not need to be fully trusted. Strict verification and access controls 
can be enforced on researchers. Although this verification requirement 
exists for any data-sharing network, the benefit of PrecisionChain 
is that institutions retain data sovereignty, setting their own access 
criteria and tracking use via the audit trail, allowing easier tracing of 
malicious actors.

Another challenge is the availability of the data on a blockchain 
to all nodes, which may not be desirable due to privacy concerns. To 
mitigate this, we propose a selective data masking system, which is 
composed of encryption of selected data, creating streams that contain 
sensitive data open only to select users and restrictions on querying.  

In addition, limits on user access can be implemented to minimize 
risks from excessive data exposure. These are available features in the 
API that can be readily adopted into PrecisionChain. See the Methods 
for the proposed selective data masking and user access controls.

PrecisionChain can identify genotype–phenotype insights
We replicated an existing GWAS from the UK Biobank dataset44 by stor-
ing data and performing computations on PrecisionChain. This study 
sought to identify genetic variants associated with coronary artery 
disease (CAD) among patients with type II diabetes mellitus (T2DM). 
We used this study because of its use of complex phenotyping algo-
rithms and the large sample size involved45. We showed that we closely 
match the cohort size of the original study (Extended Data Table 2) and 
are able to streamline the cohort creation process (that is, rule-based 
phenotyping) by leveraging our indexing structure. Notably, we suc-
cessfully replicated all of the significant lead variants identified in the 
original study, including rs74617384 (original odds ratio (OR) = 1.38, 
P = 3.2 × 10−12 versus our OR = 1.37, P = 2.6 × 10−12) and rs10811652 (origi-
nal OR = 1.19, P = 6 × 10−11 versus our OR = 1.20, P = 5.3 × 10−13). We next 
showed that PrecisionChain minimizes the need to query multiple 
databases with distinct file formats (Extended Data Table 3). We also 
compared β coefficients and P values obtained performing GWAS on 
PrecisionChain compared to using the standard software, PLINK46 
(Fig. 5a,b). We showed that there is excellent agreement between the 
two methods (Pearson correlation > 0.98, P < 0.05). For more details, 
see Methods and Extended Data Fig. 5a,b.

We next assessed the utility of our data-sharing infrastructure to 
support discovery of genotype–phenotype relationships in a rare dis-
ease, ALS. We used data from the NYGC ALS Consortium that consists 
of 26 institutions and 4,734 patients. We conducted a GWAS to find 
significant associations between genotypes and site of onset (bulbar 
versus limb) and repeated this analysis using a replication cohort from 
the Genomic Translation for ALS Care (GTAC) dataset, which contains 
1,340 patients collected from multiple sites47.

We identified one locus, 13q11 (lead SNP rs1207292988), associ-
ated with site of onset at a significance threshold of P < 5 × 10−8 that was 
successfully replicated on the GTAC dataset (Fig. 5c, Extended Data 
Fig. 5c and Extended Data Table 4). Extended Data Table 4 also contains 
details of the additional significant variants in 13q11 that were pruned 
for being in linkage disequilibrium (LD) (R2 > 0.5). The significant and 
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replicated variant is located in the FAM230C gene. Although FAM230C, 
a long non-coding RNA (lncRNA), has not been previously implicated in 
ALS, there is growing evidence for the role lncRNAs in ALS48. For details 
on all significant and suggestive variants, categorized by replication 
status on the GTAC dataset, see Extended Data Table 4. We again com-
pared results to a central GWAS conducted using PLINK and found an 
excellent agreement (Pearson correlation > 0.99) for both effect size 
coefficients and P values (Extended Data Fig. 6).

To assess the importance of a data-sharing network, we repeated 
ALS GWAS by varying the number of sites included in the network. We 
ordered sites by sample size contribution and iteratively added them to 
the analysis. This allowed us to determine the minimum number of sites 
required to meet our significance threshold. Note that we consolidated 
all sites with fewer than 50 patients into one bucket called ‘other’. We 
showed that a significant P value can be achieved only after data from 
all sites are included. We observed a linear relationship between the 
number of sites and −log10(P value), indicating that patients from all 
sites contribute to the results (Fig. 5d). This highlights the need for a 
formal data-sharing infrastructure in precision medicine, especially 
in the context of rare diseases.

Discussion
We present PrecisionChain, a data-sharing platform using a consortium 
blockchain infrastructure. PrecisionChain can harmonize genetic and 
clinical data, natively enable genotype–phenotype queries, record 
user access in granular auditable logs and support end-to-end robust 
association and phenotyping analysis. It achieves these while also stor-
ing all data on the blockchain (see Methods for the benefits of storing 
data ‘on chain’). We think that PrecisionChain can be used by precision 
medicine initiative networks to store and share data in a secure and 
decentralized manner. To achieve this framework, we developed three 

key innovations: a unified data model for clinical and genetic data, an 
efficient indexing system enabling low-latency multimodal queries 
and an end-to-end analysis pipeline specifically designed for research 
within a decentralized network.

Despite the adoption of blockchain technologies being in its 
infancy, we think that it can be a solution that overcomes many limita-
tions of current data-sharing frameworks. A blockchain has inherent 
security safeguards and can cryptographically ensure tightly con-
trolled access, tamper resistance and record usage10,11. These safe-
guards enable data provenance, increase transparency and enhance 
trust11,13,15. We enable this not only for storage of the data but also for 
performing computations ‘on chain’. This helps sovereignty and pro-
tection of the use of sensitive health data, particularly of marginal-
ized groups49,50. We extend the inherent safeguards by introducing a 
granular audit system that can reliably track use. It provides a log of 
user activities, including records of when specific data were accessed 
with exact timestamps and which queries returned a specific data point. 
Access to this detailed and immutable log can support security audits 
necessary for regulatory compliance (for example, HIPAA compliance) 
as well as investigations into data misuse. The audit logs can be used to 
implement stricter access and verification controls on users and also 
allow greater supervision from patients and communities into how 
their data are stored and used for research purposes. This can help 
operationalize equitable data sharing, a key priority of any precision 
medicine research program49,51.

The flexible nature of the ledger technology allows a wide range 
of data types from different sources to be stored under one network. 
This reduces the processing tools needed by researchers to examine 
clinical and genetic data together. An added benefit of this flexibility is 
that data collection can be extended to capture patient-reported and 
clinical trial outcomes data, in effect making the network a research 
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repository for any healthcare-related data52. By enabling conversion 
of the widely adopted file formats for clinical and genetic data, we 
hope to further promote semantic interoperability across health 
systems—a major barrier in biomedical informatics53. In addition, 
it opens the possibility of integrating the architecture directly into 
clinical practice, with all data collected on a patient available to any 
relevant institution and provider, irrespective of geographic location, 
in a more secure manner.

Data quality poses an inherent challenge in distributed networks. 
We proactively address this by integrating established pre-processing 
and data insertion safeguards with innovative blockchain-based solu-
tions for data extraction. For clinical data, we employ Observational 
Health Data Sciences and Informatics (OHDSI)’s suite of tools to ensure 
that quality standards are met, which can be customized and auto-
mated at the point of insertion. For genetic data, we implemented a 
standard quality control (QC) process, address site-specific sequencing 
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quality issues and embed advanced filtering techniques within the 
platform. Given the flexible nature of PrecisionChain, it is possible 
to integrate additional checks from external databases, such as the 
Genome Aggregation Database (gnomAD). Additionally, the immutable 
audit trail can help to identify and understand the sources of data qual-
ity issues, expose hidden patterns affecting data quality and facilitate 
targeted interventions.

Despite the many benefits of blockchain, it is still a nascent tech-
nology. Storing and querying large-scale data remains challenging due 
to inherent storage redundancy, transaction latency and a lack of data 
structures for flexible querying10,54. Although the former two ensure 
security guarantees, they also increase computational overhead. We 
think that decentralized control and security safeguards make this an 
acceptable tradeoff, especially given the increasing compute power 
available to institutions. In designing PrecisionChain, we balanced opti-
mizing for both storage and query efficiency. We prioritized querying 
efficiency with a nested indexing system, as this has a greater impact on 
network functionality and user experience. Compared to a traditional 
system, our network offers more flexible multimodal queries but is less 
storage efficient. However, this deeper indexing can also slow down 
data insertion. We anticipate insertion to be planned on a monthly or 
quarterly basis once data have been transformed and quality checked. 
This update cadence is in line with standard institutional research data 
warehouse practices and can minimize QC concerns55,56. As our system 
has a slower increase in storage costs, we anticipate that the gap in costs 
should decline as the network grows. On-chain analysis also adds to the 
overhead. Thus, PrecisionChain strategically divides tasks between 
off-chain and on-chain processing. On-chain processing is reserved 
for tasks requiring data from multiple sites.

The data on a blockchain are available to all nodes, which may 
not be desirable due to privacy concerns. Although our platform was 
designed to be used in trusted consortium settings, we also propose a 
data masking system that can be readily adopted into our framework 
(see Methods, ‘Selective data masking’). In addition, limits on user 
access can be implemented to minimize risks from excessive data 
exposure (see Methods, ‘User access controls’). Moreover, through the 
platform’s control parameters, patient and research communities can 
exert direct control over data access and query rights for their commu-
nity. For example, it is possible to manage data access via cryptographic 
tokens assigned to users’ wallets, revoking them after a certain time or 
after a specific use has been achieved.

Overall, PrecisionChain lays the groundwork for a decentralized 
multimodal data-sharing and analysis infrastructure. Although other 
decentralized platforms exist, they focus on either clinical or genetic 
data and not on a combination (see Methods for existing blockchain 
solutions)11,57–60. A unique advantage of PrecisionChain is the potential 
to implement trustless QC mechanisms and have a transparent analysis 
workflow. This allows for ‘methods-oriented’ research where workflows 
and findings can be easily verified36. In unifying multimodal data, we 
anticipate a growth in the discovery of more genotype–phenotype 
relationships that will translate into improved care. We hope that by 
enabling secure multimodal data sharing with decentralized control, 
we can encourage more institutions and communities to participate 
in collaborative biomedical research.
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Methods
The authors confirm that research conducted in this study complies 
with all relevant ethical regulations. The NYGC ALS Consortium sam-
ples presented in this work were acquired through various institutional 
review board (IRB) protocols from member sites transferred to the 
NYGC in accordance with all applicable foreign, domestic, federal, 
state and local laws and regulations for processing, sequencing and 
analysis. The Biomedical Research Alliance of New York (BRANY) IRB 
serves as the central ethics oversight body for the NYGC ALS Con-
sortium. Note that the BRANY IRB determined that the request for 
waiver of informed consent satisfies the waiver criteria set forth in 
45 CFR 46.116(d).

We designed PrecisionChain using the blockchain API MultiChain, 
a framework previously used for biomedical applications24,61. Multi-
Chain’s ‘data streams’ feature makes it possible for a blockchain to be 
used as a general purpose database as it enables high-level indexing 
of the data. The data published in every stream are stored by all nodes 
in the network. Each data stream consists of a list of items. Each item 
in the stream contains the following information as a JSON object: 
a publisher (string), Key:Value pairs (from one to 256 ASCII charac-
ters, excluding whitespace and single/double quotes) (string), data  
(hex string), a transaction ID (string), blocktime (integer) and confir-
mations (integer). When data need to be queried or streamed, they 
can be retrieved by searches using the Key:Value pairs. Publishing an 
item to a data stream constitutes a transaction (see below for a primer 
in MultiChain).

PrecisionChain is a permissioned blockchain where network 
access is limited to consortium members, and each joining node 
requires a token from validators (see below for a primer in blockchain). 
As it is a semi-private blockchain, we use a PoA consensus mechanism, 
whereby any trusted node can validate transactions (for example, 
data insertion and token access). Because all data insertion is made 
public to the consortium members, validating nodes are incentivized 
to maintain their reputation via accurate and timely data sharing. 
Once verified and joined, an institution can subscribe to and query the 
network as well as contribute data. Auditing is set up by querying the 
audit logs such that institutions receive a summary of their own usage 
and usage of their contributed data at regular intervals, but they are 
also able to query the usage in real time using audit logs level. We used 
the free version of MultiChain version 2.3.3 and Python version 3.6.13 
in all implementations. VCF files are analyzed using BCFtools version 
version 1.9. Plaintext GWAS, including QC, was performed using PLINK 
version 1.90.

We developed three modules: buildChain, which creates a new 
chain; insertData, which inserts data into the streams and contains 
createStream, which creates the indexing structure for efficient data 
storage; and queryData, which enables multimodal queries.

Module 1: buildChain
buildChain initializes PrecisionChain, including runtime parameters 
and the access rights for all nodes joining from initialization (that is, 
read and write access). The default runtime parameters and node rights 
can be changed before initializing PrecisionChain.

Module 2: insertData
insertData creates the streams that are hierarchically indexed and 
inserts the data into the appropriate stream. For all views, we first 
created a mapping stream. The mapping stream records how data 
in the view have been indexed, including what is contained within 
each stream. insertData has nine submodules: createStream- 
Clinical, createStream-Variant, createStream-StructuralVariant, 
createStream-GTF, insertData-Clinical-Domain, insertData-Clinical- 
Person, insertData-Variant, insertData-Variant-Person and 
insertData-GTF. To ensure query efficiency, we fixed the maximum 
size of each stream. Once a stream exceeds this size, a second stream 

is created for additional data. Streams are then labeled with a bucket 
number to record the order of insertion.

Mapping streams. Extended Data Table 1 describes how we record 
indexing in the mapping stream for each view. The mapping stream 
has a Key:Value pair for each entry. The Key is the entity being queried 
(that is, variant or concept ID), and the Value is the name of the stream 
holding that information. This mapping is automatically assigned dur-
ing insertion. Once a variant or concept is added to a certain stream, all 
instances of that entity will be added to the same stream.

EHR level. We inserted all standardized clinical data tables included 
in the OMOP CDM to the blockchain network. The OMOP CDM har-
monizes disparate coding systems into a standardized vocabulary, 
increasing interoperability and supporting systematic analysis across 
many sites26,27,62. We took an approach that maximizes the efficiency 
of querying these data. We created two views: Domain and Person. 
Domain view contains data streams organized by concepts. Concept 
IDs are binned using the OMOP vocabulary hierarchy, with a group 
of related concepts assigned a separate stream. To achieve this, we 
selected a number of high-level OMOP concepts as ancestor concepts 
(for example, cardiovascular system, endocrinology system, etc.) and 
created a stream for each. Then, every remaining (child) concept is 
assigned to a unique ancestor concept (stream). This assignment is 
based on the first ancestor concept that subsumes the child concept 
in the OMOP vocabulary. To accommodate multiple inheritance, if a 
child concept belonged to multiple ancestor concepts, it was assigned 
the closest ancestor, and this assignment was recorded in the map-
ping stream. If one of the child’s other concept ancestors is queried, 
the mapping stream directs the query to the appropriate stream. This 
means that the assignment to an ancestor stream is purely for indexing 
purposes. As an illustrative example, imagine that ‘Hepatic failure’ (code 
4245975) is queried. First, all of its descendants are extracted from the 
vocabulary, including ‘Hepatorenal syndrome’ (code 196455), which 
is stored under a different concept ancestor. The mapping stream is 
queried for ‘Hepatorenal syndrome’, and the concept ancestor ‘Disor-
der of kidney and/or ureter’ (code 404838287) is returned. The stream 
‘Conditions_04838287’ is then searched to retrieve the relevant data for 
‘Hepatorenal syndrome’. Using the vocabulary hierarchy ensures that 
related concepts are grouped together. On average, this would limit the 
number of streams searched in a single query, improving query times. 
In the patient view, we created a stream for a group of patients bucketed 
by patient ID ranges. Each stream includes the entire medical record 
of a patient in the stream, thereby enabling fast querying of all records 
from the same patient. As each stream contains data entries of different 
domains, it can be viewed similarly to a ‘noSQL’ database in its flexibility. 
Mapping stream keeps a record of which stream contains each patient.

Genetic level. We inserted genetic variants (SNPs, small insertions and 
deletions (indels) and structural variants (SVs)) and the information on 
the genes that overlap with these mutations. The genetic variant data 
are in VCF format, and the information on genes is in general transfer 
format (GTF). Before insertion, variant data are passed through a QC 
script to ensure that all inserted variants are suitable for analysis. We 
included five views: Variant, Person, Gene, Analysis and MAF counter. 
A mapping stream that records high-level indexing is also added. The 
mapping stream includes the stream that each variant, patient or gene 
is stored. Within the Variant view, we logged all genetic variants in the 
population into streams indexed by their genomic coordinate. That is, 
the genome is divided into discrete bins with each bin corresponding 
to a specific genomic coordinate range, and a stream is created for 
each bin. The exact genomic coordinate of the variant, alternative and 
reference allele and the genotype are included as keys for every entry, 
such that they are queryable. The data field for each entry includes the 
patients (person IDs) carrying the genotype in each entry. As such, each 
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variant may have multiple entries, one for each genotype (genotype = 0, 
1 and 2). Patient view creates a stream per patient and includes all het-
erozygous and homozygous alternative allele variants (genotype = 1 
and 2) for the patient. To reduce storage requirements, homozygous 
reference alleles (genotype = 0) for a patient are not stored but are auto-
matically recreated when queried because any variant in the network 
that was not logged for a specific patient is a homozygous reference for 
that patient (if the sequencing technology assayed that variant). Gene 
view stores the structural annotation of the variants, such as whether 
they overlap with different parts of a gene (for example, exons, introns 
and untranslated regions (UTRs)). Gene view also includes clinical and 
biological annotations from ClinVar, VEP and CADD, providing infor-
mation on the pathogenicity and functional impact of the variants. 
Analysis view records information related to genetic analysis, includ-
ing sequencing metadata, population stratification PCs and variants 
needed to calculate kinship among samples. The MAF counter records 
the MAF values of the variants and is automatically updated as more 
patients are added to the network. Because the blockchain is immu-
table, a new item with the updated MAF values is pushed with each 
insertion. During the insertion, our algorithm checks the timestamp 
of the existing entries to determine which MAF stream item is the most 
recent and accurate. It then extracts the relevant information (that 
is, sample size and allele frequency for each variant) and combines  
this with data from the current insertion to determine the new MAF. 
This is then inserted into the MAF counter stream.

Access logs. We created an access log view, a queryable stream that 
stores information on each subscription to the network and any query 
run on the network. An entry is inserted into the stream after an activity 
on the network. By inserting this into the blockchain, we created an 
immutable log on the blockchain that can be interrogated. We indexed 
and stored the type of query, the type of data (EHR or genetic), times-
tamp of the activity and user wallet ID. Each transaction (that is, query) 
is stored as a single item. The access log can be queried in real time, 
acting as an alert system for any potential misuse.

Submodule
createStream-Clinical. Creates streams for clinical data using the 
OMOP CDM format. For the domain view, each data table in the OMOP 
clinical tables database is a domain type for which streams are created. 
Each domain type has its own unique set of streams. Streams are cre-
ated using a predefined stream structure based on ancestor concepts 
in the OMOP vocabulary. We selected a number of high-level concepts 
as ancestor concepts. These represent a broad clinical category (for 
example, cardiovascular system, endocrinology system, etc.). We 
assigned approximately 200 concepts as ancestor concepts, and, 
for every ancestor concept, we created a stream. Each stream follows 
the naming convention DOMAIN_ANCESTORCONCEPTID. For exam-
ple, CONDITIONS_436670 represents all metabolic disease concepts, 
including diabetes (436670 is the concept ID for metabolic diseases). 
All known concepts are either covered under an ancestor concept ID 
or placed under the stream DOMAIN_0 (if no ancestor is found in the 
hierarchy). For the patient view, a stream is created for each group of 
patient IDs with the format CLINICAL_PERSON_IDBUCKET. For exam-
ple, CLINICAL_PERSON_1 is the stream for ID bucket 1 (the mapping 
stream also contains a list of person IDs included in bucket 1). Using 
the full range of patient IDs (that is, minimum and maximum possible 
ID value), we create 20 uniformly sized buckets. Note that this range 
can be calculated automatically using the data or inputted by the user.

createStream-Variants. Creates streams based on genomic coordi-
nates of genetic variants. This follows a predefined structure of CHRO-
MOSOME_START_END. For example, 9_1_3000 includes all variants 
between positions 1 and 3,000 in chromosome 9. Person view streams 
are created in the same way as in createStream-Clinical.

createStream-GTF. Creates streams based on genomic coordinates of 
the genes. This follows a predefined structure of GTF_CHROMOSOME_
START_END. For example, GTF_9_1_3000 includes all gene annotations 
between positions 1 and 3,000 on chromosome 9.

insertData-Clinical-Domain. Inserts tabular clinical data using the 
OMOP CDM format in the Domain view. Clinical data are added to the 
clinical domain streams (created via createStream-Clinical). Concept 
IDs are added to the mapping stream for all unique concept IDs. Each 
clinical table is a unique domain and has an exclusive set of streams to 
which data are added. To index concepts, we assigned every child con-
cept (not an ancestor concept) to a unique ancestor concept (stream). 
This assignment is recorded in the mapping stream and is based on 
the OMOP vocabulary, so child concepts are assigned to ancestor 
concepts that subsume them in the hierarchy. Note that a predefined 
set of ancestor concepts is used to create the streams. Each entry in a 
stream represents a row of tabular data. This functionality allows query-
ing with the following keys: Concept ID, Person ID, Year, Month-Year, 
Day-Month-Year and Value (if applicable).

insertData-Clinical-Person. Inserts tabular clinical data using the 
OMOP CDM format in the Person view. Clinical data are added to the 
clinical person streams, and patients (person IDs) are inserted into 
the mapping stream. Each person stream contains all medical record 
information for a patient irrespective of domain. This functionality 
allows querying with the following keys: Concept ID, Concept TYPE 
(the domain of the concept (for example, medication)), Person ID, Year, 
Month-Year, Day-Month-Year and Value (if applicable).

insertData-Variant. Inserts variant data using the VCF file format. 
Genetic variants are added to the variant streams, and the coordinates 
of these variants are added to the mapping stream. Each entry is a 
unique variant–genotype combination. That is, one genetic variant 
can have multiple entries, one for each genotype (for example, if, for 
a given variant, patients can have one of three genotypes (that is, 0, 1 
or 2), then three separate entries are made). This functionality allows 
querying with the following keys: position, reference allele, alterna-
tive allele, genotype, sample size and MAF. Data for each entry then 
contain all patients (person IDs) with that particular variant–genotype 
combination. With each insertion, MAF is recalculated and inserted 
into the MAF counter stream.

insertData-Variant-Person. Inserts variant data using the VCF file 
format. Genetic variants are added to the Variant-Person streams, and 
patients (person IDs) carrying these mutations are added to the map-
ping stream. Each entry contains all genetic variants and associated 
information for a patient across a range of genomic coordinates (for 
example, Chr 1, Positions 1–300). Keys include person ID and genomic 
position start and end. Data for each entry are then a JSON entry with the 
genotype of the genetic variant. Note that only homozygous and het-
erozygous alternative alleles are stored to save space. With each inser-
tion, MAF is re-calculated and inserted into the MAF counter stream.

insertData-GTF. Inserts details of genes overlapping with the genetic 
variants using GTF file format. Data are added to the GTF streams, 
and the gene IDs are added to the mapping stream. Each entry is a row 
from the GTF file and contains information for a particular gene. Keys 
include gene ID and gene feature (for example, intron, exon, transcript, 
etc.). Data are a JSON object and include gene start, gene end, gene 
type and strand.

insertData-Analysis. Inserts data necessary for genetic analysis. This 
includes sequencing and technical analysis metadata, SNPs used to 
calculate kinship using NCBI’s GRAF protocols and sample PCs for 
population stratification. Sequencing metadata entries are grouped 
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by metadata such that all patients with a certain metadata are included 
in the same entry (for example, all patients sequenced by Oxford Nano-
pore PromethION are grouped under a single entry). Keys for the entry 
include the metadata type (for example, sequencing machine, variant 
calling pipeline, etc.) and the specific metadata itself (for example, 
Illumina NovaSeq 6000 and Genome Analysis Toolkit (GATK)). Data 
for kinship and population stratification are added per sample. This 
means that each patient will have a unique entry with their specific 
data. Data can then be extracted using sample IDs.

Module 3: queryData
We developed the queryData module to extract information for down-
stream analysis. To support efficient and multimodal querying, we 
leveraged our indexing schema and mapping streams for this module. 
By indexing all data types into distinct but related streams and using 
mapping streams to identify the appropriate streams, we reduced 
the query time significantly and enabled combination queries15. Our 
query module uses the Key:Value property of stream items to retrieve 
data from a chain based on a range of defined keys, including concept 
IDs, concept values, person IDs, dates, genomic locations, genotype, 
MAF, sequencing metadata and genes involved. When a user que-
ries the chain, they first specify the query type (clinical, genetic or 
combined); our query module then finds the correct streams/bins 
based on the query information. This is achieved through querying 
the mapping streams, which contain a record of the data stored in 
each stream. Once the appropriate stream is identified, the module 
extracts the data, performs computation if necessary and returns 
the relevant information (see Extended Data Fig. 1e for more details). 
Table 1 describes all the available query functionalities. Overall, queries 
can be clinical (queryDomain, queryPerson), genetic (queryVariant, 
queryVariantPerson, queryVariantGene) or a combination of the two 
(queryClinicalVariant, queryVariantClinical). To increase flexibility and 
speed of the queries, we included multiple views with distinct indexes 
optimized for querying.

Three main query types are possible in the query module: clinical, 
genetic and combination. Multiple key searches are possible in each 
query using any of the keys included with an entry. For all queries, the 
mapping stream is first checked to determine the relevant streams to 
search. After each query, a call is made to the audit module to record 
the activity.

queryDomain. This functionality allows for a clinical query based on 
OMOP concept ID, date of concept ID occurrence and/or concept ID 
value. For each concept ID in the query, the mapping stream is searched 
to check for the appropriate stream, where data for that concept are 
stored. If the concept subsumes child concepts, these are also identi-
fied in the mapping stream and searched. Then, the relevant streams 
are searched with the queries, and the relevant patients (person IDs) 
are returned. It is possible to create cohorts by specifying multiple 
concept IDs, values and date ranges.

queryPerson. This functionality allows for a clinical query based on 
person ID, concept type (for example, diagnosis or test), concept ID, 
date of concept ID occurrence and/or concept ID value. The mapping 
stream is searched to determine which stream holds the patient’s data. 
All clinical data in that stream that meet the criteria (for example, 
person ID, concept type, date and value) can be returned. It is possible 
to specify a particular concept ID or concept type to return (known 
as the searchKey). If this is provided, then only data of that type or ID 
are returned.

queryVariant. This functionality allows for a genetic query based 
on the variant of interest’s genomic coordinate, genotype and MAF 
(optional). For each variant included in the query, the mapping stream 
is searched to determine the appropriate stream that holds data on  

that coordinate. The genomic coordinate and genotype are then 
searched in that stream, and patients (person IDs) with the variants of 
interest are returned. If a MAF range is inputted, variants outside that 
MAF range are filtered out.

queryVariantPerson. This functionality allows for a genetic query 
based on person ID, genetic coordinates (optional) and a MAF filter 
(optional). The person mapping stream is searched to identify which 
stream contains the person’s genetic data. Once found, that stream is 
then searched for the queried genetic coordinates, and the relevant 
variants are returned. If a MAF range is inputted, variants outside that 
MAF range are filtered out.

queryVariantGene. This functionality allows for a genetic query based 
on a gene of interest, genotype and MAF range (optional). For each 
gene (based on gene ID) included in the query, the mapping stream is 
searched to determine the appropriate stream to check. That stream 
is searched for variants that are associated with the gene. For each vari-
ant, patients (person IDs) with the queried genotype are returned. If a 
MAF range is inputted, variants outside that MAF range are filtered out.

queryAnalysis. This functionality enables cohort creation suitable for 
genetic analysis. This includes harmonizing samples across sites by 
accounting for differences in sequencing metadata, removing related 
samples from the cohort and extracting population stratification PCs. 
Metadata queries return all patient IDs that meet the search criteria. 
The criteria can include any number of metadata (for example, all 
patients with WGS on Illumina machines with at least 30–60× cover-
age depth and that were aligned using BWA63, and variants were called 
using GATK64). Kinship queries accept a list of patients and return a 
matrix with the pairwise kinship coefficients between all patients. To 
do this, all kinship SNPs for the cohort are extracted, and the kinship 
coefficient is then calculated similarly to GRAF39. GRAF is a tool devel-
oped by the NCBI specifically to support processing in dbGaP, a large 
database with phenotype and genotype data collected from multiple 
sources. It enables kinship calculation on any subset of samples given 
that they contain a limited number (10,000) of independent and highly 
informative SNPs39. Population stratification accepts a list of patient IDs 
and returns their PC scores. A user-defined value k is used to determine 
how many PC scores should be returned per patient.

queryClinicalVariant. This functionality allows for a ‘combination’ 
query based on clinical characteristics, genes of interest, genotype 
(optional) and MAF range (optional). It returns a cohort (person IDs) of 
patients with their clinical characteristics and relevant genetic variants. 
First, a clinical domain query is completed that returns a list of person 
IDs with the desired clinical characteristics (see ‘queryDomain’). Sec-
ond, a genetic query is completed that returns person IDs for patients 
with relevant variants in the gene of interest (that is, variants within a 
MAF range or certain genotype (see ‘queryVariantGene’)). A set inter-
section of the two cohorts is done to create a final cohort with both 
clinical and genetic characteristics.

queryVariantClinical. This functionality allows for a ‘combination’ 
query based on variants and clinical characteristics of interest. First, 
patients (person IDs) with the queried genetic variants are returned (see 
‘queryVariant’). These IDs are then searched using the ClinicalPerson 
module to extract relevant clinical characteristics for each person (see 
‘queryClinicalPerson’). The characteristics are aggregated together as 
summary information.

Blockchain
Blockchain was initially proposed in 2008 as the cryptocurrency  
Bitcoin but now has a range of uses65. This is because blockchain  
has several desirable properties, including decentralization, security 
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and immutability. Blockchains are made up of append-only data blocks 
that are shared among nodes in a decentralized, distributed network. 
Transactions are appended to the blockchain as new blocks. Each block 
is cryptographically connected to the previous block via a header, 
creating a verifiable chain with a deterministic order. As such, once a 
block is added to the chain, it is immutable, as any attempt to change a 
block alters the header and so disrupts the chain. To ensure ‘trustless’ 
maintenance of the network, there is a consensus mechanism before 
data are added to the chain. Most widely used is PoW, where participat-
ing nodes compete to solve a computationally difficult problem with 
the winner gaining rights to append the next block. Other mechanisms 
are proof-of-stake (PoS) and PoA. Public blockchain networks typi-
cally make use of PoW or PoS, which are suitable for large networks 
with unknown and untrusted users. Conversely, private blockchain 
networks include only individuals who are known, and so PoA can 
be used. The specific benefits of blockchain for biomedical research 
applications include decentralized management, immutability of data, 
transparent data provenance, no single point of failure and security 
and privacy.

MultiChain
Several blockchain platforms are available to develop a clinical/genetic 
data-sharing platform. Kuo et al.61 produced a detailed review of the 
options and identified Ethereum, Hyperledger and MultiChain as the 
most appropriate. MultiChain is a popular blockchain API used for bio-
medical applications as it can create permissioned networks that can 
be used as consortium blockchains65. This is preferred as biomedical 
data are sensitive and should be shared only with a set of individuals or 
institutions. MultiChain is a fork of the Bitcoin Blockchain that provides 
features such as permission management and improved data indexing. 
The MultiChain ‘streams’ feature makes it particularly good at indexing. 
Streams are append-only, on-chain lists of data. They have Key:Value 
retrieval capability, which makes storage and query functionality easy. 
Furthermore, it is possible to have multiple keys, enabling complex 
logic gates for a given data query.

OMOP CDM
The OMOP CDM is an open community data standard that aims to 
standardize the structure of clinical data across different sources27. 
By standardizing different clinical databases, it is possible to combine 
and analyze them together. This is achieved by transforming clinical 
databases into a common format (that is, data model) with a com-
mon representation (that is, terminologies, vocabularies and coding 
schemes). One of the major elements in the data model are the clinical 
data tables. These contain the key data elements extracted from the 
EHR related to a patientʼs clinical characteristics, including diagnoses, 
measurements, observations, notes, visits, procedures and devices. 
A common representation is achieved using the OMOP vocabulary, 
which standardizes the medical terms used. It contains records, or 
concepts, uniquely identifying each fundamental unit of meaning 
that is used to express clinical information27. Each concept, or piece of 
clinical information, has a unique ID that is used as its identifier in the 
data table. Concepts can represent broad categories (such as ‘Cardio-
vascular disease’), detailed clinical elements (‘Myocardial infarction 
of the anterolateral wall’) or modifying characteristics and attributes 
that define concepts (severity of a disease, associated morphology, 
etc.). Concepts are derived from national or international vocabular-
ies, such as Standard Nomenclature of Medicine (SNOMED), RxNorm 
and Logical Observation Identifiers Names and Codes (LOINC). Con-
cepts are grouped into a hierarchy with detailed terms subsumed by 
broader terms. The OMOP CDM is used by many existing research 
networks, including OHDSI, which has over 2,000 collaborators from 
74 countries62. The main aim of the conversion to OMOP is to support 
secondary analysis of observational clinical data. In places where the 
data cannot be shared, analytic code can be shared and executed at a 

local site’s OMOP instance, preserving privacy. It is worth noting that 
conversion to OMOP has been shown to facilitate faster, more efficient 
and accurate analysis across sites and it is particularly helpful for rare 
diseases66,67. It is increasingly being adopted by existing research net-
works, such as the UK Biobank and the All of Us Research Program68. 
The recording of EHR to OMOP CDM has already been done by over 
200 health systems covering over 800 million unique patients. The 
typical process involves leveraging local data experts and resources 
made available by OHDSI, including conversion scripts and QC tools.  
A multidiscplinary team of data engineers, informaticians and clini-
cians at an institution works on mapping EHR data elements to stand-
ardized terminologies.

OMOP conversion
EHR data are converted to OMOP CDM using extract, transform, load 
(ETL) guidelines and data standards by OHDSI27. Although the full 
pipeline will be different for each institution, the general steps are well 
established and many open-source tools and scripts exist to automate 
the process. Generally, the process requires expertise from clinicians, 
who understand the source data; informaticians, who understand the 
OMOP CDM; and data engineers, who can implement the ETL logic. 
The steps can be broken down into the following. (1) Analyzing the 
dataset to understand the structure of the tables, fields and values. 
This can be done using the open-source software ‘White Rabbit’, which 
can automatically scan the data and generate reports69. (2) Defining 
the ETL logic from the source data to OMOP CDM. The open-source 
tool ‘Rabbit-in-a-hat’ from ‘White Rabbit’ can be used for connecting 
source data to CDM tables and columns, completing field-to-field 
mappings and identifying value transformations. (3) Creating a map-
ping from source to OMOP codes. This step is optional and only neces-
sary if the source codes have not been previously mapped to OMOP. 
In most cases, this is not necessary. The ‘Usagi’ tool can be used to 
support this process70. (4) Implementing the ETL. The exact pipeline 
will differ by institution, and a wide variety of tools have been used 
successfully (for example, SQL builders, SAS, C#, Java and Kettle).  
Several validated ETLs are publicly available and can be used71,72.  
(5) Validating the ETL. This is an iterative and ongoing process that 
requires unit testing, manual review and replication of existing OHDSI 
studies. Full details can be found in The Book of OHDSI, chapter 6 
(ref. 27). It is worth highlighting that OHDSI has many communities, 
resources and established conventions that adopters of the OMOP 
CDM can use for support.

Generating synthetic patient population
Synthea. Synthea is an open-source software project that generates 
synthetic patient data to model real-world populations33. The synthetic 
patients generated by Synthea have complete medical histories, includ-
ing medications, procedures, physician visits and other healthcare 
interactions. The data are generated based on modules that simulate 
different diseases to create a comprehensive and realistic longitudinal 
healthcare record for each synthetic patient. Synthea aims to provide 
high-quality and realistic synthetic data for analysis. Previous stud-
ies showed that Synthea produces accurate and valid simulations of 
real-world datasets31,32. We use Synthea OMOP, which creates datasets 
using standard OHDSI guidelines.

1000GP dataset. The 1000GP is a detailed dataset of human genetic 
variation, containing sequencing data for 2,504 genomes34. We sim-
ulate genetic data using MAF values observed in 1000GP data as a 
baseline.

Creating the population. For the patient population in the publicly 
available demonstration network (accessed via https://precisionchain.
g2lab.org/), we combined synthetically generated clinical data using 
Synthea and synthetically generated genetic data that are based on the 
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1000GP dataset. For every patient, we randomly assigned an ID that 
can be used across both their clinical and genetic data. Note that this 
population is essentially random, and any analysis and results are for 
demonstration purposes only.

Genetic data pre-processing
Before insertion, we implemented an automated QC step for all genetic 
samples. This ensures that genetic data shared on the network are 
suitable for downstream analysis. First, we filtered the data based 
on sample call rate (<5% genotypes missing) and genotype call rate 
(<5% samples missing genotype). We also tested for Hardy–Weinberg 
equilibrium (HWE) (<1 × 10−6) and LD (50-SNP window size, 5-SNP step 
size and 0.5 R2 threshold) in that cohort. Any removed SNPs are then 
recorded on the network such that, when researchers combine data 
from multiple cohorts, they can track which SNPs have been removed. 
Pre-processing steps before insertion are done using PLINK46. Addi-
tionally, every sample undergoes population stratification projection 
using the 1000GP as a reference. This is achieved by using the method 
outlined by Prive et al.40 to limit shrinkage bias. Importantly, we noted 
that, for the purpose of a GWAS, these population stratification covari-
ates are nuisance parameters41. We empirically evaluated the projected 
scores (Extended Data Fig. 3).

GWAS on the blockchain
The analysis follows a similar workflow as a GWAS on traditional infra-
structure. However, we replace many of the steps with functional-
ity from the network. The full script can be viewed on GitHub. First, 
using the Analysis view, we harmonize genetic data using technical 
sequencing metadata. In the provided script, we select for patients 
with the same reference genome (HG38), sequencing machine  
(Illumina, NovaSeq 6000), alignment pipeline (BWA) and variant  
calling pipeline (GATK) used. Next, for all included samples, we 
extract data on genetic ancestry, filtering for white Europeans (>80%).  
We then assess relatedness between all samples and filter for unrelated 
samples. Next, we retrieve necessary covariates, such as population 
stratification PCs and sequencing sites. Using the ClinicalPerson view, 
we then extract the site of onset (phenotype) and gender (covariate) 
for all samples in the cohort. Note that the site of onset phenotype is 
based on the patient having the OMOP concept code for ALS (4317965) 
with attribute site (4022057) bulbar or limb. Patients with other sites 
recorded were excluded. More advanced logic can be implemented 
for complex phenotypes. The final cohort is constructed of patients 
who have all relevant data. Next, we extract genotype data per vari-
ant. At this stage, it is possible to conduct additional MAF filtering 
or HWE testing if necessary. Note that this was already done during 
insertion. We then run a logistic regression model to test for genetic 
associations with age of onset, adjusting for PCs, site of sequencing 
and gender. This final analysis step is conducted using a standard 
software package. To protect data security, the analysis is done on the 
blockchain node with users accessing only the results. This is similar 
to how analysis is run on All of Us73. In the future, it is possible to have 
the analysis itself run on the network as a smart contract such that no 
data ever leave the blockchain.

Rare genetic disease analysis
The platform is well suited to support research into truly rare diseases, 
including the reclassification of VUS. First, our platform facilitates 
the secure sharing of patient clinical and genetic data among many 
institutions, enabling the creation of larger and more comprehensive 
datasets of patients with rare genetic diseases. Moreover, the plat-
form also contains a repository of all annotations associated with a 
variant, simplifying the tracking of VUS updates. A key strength of 
this platform is the multimodal queries, which allow researchers to 
simply build patient cohorts based on both clinical presentations 
and the presence of a specific VUS. This functionality, coupled with 

the integrated analysis pipeline, could support association analyses 
that uncover potential links between a VUS and a particular disease. 
Should new links be identified and verified, the annotation stream can 
be updated. Notably, a user-level alert system can be implemented via 
the audit stream, enabling physicians and researchers to subscribe 
to updates for specific variants and stay informed about any reclas-
sifications. This workflow reduces technical barriers associated with 
rare disease research and ensures that the latest knowledge is rapidly 
disseminated. Our platform offers two key benefits for such analysis: 
(1) it allows institutions to contribute even a few samples while retain-
ing control over their data, thereby increasing sample sizes; and (2) it 
serves as a self-contained repository that integrates genetic, clinical 
and variant annotation data, along with the cohort-building and analy-
sis functionality needed to classify a VUS.

GWAS projection using the 1000GP
To validate the projection of samples onto the 1000GP PC loadings, we 
compared the top 10 PCs from the 1000GP projection to those from 
the NYGC ALS dataset (Extended Data Fig. 3). Note that we use samples 
from 1000GP with European ancestry. This is valid as our study only 
uses samples with European ancestry. We use Pearson correlation coef-
ficients to assess their linear relationship and the Kolmogorov–Smirnov 
test to determine distributional similarity. Our analysis shows high 
correlation for PCs 1–4, with their distributions aligning significantly 
(P > 0.05). In contrast, PCs 5–10 do not show a strong relationship. 
This is likely due the top four PCs accounting for 79% of the explained 
variance from the top 10 PCs.

Blockchain GWAS implementation accuracy
Extended Data Fig. 5 shows the QQ plot for both (UK Biobank and 
ALS) GWASs that we performed. The QQ plot represents the devia-
tion of the observed P values from the null hypothesis. Notably, we 
observe that the P values closely match the expected distribution up 
to approximately P = 1 × 10−6, after which they rise above the expected 
line, suggesting that we have detected a true association74.

To validate our distributed blockchain-based GWAS implementa-
tion, we directly compared our results against a centralized analysis 
conducted on PLINK. Extended Data Fig. 6 compares the coefficients 
and P values obtained from the two methods. We observe a very high 
agreement (Pearson correlation coefficients > 0.99). This high con-
cordance confirms the reliability and accuracy of our blockchain- 
powered GWAS.

Findings on UK Biobank GWAS. The original study identifies two 
significant loci, which we successfully replicate. We found two lead 
SNPs, rs74617384 and rs10811652, presented by the original authors, 
showing closely matching results. For rs74617384, we found an effect 
size of 1.37 versus the original study that found 1.38, and we found a  
P value of 2.8 × 10−12 versus the original study that found 3.2 × 10−12. For 
rs10811652, we found an effect size of 1.20 versus the original study 
that found 1.19, and we found a P value of 5.3 × 10−13 versus the origi-
nal study that found 6 × 10−11. Figure 5 compares the coefficients and  
P values obtained from conducting the analysis on the blockchain ver-
sus using PLINK. We observe a very high agreement between the two 
methods (Pearson correlation > 0.98). Note that we cannot compare 
all of the results from the original study directly as the study released 
information on only the lead variants. However, visual comparison of 
the Manhattan plots suggest high concordance, as all significant loci 
were identified with no new loci found (Extended Data Fig. 5).

Comparing GWAS on the blockchain versus standard software
We demonstrate the efficiency advantages of our blockchain-based 
GWAS implementation compared to standard software tools on our 
repository at gwas_comparison/gwas_showcase.py. The script com-
pares the steps required to run the GWAS using standard statistical 
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software and using our blockchain implementation. Extended Data 
Table 3 summarizes the key findings. Our blockchain approach sub-
stantially decreases the code needed for clinical cohort generation 
and genetic data harmonization. Furthermore, we can conduct the 
GWAS using a single software solution, in contrast to the multiple tools 
typically required.

Selective data masking
To mitigate the privacy leak from nodes having access to all the data, 
we outline a potential strategy to selectively mask data. Although this 
system has not been implemented in the current platform, it uses fea-
tures already present in the MultiChain API and is readily implemented 
in our framework. Below, we present the main steps:

1.   �Create key management streams: The MultiChain API  
generates public and private encryption keys for every user.  
A public key stream can be created to store user public keys  
for verification.

2.  �Selectively mask data: Data contributors can indicate whether 
they want to mask their data at the field level (specific data 
points) or stream level (entire streams). The decision to mask 
data is made during data upload by the data contributor.

3.  �Provide token-based access: For each masked entry or stream, 
the data contributor would assign tokens that control data  
access. These tokens would be encrypted and uploaded to an  
access stream. Encryption is done via the public keys of users 
who have been granted access.

4.  �Restricted querying: When a user queries the platform,  
encrypted data that the user does not have access to would  
not be returned.

User access controls
Although our system was developed for trusted users in a consortium 
setting, to mitigate the risk of privacy leakage from querying all of the 
data we suggest several complementary user access controls. First, 
query limitations can be implemented with restrictions tightly con-
trolled by the audit trail. This can involve imposing limits on the number 
or type of queries that a user can perform within a given timeframe. 
Alternatively, limits based on data exposure could be imposed. These 
would be based on the percentage of patients queried or the overall 
amount of data accessed, preventing any single user from obtaining 
an excessive volume of sensitive information. These measures mirror 
the access controls found in centralized systems but with the added 
benefit of the blockchain’s immutable audit trail, which provides a 
transparent and tamper-proof record of all user activity that can be 
verified by all users. Second, as detailed in the ‘Selective data mask-
ing’ subsection, access to specific data streams or individual data 
entries can be tightly controlled through encryption and access tokens. 
This granular approach ensures that users have access only to the 
information that they are authorized to view. Finally, an institutional 
accountability mechanism can be established, using the audit trail 
to trigger alerts if a user exceeds predefined usage limits. Both the 
data-contributing institution and the user’s home institution would 
be notified, enabling action to address potential misuse according to 
their established protocols.

Existing blockchain solutions
A number of blockchain-based platforms are used for EHR and genetic 
data sharing. However, few attempt to unify both modalities in one 
data-sharing infrastructure. One such platform that has both EHR 
and genetic data is the Cancer Gene Trust (CGT)23. CGT was devel-
oped in 2019 and is described as a decentralized network that makes 
somatic mutation and clinical data about a patient publicly available23. 
It shares cancer registry data, including EHR, genetic and imaging 
data. However, for each, only a limited sample of data that are typically 
held in a cancer registry is available. All data are stored ‘off chain’ in 

Interplanetary File System (IFPS), a peer-to-peer distributed file shar-
ing system, and raw sequencing data are stored locally. Our platform 
differs from CGT in that it stores clinical and genetic data ‘on chain’ 
to maximize data security and is capable of storing a wider range of 
clinical data.

Other platforms that focus solely on genomic data sharing include 
SAMChain13, CrypDist54, Zenome75, Nebula Genomic76 and Encrypgen/
Gene-Chain77. Apart from SAMChain13, other solutions store data ‘off 
chain’ and retain pointers on the blockchain. Because data are not 
stored in the blockchain, they lose the benefit of secure and immutable 
data storage. CrypDist creates a custom blockchain using Java to store 
links to genomic data files that are then stored in the cloud. Zenome 
uses Ethereum smart contracts to support access to genomic data files. 
Users are incentivized to share by receiving ‘ZNA tokens’, a cryptocur-
rency. Nebula Genomics also uses Smart Contracts to communicate 
between nodes in the network and survey participants, and to facilitate 
data access permissions.

Platforms that focus on EHR data are numerous. Some of the nota-
ble ones are FHIRChain11, NotaryChain57, HIEChain58, mHealthChain59 
and ImageChain60. FHIRChain aims to develop apps built on a block-
chain (dApps) that make use of the Fast Healthcare Interoperability 
Resources (FHIR) data exchange protocol. All data are stored ‘off chain’ 
with URL links stored on the blockchain for data exchange. NotaryChain 
aims to notarize all research requests but adds the query and a hash of 
the returned values to the blockchain. Although this ensures integrity 
of queried data, no direct data-sharing component is facilitated by the 
blockchain. HIEChain is similar to FHIRChain in its approach, provid-
ing only links to the data on the blockchain. mHealthChain examined 
adding patient-inputted data from a mobile app onto the chain, but 
no indexing and querying system was put in place to ensure efficient 
storage and retrieval of the data. Finally, ImageChain was developed 
to share imaging data via a blockchain. Again, only a reference to the 
underlying data is kept ‘on chain’.

Storing metadata versus the data itself on the blockchain
The difference between storing metadata and the data itself on the 
blockchain is discussed in Gursoy et al.13. In summary, the benefit of 
security and immutability is limited only to data stored on the block-
chain. As such, if only metadata are stored, underlying data that are kept 
in a centralized system remain vulnerable to manipulation and loss. 
However, if all data are stored, then all data are secured. Furthermore, 
access and computations can be more tightly controlled and audited 
if the data are ‘on chain’.

ALS consortium data analysis and replication in a  
different cohort
We used data from the NYGC ALS consortium, which has WGS data 
for 4,734 patients with ALS collected from 48 different sites. Approxi-
mately 1,964 (~42%) of 4,734 samples used from the NYGC ALS Con-
sortium data are female. Average age of symptom onset for these 
patients was approximately 58 years. Clinical data for all patients 
were taken from NYGC ALS Consortium records and converted into 
OMOP format before insertion into the network. Data mostly included 
information specific to ALS and not the full health records for the 
patient. We limited our analysis to patients with European genetic 
ancestry (>80%), known gender and known site of onset. This leaves 
2,903 patients—802 with bulbar ALS and 2,101 with limb ALS. We first 
performed QC pre-processing to remove individuals or variants with 
more than 5% missingness, variants with a MAF < 0.01, an HWE exact 
test P < 0.001 and LD pruning at R2 > 0.5. For each variant, we conducted 
a logistic regression adjusting for sex, site of sample collection and 
population stratification (top 10 PCs). We used a threshold of P < 5 × 10−8 
for statistical significance.

For replication, we used data from the Columbia University GTAC 
dataset (dbGaP accession number phs002973.v1.p1), which has WGS 
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data for 1,340 patients with ALS collected from many different sites. 
Note that only 250 patients were recruited at Columbia University. 
We followed similar cohort creation and data pre-processing steps in 
the replication GTAC dataset and were left with 916 patients (208 with 
bulbar onset and 708 with limb onset). To determine whether a variant 
had been replicated, we used an adjusted P < 5 × 10−2 and an effect size 
OR within 2 s.e. of each other. We adjusted the P value using Bonferroni 
correction, accounting for multiple testing across the three variants 
identified as significant in the NYGC dataset. This adjusted threshold 
for significance is justified, as we test variants already found to be 
significant in the primary NYGC dataset. Furthermore, the smaller 
sample size reduces our power to detect small P values. We think that 
this approach is prudent as we ensure that the effect size is concordant.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
The individual-level data from the NYGC ALS Consortium are available 
to authorized investigators through the dbGaP via accession code 
phs003067. Data dictionaries and variable summaries are available on 
the dbGaP public FTP site: https://ftp.ncbi.nlm.nih.gov/dbgap/studies/
phs003067/phs003067.v1.p1. Public summary-level phenotype data 
may be browsed at the dbGaP study report page: https://www.ncbi.nlm.
nih.gov/projects/gap/cgi-bin/study.cgi?study_id=phs003067.v1.p1.

Subject Sample Telemetry Report (SSTR) for subject and sample 
IDs, consents, summary counts, processing status and molecular and 
sequence sample uses is available on the SSTR site: https://www.ncbi.
nlm.nih.gov/gap/sstr/report/phs003067.v1.p1.

The data are available under General Research and Health, Medical, 
Biomedical data use limitations.

GTAC data can be accessed via dbGaP accession code phs002973.
v1.p1.

Genetic data for the publicly accessible blockchain network are 
shared via the International Genome Sample Resource (1000 Genomes 
Project) and can be accessed through https://www.internationalge-
nome.org/data-portal/data-collection/30x-grch38.

UK Biobank data are available to authorized investigators through 
the UK Biobank portal.

Code availability
The most up-to-date code can be found at https://github.com/
G2Lab/PrecisionChain/ and on Zenodo at https://doi.org/10.5281/
zenodo.10067135. A demonstration of our user-friendly front end can 
be accessed via https://precisionchain.g2lab.org/ (use username: test@
test.com and password: test-ME).
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Query module inputs
Query
module

Chain 
name

Chain directory Cohort
keys

Search
filter

Search concept stream located in
mappingClinical stream

Extract concept stream location
from mappingClinical stream

Search stream keys for concept 
ID

Extract person IDs returned from
key search

Process returned data into table

Extended Data Fig. 1 | Indexing and Querying in PrecisionChain. (A) Indexing 
in Domain view is done by clinical table and then OMOP vocabulary hierarchy. 
Each clinical domain has its own exclusive set of streams. Concepts are grouped 
by ancestor concept using the vocabulary hierarchy. Each ancestor group gets its 
own stream. Indexing in Person view is by person (person ID). All data (clinical 
or genetic) for a patient are inserted into the same stream. For clinical this is 
irrespective of domain and for variant this is irrespective of genomic coordinate 
bin. Note within a single stream, multiple patient data can be inserted. Indexing 
in Variant/Gene view is by genomic coordinate bin. All variants/genes within a 

set of continuous genomic coordinates are added to a single stream. Indexing 
in Analysis is by analysis type. Data for kinship and population stratification 
is stored per sample and data for sequencing metadata is stored by metadata 
type. (B) Flowchart of query process. User inputs required fields into the query 
module. The mapping stream is searched for the location of the stream holding 
data for that concept ID. The stream location is extracted from the mapping 
stream and the concept ID is searched in that stream. Person IDs returned from 
the stream search are retrieved and processed into a table. If additional search 
filters are added, these are processed on the returned data.
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A B

C D

Extended Data Fig. 2 | GUI. (A) Combination Clinical Query. Users create a 
cohort using clinical and genetic data. In this example, a user is querying for 
patients with variants (MAF 0.0-0.1) in the SLC2A2 gene and are prescribed 
Metformin (SLC2A2 gene is known to influence metformin response). Variant 
level information for the cohort is returned. Clicking on the patient ID’s loads 
further demographic information (B) Combination Genetic Query. Extract 
clinical data for patients who have a specific variant of interest. In this example 

diagnosis information for patients with heterozygous genotype at position 
3:17101658 (SLC2A2 gene) is returned. Clinical relationships with this variant 
can now be examined. (C) Administrative view. Administrators can view 
time-stamped logs of all queries conducted, filtering by user, query type and 
date. Information viewed is dependent on a user’s access level. (D) Analysis 
workbook. Users can leverage network functionality to build cohorts and 
conduct analysis that replicates traditional GWAS workflow.
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Extended Data Fig. 3 | Comparison of the top 10 actual and 1000GP projected 
PCs. For each PC, we show a scatter plot and kernel density estimate (KDE) 
plot. In the scatter plots, the actual PC values are plotted on the x-axis and the 
projected PC values are plotted on the y-axis. The Pearson correlation coefficient 
is shown in the top left corner of each scatter plot. In the KDE plots, the true 

PC distribution is shown in blue and the projected PC distribution is shown in 
orange. The p-value of a two-sided Kolmogorov-Smirnov test comparing the 
two distributions is shown in the top left corner of each KDE plot. No multiple 
hypothesis correction was needed.
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A

B

Extended Data Fig. 4 | Data Storage in PrecisionChain. (A) Per node data storage. Data storage requirements (gb) for nodes in a 1, 2, 4, 8, and 16 node network with 
100 patients. (B) Per node storage growth rate. Growth rate in network storage requirements. Values expressed as a ratio to storage requirements of a single node 
network (baseline).
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A

B C

Extended Data Fig. 5 | GWAS on PrecisionChain network. (A) Manhattan plot 
for variants with p < 5e-2 in UKBB GWAS. In the original study two loci were 
found to be significant, 6q25 and 9p21. Two-sided t-statistics were used with 
standard GWAS Bonferroni correction for multiple hypothesis testing with a 
cut-off p < 5e-8. (B) QQ plot for all variants in UKBB GWAS. Lambda inflation 

factor=1.024. For GWAS p-values two-sided t-statistics were used with standard 
GWAS Bonferroni correction for multiple hypothesis testing with a cut-off p < 5e-
8. (C) QQ plot for all variants in ALS GWAS. Lambda Inflation Factor = 1.011. For 
GWAS p-values two-sided t-statistics were used with standard GWAS Bonferroni 
correction for multiple hypothesis testing with a cut-off p < 5e-8.
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B

Extended Data Fig. 6 | GWAS comparison between PrecisionChain and PLINK. 
(A) Effect size coefficient agreement between ALS GWAS results from PLINK and 
PrecisionChain. Two-sided t-statistics were used. There is no multiple hypothesis 

testing involved. (B) P-value agreement between ALS GWAS results from PLINK 
and PrecisionChain. Two-sided t-statistics were used. There is no multiple 
hypothesis testing involved.
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Extended Data Table 1 | How the mapping stream is structured to record the indexing structure of each view

Level View Indexing 
scheme

Sub-
indexing 
scheme

Mapping stream data 
(Key:Stream)

Example

Clinical Domain Clinical 
table

OMOP 
vocabulary 
hierarchy

ConceptID:Domain_Ancest
orConceptID

201820:Conditions_436670 
means
T2DiabetesMellitus:Conditions
_MetabolicDisease

Person Person ID Person ID 
bucket

PersonID:Clinical_ 
PersonIDBucket

123:Clinical_Person_1 means 
patient ID 123 in clinical 
bucket 1

Genetic Variant Genomic 
coordinate

Genomic 
coordinate 
range

Variant:Chromosome_Start_
End

498:1_1_10000 means variant 
498 in genomic coordinate 
range 1-10000 in chrom_1

Person Person ID Person ID 
bucket

PersonID:Variant_ 
PersonIDBucket

123:Variant_Person_1 means 
patient ID 123 in variant bucket 
1

Gene Genomic 
coordinate

Genomic 
coordinate 
range

Ensembl_ID:Chromosome_
Start_End

ENS123:1_1_10000 means 
gene ID ENS123 in 
chromosome 1 genomic 
coordinate range 1-10000

Analysis Metadata Metadata 
type

Type:metadata_stream GATK:variant_calling_1 means 
list of GATK called samples in 
stream variant calling 1

Population 
Stratificati
on

Person ID PersonID:PC_stream 123:PC_Person_1 means 
Person ID 123 in PC person 
stream 1

Kinship Person ID PersonID:kin_stream 892:Kin_Person_3 means 
Person ID 892 in Kinship 
stream 3
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Extended Data Table 2 | Comparison of cohort sizes from our implementation and the original analysis

Study CADD+ CADD-

Fall et al., 2018 3,968 11,698

Ours 4,373 12,967

http://www.nature.com/naturemedicine


Nature Medicine

Article https://doi.org/10.1038/s41591-024-03239-5

Extended Data Table 3 | Comparative analysis of GWAS using standard techniques, including querying VCFs and OMOP 
CDMs versus PrecisionChain approach

Function Standard Ours

Total lines of code 173 103

Cohort creation lines of code 90 45

Genetic data harmonization lines of code 18 5

Software packages used 2 1
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Extended Data Table 4 | ALS GWAS replication results

A. Replication of significant variants (p<5e-8)

rsid Effect size (odds 
ratio) NYGC ALS

Effect size (odds 
ratio) GTAC

Standard Error 
NYGC ALS

Standard 
Error GTAC

P-value 
NYGC ALS

P-value 
GTAC

rs1207292988 0.69 0.68 0.06 0.12 1.6e-9 1e-3

B. Suggestive variants (5e-8<p<5e-6)

Gene Variants (Chr:Pos) rsid MAF Effect size (odds ratio) Standard Error P-value

NA 14:20791137 rs8009569 0.20 0.67 0.08 2.0.e-6

C. Replication of suggestive variants (5e-8<p<5e-6)

rsid Effect size (odds 
ratio) NYGC ALS

Effect size (odds 
ratio) GTAC

Standard Error 
NYGC ALS

Standard 
Error GTAC

P-value 
NYGC ALS

P-value 
GTAC

rs8009569 0.67 0.75 0.08 0.14 2.0.e-6 0.04

D. Suggestive variants (5e-8<p<5e-6) that did not replicate

Variants (Chr:Pos) rsid MAF Effect size (odds ratio) Standard Error P-value

1:114804291 rs555717851 0.01 3.70 0.26 5.9e-07

1:122540301 rs1185767685 0.04 1.96 0.15 3.7e-06

2:18183356 rs78674159 0.04 2.00 0.14 1.6e-06

4:167675436 rs1518188 0.23 0.71 0.07 4.5e-06

5:46648754 rs1226342565 0.03 2.14 0.16 4.2e-06

5:122583494 rs1871170 0.21 1.42 0.07 1.9e-06

7:68777007 rs2527656 0.16 1.44 0.08 1.8e-06

7:68790626 0.20 1.39 0.07 3.1e-06

10:130107363 rs141751714 0.01 3.37 0.24 2.7e-07

11:99524482 rs12277388 0.10 0.58 0.11 8.6e-07

12:20225977 rs10841473 0.27 1.37 0.07 4.7e-06

22:18387016 rs146285323 0.36 0.71 0.07 1.8e-07

E. Variants Excluded Due to Linkage Disequilibrium (R2 > 0.5)

rsid Chr:Pos Variants

rs1518188 4:167675436 4:167678168, 4:167694067

rs1871170 5:122583494 5:122585419, 5:122587022, 5:122591013

rs2527656 7:68777007
7:68780352, 7:68781595, 7:68782416, 7:68788987, 7:68789563, 7:68789772, 7:68789858, 
7:68790354, 7:68790625

7:68790626 7:68790826, 7:68790895, 7:68790964, 7:68791149, 7:68791263

rs12277388 11:99524482
11:99526222, 11:99531773, 11:99532153, 11:99533116, 11:99539255, 11:99539959, 
11:99543860

rs120729298 13:18211930 13:18211943, 13:18211889, 13:18212172

a, Comparison of significant variant results from original (NYGC ALS) and replication (GTAC) GWAS datasets. b, Suggestive variants that replicated and may be associated with site of onset in ALS. 
c, Comparison of suggestive variant results from original (NYGC ALS) and replication (GTAC) GWAS datasets. d, Suggestive variants that did not replicate and may be associated with site of onset 
in ALS. e, Variants pruned for LD. GWAS P values were calculated by two-sided t-statistics with standard GWAS Bonferroni correction for multiple hypothesis testing with a cutoff of P < 5 × 10−8.
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