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#### Abstract

Simulating Many-body Quantum Dynamics on Classical and Quantum Computers


by
Dong An

Doctor of Philosophy in Applied Mathematics
University of California, Berkeley

Professor Lin Lin, Chair

This dissertation concerns the numerical simulation of many-body quantum dynamics, which is fundamental for predicting physical and chemical properties at the atomic and sub-atomic scale. The problem appears ubiquitously in many areas, such as quantum chemistry, quantum controls, and quantum information theory. Simulating many-body quantum dynamics poses a variety of computational challenges, including high dimensionality and fast oscillations. While model reduction techniques can partially resolve the high dimensionality issue on classical computers, quantum computers give rise to new hopes to directly simulate the full many-body quantum dynamics. Nevertheless, both classical and quantum simulations still suffer from highly oscillatory solutions, limiting the time step sizes in time discretization and hindering the practical applications of quantum dynamics simulation. The broad goal of this dissertation is to investigate how classical and quantum computers can efficiently treat fast oscillatory solutions. As a notable application, such progress leads to new methods for solving linear system problems on quantum computers. This dissertation consists of three parts: adiabatic dynamics (Part II), classical simulation (Part III) and quantum simulation (Part IV).

Although the quantum dynamics are generally complicated, when the Hamiltonian varies slowly with time and satisfies certain spectrum gap conditions, the solution can approximately remain within some specific eigenspace of the Hamiltonian. This phenomenon is called the near adiabatic evolution, which has attracted much attention since the early days of quantum mechanics. It weaves together eigenvalue problems and differential equations. Adiabatic dynamics is also one of the underlying physical principles for building universal quantum computational devices. The near adiabatic evolution serves as a glue, explicitly and implicitly, throughout this dissertation. In Part II, we quantitatively study the adiabatic
error between the quantum dynamics and the exact eigenspace by proving a new version of the quantum linear adiabatic theorem. Under the gap condition and the vanishing boundary condition, we show that the adiabatic error can converge exponentially in terms of the inverse evolution time. Meanwhile, to control the adiabatic error at the desired level, the evolution time is sufficient to scale almost quadratically in terms of the magnitude of the inverse spectrum gap. This result is almost sharp in both the convergence order and the gap dependence, and appears for the first time beyond the two-level system.

Part III is devoted to designing a new approach to efficiently deal with highly oscillatory solutions of quantum dynamics on classical computers. The critical observation is that such fast oscillations in the wave functions are not physical and are solely due to the generally non-optimal gauge choice (i.e. degrees of freedom irrelevant to physical observables) of the Schrödinger equation. The optimal gauge choice is given by a parallel transport formulation, which can significantly flatten the wave functions and thus allow much larger time step sizes in time discretization. We establish the framework of the parallel transport dynamics for evolutions of pure states and mixed states, as well as the time-dependent density functional theory.

We start with the simplest single pure state evolution and derive the dynamics under the parallel transport gauge via two approaches: solving the optimization problem and evolving the dynamics under the parallel transport operator. We analyze the resulting parallel transport dynamics in the context of the singularly perturbed linear Schrödinger equation and demonstrate its superior performance in the near adiabatic regime. Then we derive the dynamics under parallel transport gauge for real-time time-dependent density functional theory and numerically test its performance using absorption spectrum, ultrashort laser pulse, and Ehrenfest dynamics calculations as examples. Our tests show that propagating parallel transport dynamics is more than 10 times faster in terms of the wall clock time when compared to the standard explicit fourth-order Runge-Kutta time integrator for the original Schrödinger equation. Finally, we generalize the parallel transport dynamics to the scenario of mixed state evolution. Going beyond the linear and near adiabatic regime, we find that the error of the parallel transport dynamics can be bounded by certain commutators between Hamiltonians, density matrices, and their derived quantities. Such a commutator structure is not present in the Schrödinger dynamics. The commutator structure of the error bound and numerical results in the nonlinear regimes further confirm the advantage of the parallel transport dynamics.

Part IV is about simulating linear quantum dynamics on quantum computers, as well as application to solving quantum linear system problems. For quantum simulation, we focus on the standard and generalized Trotter methods and study their performance on simulating unbounded time-dependent control Hamiltonian, where the cost of the simulation cannot
be well bounded by existing theoretical analysis for most quantum algorithms. We observe that nearly all existing analyses on quantum simulation focus on the difference between the exact evolution operator and the numerical evolution operator. This measures the worst-case error of the quantum simulation, which might not be of practical interest. By proving a new vector norm error bounds for the Trotter type methods, we demonstrate that if the quantum dynamics are smooth enough, the cost of quantum simulation using the Trotter type methods does not increase as the Hamiltonian norm increases. Our result extends that of [Jahnke, Lubich, BIT Numer. Math. 2000] to the time-dependent setting and outperforms all previous analyses in the quantum simulation literature for simulating unbounded time-dependent Hamiltonian. We also clarify the existence and the importance of commutator scalings of Trotter and generalized Trotter methods for time-dependent Hamiltonian simulations.

Linear system solvers are used ubiquitously in scientific computing. Quantum algorithms for solving large systems of linear equations have received much attention recently, but most existing algorithms either do not have optimal asymptotic complexity scalings or involve rather complicated subroutines. We study how simulating quantum dynamics and adiabatic theorem can be combined to construct a new near-optimal quantum linear system solver. Our approach first transforms the linear system problem to an eigenvalue problem, then constructs a near adiabatic dynamics with the final solution solving this eigenvalue problem, finally simulating this near adiabatic dynamics by existing quantum simulation algorithms. We demonstrate that with an optimally tuned scheduling function, the new adiabatic-based solver can readily solve a quantum linear system problem with $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$ runtime, where $\kappa$ is the condition number, and $\epsilon$ is the target accuracy. This is near-optimal in both $\kappa$ and $\epsilon$. The complexity estimate of the adiabatic-based solver is derived from an improved adiabatic theorem in which the constant and gap dependence are carefully and explicitly tracked. We also investigate the possibility of solving quantum linear system problems using the related quantum approximate optimization algorithm with an optimal control protocol.
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## Part I

## Introduction



A map of ideas and concepts, to be further interpreted and expanded in the introduction and throughout this dissertation. The yellow and blue regions correspond to classical and quantum simulations, respectively.

This dissertation focuses on simulating quantum dynamics, i.e. numerically solving the time-dependent Schrödinger equation

$$
\mathrm{i} \partial_{t} \psi(t)=H(t, \psi(t)) \psi(t), \quad t \in \mathbb{R}
$$

Here $t$ is the time variable, i is the imaginary unit, the complex-valued vector $\psi(t)$ is called a wave function, and the Hamiltonian $H(t, \psi)$ is a finite-dimensional Hermitian matrix for all $t, \psi$ which describes a discrete quantum system or a discretized quantum system originating from a continuous system. The time-dependent Schrödinger equation is a fundamental model to describe physical phenomenon at the atomic and sub-atomic scale and appears ubiquitously in the context of quantum chemistry, quantum controls, and quantum information science, to name a few. The solution of the time-dependent Schrödinger equation is in general complicated, but when the Hamiltonian varies slowly with time and satisfies certain spectrum gap conditions, the solution can be simpler in the sense that it approximately remains in the eigenspace of the Hamiltonian. This phenomenon is called the near adiabatic evolution and serves as the second glue, besides simulating quantum dynamics, throughout this dissertation.

Simulating many-body quantum dynamics faces several computational challenges despite its significant importance, including high dimensionality, multiple scales, and highly oscillatory solution. High dimensionality is the most severe challenge in simulating many-body quantum dynamics. We take the transverse field Ising model (i.e. quantum version of the classical Ising model) with $n$ sites [142] as the first example. In this model, the state of a
single site can be described using a vector in a two-dimensional complex Hilbert space, and the state space of the $n$-site system is the tensor product of $n$ multiple two-dimensional complex Hilbert spaces, which is of dimension $2^{n}$. This rapidly becomes prohibitively expensive as the number of the sites $n$ increases. Another important example is the many-body quantum dynamics for molecular systems. In this example, the Hamiltonian is the sum of the kinetic operator of the nuclei and the electrons, the interaction operator between each pair of the particles, and the possible external force field operator. In particular, for a many-body molecular system consisting of $n_{a}$ nuclei and $n_{e}$ electrons, the Hamiltonian ${ }^{1}$ can be written as [111]

$$
H=-\sum_{j=1}^{n_{a}} \frac{1}{2 M_{j}} \Delta_{R_{j}}-\sum_{j=1}^{n_{e}} \frac{1}{2 m} \Delta_{r_{j}}+V_{I}(r, R)
$$

Here $R_{j}$ 's and $r_{j}$ 's are three-dimensional vectors representing the position coordinates of the corresponding nuclei and electrons, respectively. $M_{j}$ 's and $m$ are the mass of nuclei and electrons, respectively. $V_{I}(r, R)$ represents the interaction which can be written in the general form as

$$
V_{I}(r, R)=\sum_{1 \leq j<k \leq n_{a}} v_{N N}\left(R_{j}, R_{k}\right)+\sum_{1 \leq j<k \leq n_{e}} v_{e e}\left(r_{j}, r_{k}\right)+\sum_{j=1}^{n_{a}} \sum_{k=1}^{n_{e}} v_{N e}\left(R_{j}, r_{k}\right),
$$

where $v$ 's are the interaction operators between two particles, such as the Coulomb potential $v(x, y) \sim 1 /|x-y|$. In the quantum many-body molecular system, the spatial variable is the set of all $R_{j}$ 's and $r_{j}$ 's, and thus in the dimension of ( $3 n_{a}+3 n_{e}$ ). After spatial discretization, the dimension of the discretized Schrödinger equation scales exponentially in $\left(3 n_{a}+3 n_{e}\right)$, in which the base depends on the degree of freedom in the spatial discretization along each dimension.

The treatment of many-body quantum dynamics on classical and quantum devices diverges from here. Due to the exponentially large cost, directly simulating many-body quantum dynamics via standard discretization is generally intractable on classical computers nowadays, even if the simulation is only for a small molecule ${ }^{2}$. To obtain yet reasonable simulation results on classical computers, model reduction before the simulation is unavoidable. The model reduction reduces the degree of freedom of the full quantum models to a classically amenable scale. However, it introduces extra systematic approximation errors, and the practical applications of the reduced models are limited. On the other hand, quantum computers are based on the law of quantum mechanics and can potentially handle specific

[^0]exponentially large problems with only polynomial cost, including simulating quantum dynamics [59]. As a result, model reduction is no longer necessary for quantum simulation, and thus the range of applications of quantum simulation can potentially be much broader than that of classical simulation.

## Classical simulation

The first step is to perform a model reduction technique to overcome the high dimensionality of simulating quantum dynamics on classical computers. This model reduction is based on physical insight and mathematical analysis and typically results in intermediate models between classical and quantum dynamics. For many-body systems, there exist numerous approaches for model reduction, such as Born-Oppenheimer approximation [23], timedependent Hartree-Fock method [51], multi-configuration method [117], dynamical low-rank approximation [97], time-dependent density functional theory (TDDFT) [133], or a combination of several approaches ${ }^{3}$. Here we only briefly present the Born-Oppenheimer approximation and TDDFT, on which we will design and test efficient time propagation algorithms later in this dissertation.

The Born-Oppenheimer approximation makes two key assumptions. The first assumption is the separation of the nuclear dynamics and the electronic dynamics, in the sense that the electronic Hamiltonian with fixed nuclei position is first simulated, then the nuclear dynamics fed back from the electronic wave function is considered. The reason behind such a separation is that the nuclear mass is much larger than the electronic mass, and thus the electrons move much faster than the nuclei. However, the size of the electronic Hamiltonian with fixed nuclei still depends exponentially on the number of electrons, and further simplification is required. The second assumption is that the electrons are stable and slaved in the low energy levels instead of moving dynamically. This means that the electronic wave functions are (at least approximately) the eigenvector of the electronic Hamiltonian corresponding to the smallest eigenvalue, where the resulting eigenvalue problems can be further solved via relatively better studied time-independent model reduction techniques [27]. The second assumption can be reasonable when the system is not influenced by any external force field, and there exists a spectrum gap in the electronic Hamiltonian. This is indeed related to the adiabatic evolution and will be discussed later in the introduction.

The mathematical formalism of the Born-Oppenheimer approximation proceeds as follows. By fixing the nuclei positions, the electronic Hamiltonian becomes

$$
H_{e}(R)=-\sum_{j=1}^{n_{e}} \frac{1}{2 m} \Delta_{r_{j}}+V_{I}(\cdot, R)
$$

[^1]and the electronic wave functions solve the eigenvalue problem
$$
H_{e}(R) \psi(\cdot, R)=E(R) \psi(\cdot, R)
$$

After we plug this back into the original full Schrödinger equation, the nuclear dynamics is given by another Schrödinger equation governed by the Born-Oppenheimer Hamiltonian

$$
H_{\mathrm{BO}}=-\sum_{j=1}^{n_{a}} \frac{1}{2 M_{j}} \Delta_{R_{j}}+E(R) .
$$

Therefore the complexity of simulating Born-Oppenheimer molecular dynamics depends on the complexity of two sub-problems: the time-independent eigenvalue problem, which can be satisfactorily solved via time-independent model reduction techniques, and the simulation of $H_{\mathrm{BO}}$, in which the degree of freedom only depends on the number of nuclei.

Despite its great success and wide application, the Born-Oppenheimer approximation does not take into consideration electron excitation during the dynamics, which cannot be ignored in the ultrafast interacting systems. TDDFT is an alternate theory to model this scenario satisfactorily. In TDDFT, the electronic dynamics is involved through the electron density in far less dimension than the original set of particle coordinates. Without further investigation of establishing TDDFT ${ }^{4}$, the many-body quantum system is described by a set of three-dimensional wave functions $\Psi(t)=\left\{\psi_{j}(t)\right\}_{j=1}^{n_{e}}$ (which are also called electron orbitals), and the TDDFT Hamiltonian takes the form ${ }^{5}$

$$
H_{e}=-\frac{1}{2 m} \Delta+V(R, \rho(t))
$$

where $\rho(t)=\sum\left|\psi_{j}(t)\right|^{2}$ denotes the electron density. Since the electrons move much faster than the nuclei, the corresponding nuclear dynamics can be approximated by averaging over the electronic wave functions with fixed nuclei position and taking the classical limit, leading to the Ehrenfest dynamics $[103,111]$ as

$$
M_{j} \frac{d^{2}}{d t^{2}} R_{j}(t)=-\Psi^{*}(t)\left(\nabla_{R_{j}} H_{e}\right) \Psi(t)
$$

The Ehrenfest dynamics is a set of Newton-like equations. The complexity of simulating TDDFT is thereby dominated by the degree of freedom in the electron density, which is less relevant to the number of the electrons.

[^2]After model reduction, simulating many-body quantum dynamics is reduced to solving another time-dependent Schrödinger equation with feasible system size. This can readily be numerically solved using standard time propagators for ordinary differential equations [69], such as explicit Runge-Kutta methods [137] and implicit Runge-Kutta methods [36]. Another commonly used class of time propagators is the class of operator splitting methods [12, 112], especially when the Hamiltonian can be decomposed as $H=A+B$ where the Hamiltonians $A$ and $B$ are easy to simulate separately. An example is that $A$ and $B$ are the Laplacian operator and the potential operator, diagonalizable under different but efficiently transformable sets of basis. The first order splitting method is based on the Lie-Trotter formula

$$
\exp (-\mathrm{i} H t) \approx(\exp (-\mathrm{i} B t / m) \exp (-\mathrm{i} A t / m))^{m}
$$

and hereby the operator splitting methods are also referred to as Trotter formulae, especially in physics context. Besides standard Runge-Kutta methods and operator splitting methods, a wide range of other numerical discretization methods have also been thoroughly studied, such as Magnus expansion methods [36, 39], exponential time differencing methods [92], spectral deferred correction methods [84], dynamical low rank approximation [97], adiabatic state expansion [80, 152], to name a few.

Despite various model reduction approaches to overcome the challenge of high dimensionality and comprehensive studies on numerical discretization methods, simulating quantum dynamics still suffers from the highly oscillatory solution. As an illustration, we consider a trivial Schrödinger equation where the Hamiltonian $H=\lambda$ is just a constant scalar. The solution of this trivial example can be explicitly written as

$$
\begin{equation*}
\psi(t)=e^{-\mathrm{i} \lambda t} \psi(0) \tag{0.0.1}
\end{equation*}
$$

which oscillates on the time scale $\sim 1 / \lambda$. In general, the possibly fastest component of the wave function oscillates on the scale of $1 /\|H\|^{6}$, and $\|H\|$ can potentially be very large when, for instance, part of $H$ comes from the spatial discretization of the unbounded Laplacian operator. To accurately resolve such fast oscillations, the time step sizes required in a broad subset of numerical discretization methods (including Runge-Kutta methods) are required to be small enough such that $\Delta t\|H\| \lesssim 1$, which is also the stable condition for widely used explicit Runge-Kutta time propagators. Unfortunately, the small time step sizes hinder the practical applications of quantum dynamics simulation, especially up to a relatively long time.

In Part III of this dissertation, we propose an efficient approach of simulating fast oscillatory dynamics by deriving a new representation of the time-dependent Schrödinger equation which allows much larger time step sizes in numerical propagators. The key of the improvement is based on the observation that most oscillations in the wave functions are indeed not

[^3]physically intrinsic. Specifically, quantities of physical interest are called the observables. An observable can be defined as $\operatorname{Tr}(O P)$ where $O$ is a Hermitian matrix and $P=\psi \psi^{*}$ is called the density matrix. Therefore, the observable depends on the density matrix, and the oscillations in the density matrix can be much slower than those in the wave function. Retake the trivial example where $H=\lambda$ is a constant scalar, then the wave function oscillates on the time scale $\sim 1 / \lambda$, but the density matrix is just a constant matrix. Such a gap between the wave function and the density matrix inspires us to construct another wave function $\phi$ which forms the same density matrix as the original Schrödinger wave function $\psi$ but oscillates on a much larger time scale. To reconstruct the same density matrix, the newly transformed wave function $\phi(t)$ should satisfy $\phi(t)=\psi(t) U(t)$ for a unitary matrix $U(t)$, called gauge matrix. Optimizing $U(t)$ such that the oscillation within the new wave function $\phi(t)$ is minimized gives rise to the parallel transport gauge. Under the parallel transport gauge, another form of the Schrödinger equation can be derived for the transformed wave functions, which is driven by the residue and only adds one additional term to the original Schrödinger equation. Therefore the Schrödinger equation under the parallel transport gauge can readily be solved by any existing numerical propagators. Due to the minimized oscillation in the parallel transport wave function, much larger time step sizes are allowed in numerical propagators, and the simulation can be performed more efficiently.

## Quantum simulation

Roughly speaking, quantum computes are computational devices that explicitly take advantage of the law of quantum mechanics. Due to different underlying principles, quantum computers can perform computations differently from classical computers. Several classes of operations can be performed much more efficiently on quantum computers than on classical computers, and vice versa. For example, on quantum computers, computing a generic matrix-vector multiplication is very hard, and copying an unknown state is explicitly forbidden (called the no-cloning theorem [156]). However, it is very efficient to perform certain unitary transformations ${ }^{7}$. This different architecture gives rise to the possibility for quantum algorithms to achieve speedups over classical algorithms for certain problems, such as factoring [140] and unstructured search [66].

In some applications, quantum algorithms can even achieve an exponential speedup over classical algorithms, in the sense that the complexity of the best existing classical algorithms scale exponentially in some parameters, but there exists a quantum algorithm that can solve the same problem or a quantum analog in polynomial cost. An overly simplified mathematical intuition behind such a possible exponential speedup is as follows. Take as an

[^4]example the quantum circuit model [124], which can be regarded as a quantum analog of the classical logic gate based computational model and is one of the most favorite quantum computing models nowadays. Unlike the classical bit, which can only take discrete values 0 or 1 , a qubit (i.e. quantum bit) generally carries the information of the superposition of 0 and 1. Mathematically, let $|0\rangle$ and $|1\rangle$ denote two orthonormal vectors, then a qubit can be represented as $\alpha|0\rangle+\beta|1\rangle$ for complex numbers $\alpha, \beta$ such that $|\alpha|^{2}+|\beta|^{2}=1$. Therefore, a qubit can be regarded as an element $(\alpha, \beta)$ in the Hilbert space $\mathbb{C}^{2}$ (module the norm), and thus carries much more information than a classical bit. Furthermore, if we consider an $n$-qubit system, the corresponding state space becomes the tensor product of $n$ multiple $\mathbb{C}^{2}$, of which the dimension scales $\sim 2^{n}$. In other words, quantum computers can "store" a vector in a $2^{n}$-dimensional linear space with only $\mathcal{O}(n)$ costs. Furthermore, linear operations on this $2^{n}$-dimensional space can also be constructed via sequential simple operations on all or part of the $n$ qubits. This implies that generic linear unitary transformations on a $2^{n}$-dimensional space can also be efficiently performed on quantum computers with polynomial cost in $n$.

The challenge of high dimensionality in simulating quantum dynamics is naturally resolved on quantum computers by such an exponential speedup, and no model reduction technique is necessary for quantum simulation. This makes simulating quantum dynamics on quantum computers very attractive. The past few years have witnessed significant progress in the development of new quantum algorithms and the improvement of theoretical error bounds of existing quantum algorithms. Since numerous complicated Hamiltonians of practical interest can be decomposed as the sum of easily simulated Hamiltonians, Trotter methods become applicable and privilege for quantum simulation [78, 155, 42, 44]. ${ }^{8}$ To further improve the precision of the simulation, many post-Trotter algorithms have been proposed and analyzed, such as, for a time-independent Hamiltonian $H$, linear combination of unitaries [15], truncated Taylor series [16], quantum signal processing [109], quantum singular value transform [64], multi-product formula [110], and randomization product formula [30, 41, 38]; and for a time-dependent Hamiltonian $H(t)$, truncated Dyson series [19, $16,108]$, and rescaled Dyson series [18]. We remark that most existing studies only consider simulating linear Schrödinger equations since the power of quantum computers to perform nonlinear mappings is believed to be severely limited [45].

Despite naturally overcoming the challenge of high dimensionality thanks to the architecture of quantum computers, quantum simulation still suffers from fast oscillatory solutions. Such an issue is displayed as the explicit linear dependence on $\|H\|$ in the complexity of quantum simulation algorithms. Specifically, even the best existing quantum algorithms take the $\operatorname{cost} \mathcal{O}(\|H\|)$ to simulate quantum dynamics in the worst case, and the so-called

[^5]"no-fast-forwarding" theorem $[14,17]$ demands at least a linear dependence in the norm of $H$ for generic quantum simulation algorithms. This can be expensive when the norm of the Hamiltonian is huge, for example, when the Hamiltonian contains the discretized Laplacian operator. In this dissertation, we focus on the problem of simulating time-dependent Hamiltonian with large spectrum norm. While the parallel transport dynamics in Part III seems not suitable for quantum simulation due to its unavoidable strong nonlinearity, we instead study whether existing quantum algorithms can perform better and allow tighter theoretical complexity estimate for the dynamics which does not oscillate too fast. In Chapter 5, we answer this question positively for the simplest Trotter methods by deriving improved error bounds in vector norm scalings, which can explore the information of the initial vectors as well as the possibly better regularity in the wave functions.

## Near adiabatic dynamics

The solution of the time-dependent Schrödinger equation is in general complicated. For example, it possibly involves the superposition of several quantum states at different energy levels as well as transitions among those during the evolution. However, when the Hamiltonian varies slowly with time and satisfies certain spectrum gap condition, the solution becomes relatively simple because it can approximately remain in the instantaneous eigenspace of the Hamiltonian. Such a phenomenon is called the near adiabatic evolution, which can be dated back to Born and Fock [22] and has attracted much attention since then $[93,120,121,9,82,53,2,57]$.

Mathematically, consider the singularly perturbed Schrödinger equation

$$
\mathrm{i} \frac{1}{T} \partial_{t} \psi(t)=H(t, \psi(t)) \psi(t), \quad 0 \leq t \leq 1
$$

Here $T$ represents the physical time, and $t$ is the rescaled dimensionless time, then increasing $T$ is equivalent to slowing down the Hamiltonian over the entire physical evolution. The spectrum gap condition ${ }^{9}$ says that there exists a continuous function $\lambda(t, v)$ such that $\lambda(t, v)$ is an eigenvalue of the Hamiltonian $H(t, v)$ and separated from the rest of the spectrum uniformly by a positive constant (called gap). The near adiabatic dynamics is that, if the dynamics starts from an eigenvector of $H(0, \psi(0))$ corresponding to the eigenvalue $\lambda(0, \psi(0))$, then the solution $\psi(t)$ will approximately remains in the eigenspace of $H(t, \psi(t))$ corresponding to the eigenvalue $\lambda(t, \psi(t))$.

Theoretical results on rigorously bounding the difference between the exact quantum dynamics and the eigenspace are usually referred to as the adiabatic theorems. Adiabatic

[^6]theorems also focus on how the physical evolution time $T$ and the magnitude of the gap affect the approximation error. Most existing adiabatic theorems treat the linear regime where $H$ is independent of $\psi$. The arguably first rigorous adiabatic theorem is by Kato [93], which was further extended and improved to have better time convergence [89, 82, 121, 62] and explicit gap dependence [88, 53], to the gapless scenario [9], to the discrete evolution [52], and to the extended many-body system [10]. In Part II of this dissertation, we prove a new version of linear adiabatic theorem with near-optimal dependence in both the evolution time $T$ and the size of the spectrum gap. Compared to the linear regime, there are significantly fewer nonlinear adiabatic theorems available, partially due to the limited nonlinear spectrum theory. [35, 72, 141] prove the adiabatic theorem with weak nonlinearity, and [61] studies the small initial condition scenario, which is equivalent to the weak nonlinear formalism for the example of Gross-Pitaevskii equation. A remarkable nonlinear adiabatic theorem is obtained in [57] beyond the weak nonlinear and small initial condition regime.

We remark that near adiabatic dynamics serve as the second glue of this dissertation besides simulating quantum dynamics. Theoretical derivation and analysis of new algorithms in classical and quantum simulation in this dissertation are closely related to or can be better understood in the near adiabatic dynamics. In the classical simulation, the BornOppenheimer approximation can be justified by the adiabatic theorems because the eigenvalue problem for the electronic Hamiltonian becomes a good approximation of the electronic quantum dynamics when it is near the adiabatic regime. Therefore the Born-Oppenheimer approximation can only be applied to the system where the electronic Hamiltonian satisfies the spectrum gap condition, and its approximation errors can be analyzed using the adiabatic theorems. Another example is that the advantage of the parallel transport dynamics proposed in Part III can be more transparent and rigorously justified in the near adiabatic regime. This is because the parallel transport dynamics is driven by the residue terms, which becomes very small in the near adiabatic regime.

Near adiabatic dynamics plays an even more important role in quantum simulation. Adiabatic theorems guarantee that the solution of the quantum dynamics approximately remains in certain eigenspace of the gapped Hamiltonian. Therefore large-scale eigenvalue problems can be solved on quantum computers by encoding the target matrix into the final Hamiltonian and simulating quantum dynamics. This procedure is called adiabatic quantum computing (AQC). More precisely, to find an eigenvector of a Hermitian matrix $A^{10}$, we construct a time-dependent Hamiltonian $H(t)=(1-t) B+t A$ for another simple Hamiltonian $B$ and solve the corresponding quantum dynamics. If the construction of $B$ is adequate such that the eigenvector of $B$ is given or easy to prepare, and $H(t)$ satisfies the gap condition, then, starting from the eigenvector of $B$, the final solution of the quantum dynamics

[^7]governed by $H(t)$ will reasonably approximate the eigenvector of $A$ at which we aim. In Chapter 6 of this dissertation, we show how the linear system problems can be solved by the AQC approach. In particular, we discuss the procedure of transforming a linear system problem into an eigenvalue problem and encoding the corresponding eigenvalue problem into a quantum dynamics with sufficient gap condition. Specifically, our construction of the time-dependent Hamiltonian is to interpolate the initial and the final target Hamiltonian by optimized scheduling functions and beyond the linear interpolation. Such optimized scheduling functions allow us to sufficiently employ the instantaneous spectrum gap information and reduce the adiabatic error as much as possible. Our new AQC-based quantum linear system solver achieves exponential speedup over the classical linear system solvers and achieves near-optimal complexity in all other parameters of interest, including the precision and the condition number of the linear system problem.

## Organization

The rest of this dissertation is organized as follows. In Part II, we prove a new version of the adiabatic theorem with exponential convergence in the inverse evolution time and almost quadratic dependence in the spectrum gap up to a logarithmic factor. Part III studies simulating quantum dynamics on classical computers with the focus on dealing with the computational challenge of fast oscillatory solutions. We propose a framework of propagating the dynamics under the parallel transport gauge, which can remove unnecessary oscillations and allow much larger time step steps in numerical integrators. Theoretical analysis and numerical experiments are carried out for evolution of pure states in Chapter 2, for timedependent density functional theory in Chapter 3, and for evolution of mixed states in Chapter 4. Part IV is devoted to simulating quantum dynamics on quantum computers. We first show in Chapter 5 that Trotter and generalized Trotter methods can perform well for quantum dynamics with better regularity by establishing improved error bounds in vector norm scalings. Then in Chapter 6 we study how the adiabatic theorems and quantum simulation can be weaved together to design a quantum linear system solver with nearoptimal scalings in the precision and the condition number.

Please note that Chapter 2 is based on [5] (joint work with Lin Lin), Chapter 3 is based on [85] (joint work with Weile Jia, Lin Lin, and Lin-Wang Wang), Chapter 4 is based on [6] (joint work with Di Fang and Lin Lin), Chapter 5 is based on [4] (joint work with Di Fang and Lin Lin), and Chapter 6 is based on [7] (joint work with Lin Lin).

## Part II

## Quantum linear adiabatic theorem

## Chapter 1

## Adiabatic theorem with exponential time convergence and quadratic gap dependence

### 1.1 Introduction

This chapter provides a rigorous description of the linear near adiabatic evolution and proves a new version of the adiabatic theorem, which is almost tight in both parameters: the inverse evolution time and the magnitude of the spectrum gap. Consider the following linear timedependent Schödinger equation

$$
\begin{equation*}
\mathrm{i} \frac{1}{T} \partial_{s} \psi(s)=H(s) \psi(s), \quad 0 \leq s \leq 1 \tag{1.1.1}
\end{equation*}
$$

with the initial condition $\psi(0)$ being a normalized eigenvector of the initial Hamiltonian $H(0)$. Here we have already rescaled the time such that $s$ denotes the rescaled time and $T$ represents the original physical evolution time. The implicit assumption that the Hamiltonian $H(s)$ only depends on the rescaled time $s$ indicates that the Hamiltonian changes very slowly in the real physical evolution.

An important assumption for the near adiabatic dynamics is the so-called gap condition. The gap condition roughly says that there exist eigenpaths of the Hamiltonian $H(s)$ which can be separated from the rest of the spectrum uniformly by a positive constant (called gap). Here we follow [82] to provide a rigorous description of the gap condition:

Assumption 1. There exist two real-valued, continuous function $b_{+}(s)$ and $b_{-}(s)$, and a number $\Delta_{*}>0$, such that

$$
\begin{equation*}
\operatorname{dist}\left(\left\{b_{+}(s), b_{-}(s)\right\}, \sigma(H(s))\right)=: \Delta(s) / 2 \geq \Delta_{*} / 2 . \tag{1.1.2}
\end{equation*}
$$

A remark is that here distance between the functions $b$ and the spectrum of the Hamiltonian is denoted to be half of the parameter $\Delta$, because we wish to relate $\Delta$ to the distance between the two eigenvalues forming the spectrum gap, which is consistent with the physical energy gap.

Let $P(s)$ denote the spectral projection operator associated with the nonempty band $\sigma(H(s)) \cap\left[b_{-}(s), b_{+}(s)\right]$. Under Assumption 1 and some further regularization assumptions for $H(s)$ (which will be specified later), the adiabatic theorem says that for the quantum dynamics, if the initial vector $\psi(0)$ is within the range of $P(0)$, then the final solution $\psi(1)$ will be approximately within the range of $P(1)$. The leakage of the dynamics to the space $\operatorname{span}(I-P(1))$, referred to as the adiabatic error, mainly depends on two parameters: the evolution time $T$ and the spectrum gap $\Delta$. Qualitatively speaking, the adiabatic error will be reduced when the evolution time $T$ becomes larger and the gap $\Delta$ becomes larger.

The rest of this part is organized as follows. In Section 1.2 we provide a brief summary of existing rigorous versions of the linear adiabatic theorems. We focus on the explicit dependence of the adiabatic error on the evolution time $T$ and the gap $\Delta$, as well as the advantages and limitations of the existing results. We then prove a new version of the linear adiabatic theorem in Section 1.3. Our new adiabatic theorem overcomes the limitations of the existing results and becomes sharp in both the evolution time $T$ and the gap $\Delta$. Conclusions and possible further directions are given in Section 1.4.

### 1.2 Existing adiabatic theorems

There are numerous versions of the adiabatic theorems under different assumptions, leading to different bounds on the adiabatic error. Here we only summarize a few of the rigorously proved linear adiabatic theorems, which are representative for studying the time and gap dependence. Interested readers are referred to [2] for a nice review of linear adiabatic theorems, as well as [57] for a detailed review of recently developed nonlinear adiabatic theorems.

We start with the dependence of the adiabatic error on the evolution time $T$. Typical results reveal a linear convergence of adiabatic error in the inverse time $1 / T$, under the (relatively not strong) assumption that the Hamiltonian $H(s)$ is twice continuously differentiable. Here we present one of these theorems established in [82].

Theorem 2. Assume that $H(s)$ is twice continuously differentiable, and let $m(s)$ denote the number of different eigenvalues of which $P(s)$ consists. Then for any normalized vector $\psi(0) \in P(0)$ and any $s \in[0,1]$, we have

$$
\begin{equation*}
\left\|\psi(s) \psi^{*}(s)-P(s)\right\| \leq A(s) \tag{1.2.1}
\end{equation*}
$$

where there exists an absolute constant $C>0$ such that

$$
\begin{align*}
& A(s) \leq C\left[\frac{m(0)\left\|H^{\prime}(0)\right\|}{T \Delta(0)^{2}}+\frac{m(s)\left\|H^{\prime}(s)\right\|}{T \Delta(s)^{2}}\right. \\
& \left.\quad+\frac{1}{T} \int_{0}^{s}\left(\frac{m(\tau)\left\|H^{\prime \prime}(\tau)\right\|}{\Delta(\tau)^{2}}+\frac{m(\tau)^{3 / 2}\left\|H^{\prime}(\tau)\right\|^{2}}{\Delta(\tau)^{3}}\right) d \tau\right] . \tag{1.2.2}
\end{align*}
$$

The idea of proving Theorem 2 is first representing the adiabatic error as an integral over a slowly varying function on the time scale $\sim T$, then applying the integration by parts formula to obtain an extra order in $1 / T$. Notice that such a procedure can be repeated to obtain extra orders in $1 / T$. Roughly speaking, by applying integration by parts formula repeatedly, the adiabatic error can be reformulated as (where BC represents the boundary condition)

$$
\begin{aligned}
\text { adiabatic error } & =\frac{1}{T} \mathrm{BC}_{1}+\frac{1}{T} \int_{0}^{s} \\
& =\frac{1}{T} \mathrm{BC}_{1}+\frac{1}{T^{2}} \mathrm{BC}_{2}+\frac{1}{T^{2}} \int_{0}^{s} \\
& =\frac{1}{T} \mathrm{BC}_{1}+\frac{1}{T^{2}} \mathrm{BC}_{2}+\frac{1}{T^{3}} \mathrm{BC}_{3}+\frac{1}{T^{3}} \int_{0}^{s} \\
& =\cdots \cdots .
\end{aligned}
$$

Once all the boundary conditions vanish and the Hamiltonian $H(s)$ is smooth enough for legal repeated integration by parts procedure, the converge order of the adiabatic error in $1 / T$ can be further improved to be arbitrarily high, and even exponential.

One of the rigorously established adiabatic theorems with exponentially small error and an explicit gap dependence is in [62], though via a different approach from repeated integration by parts. To introduce this result, we first state the technical assumptions, namely the vanishing boundary condition and a regularity assumption on the Hamiltonian $H(t)$. The vanishing boundary condition can be rigorously stated as follows.

Assumption 3. $H(s)$ is smooth, and for any $k \geq 1$,

$$
\begin{equation*}
H^{(k)}(0)=H^{(k)}(1)=0 . \tag{1.2.3}
\end{equation*}
$$

As discussed before, the vanishing boundary condition allows the adiabatic error to cancel at the boundary and thus is the key to the exponential convergence order in $1 / T$. However, the vanishing boundary condition naturally excludes the situation that $H(t)$ is real analytic because if $H(t)$ is real analytic on $[0,1]$, then according to Taylor's theorem, $H(t)$ is just a constant matrix over the entire time interval and the corresponding quantum dynamics
degenerates to the trivial scenario. Therefore $H(t)$ should belong to a function class between the real analytic function class and the smooth function class. One example is the Gevrey class defined in the following assumption.

Assumption 4. $H(s)$ is in the Gevrey class $G^{\alpha}$ for $\alpha>0$ in the sense that there exist constants $C, D>0$ such that for all $k \geq 0$,

$$
\begin{equation*}
\max _{s \in[0,1]}\left\|H^{(k)}(s)\right\| \leq C D^{k} \frac{(k!)^{1+\alpha}}{(k+1)^{2}} \tag{1.2.4}
\end{equation*}
$$

Notice that $G^{0}$ is a subspace of the real analytic function space, and for any $\alpha>0$, there exists a function in $G^{\alpha}$ which is not real analytic. Therefore Gevrey class can be viewed as a generalization of the real analytic function class.

The adiabatic theorem developed in [62] is as follows.
Theorem 5. Under Assumption 1, Assumption 3, Assumption 4, for any normalized vector $\psi(0) \in P(0)$, the final adiabatic error can be bounded as

$$
\begin{equation*}
\left\|\psi(1) \psi^{*}(1)-P(1)\right\| \leq \frac{c}{\Delta_{*}} \exp \left(-\left(c T \Delta_{*}^{3}\right)^{\frac{1}{1+\alpha}}\right) \tag{1.2.5}
\end{equation*}
$$

where $c$ is a positive constant only depending on $C, D$ and $\alpha$.
Now we discuss the gap dependence, which refers to the dependence of the evolution time $T$ on the gap $\Delta$ if the adiabatic error is controlled below a fixed level independent of the gap. Notice that both Theorem 2 and Theorem 5 indicate a cubic gap dependence, namely $T$ should be at least $\mathcal{O}\left(1 / \Delta_{*}^{3}\right)$ to control the adiabatic error. However, it is expected that the general gap dependence is quadratic due to numerical tests on various applications and the quadratic growth in a single integration by parts step conjectured in Theorem 2. To theoretically establish the quadratic gap dependence, [53] proves the following result.

Theorem 6. Assume the Hamiltonian $H(t)$ satisfies the gap condition (Assumption 1), belongs to the Gevrey class (Assumption 4), and that the minimal gap $\Delta_{*} \ll h$ where $h=$ $\|H(0)\|=\|H(1)\|$. If there exists a $\Delta$-independent constant $K>0$ such that

$$
\begin{equation*}
T \geq \frac{K}{\Delta_{*}^{2}}\left|\log \left(\Delta_{*} / h\right)\right|^{6(\alpha+1)} \tag{1.2.6}
\end{equation*}
$$

then the adiabatic error $\left\|\psi(s) \psi^{*}(s)-P(s)\right\|$ is o(1) for all $s \in[0,1]$ as $\Delta_{*}$ goes to 0 .
Theorem 6 shows that to control the adiabatic error, the evolution time indeed scales almost quadratically in the inverse gap up to a logarithmic factor. This is better than the
cubic gap dependence established in Theorem 2 and Theorem 5. Furthermore, such an almost quadratic dependence is nearly tight since [34] constructs an example showing that generic adiabatic error cannot scale better than the quadratic dependence in the inverse gap. However, Theorem 6 does not reveal how the adiabatic error depends on the evolution time explicitly, i.e. how $T$ should scale in $\epsilon$ if we would like to bound the error by a given $\epsilon$.

### 1.3 Our result

Here, under the vanishing boundary condition and the Gevrey class assumption, we prove a new adiabatic theorem combining exponential convergence order in the inverse evolution time and almost quadratic gap dependence. This result was not previously published, and this dissertation is its first appearance. Our result can be viewed as an improvement of Theorem 5 with better gap dependence, and as an improvement of Theorem 6 with explicit convergence order in $1 / T$. The generic quadratic gap dependence is also beyond Theorem 5 and is generally sharp unless there is more specific knowledge of the spectral information along the adiabatic path. A similar result has only been established for two-level systems through Landau-Zener formula [163, 99, 88], and we are not aware of any existing rigorous result beyond two-level systems. The proof of our result is largely built upon [121, 62, 7], with a more careful tracking on the spectrum gap dependence.

The organization of this section is as follows. We first state our result and provide the skeleton of the proof. Then the proof is completed by presenting technical lemmas and estimating the growth of several operators' derivatives.

## Main result and proof idea

Theorem 7. Let the Hamiltonian $H(t)$ satisfy the gap condition (Assumption 1), the vanishing boundary condition (Assumption 3) and the Gevrey class assumption (Assumption 4). Assume that there is only one eigenvalue (not necessarily simple) in between $b_{-}(s)$ and $b_{+}(s)$. Then, for any normalized vector $\psi(0) \in P(0)$,

1. for any positive integer $M$, the final adiabatic error can be bounded as

$$
\begin{equation*}
\left\|\psi(1) \psi^{*}(1)-P(1)\right\| \leq \frac{2^{1+\alpha}}{16} A_{1} A_{3}\left(T^{-1} A_{2} M^{1+\alpha}\right)^{M} \tag{1.3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{1}=2\left(1+2 c_{f}^{2}+4 c_{f}^{4}\right)^{-1}=\mathcal{O}(1), \\
& A_{2}=\frac{4 c_{f}^{3}\left(1+2 c_{f}^{2}+4 c_{f}^{4}\right)}{\Delta_{*}}\left(D+\frac{c_{f} C D}{\Delta_{*}}\right)=\mathcal{O}\left(1 / \Delta_{*}^{2}\right), \\
& A_{3}=D+\frac{c_{f} C D}{\Delta_{*}}=\mathcal{O}\left(1 / \Delta_{*}\right),
\end{aligned}
$$

2. for $T>e A_{2}$, we have

$$
\begin{equation*}
\left\|\psi(1) \psi^{*}(1)-P(1)\right\| \leq \frac{2^{1+\alpha}}{16} A_{1} A_{3} \exp \left(-\left(\frac{T}{e A_{2}}\right)^{\frac{1}{1+\alpha}}\right) \tag{1.3.2}
\end{equation*}
$$

3. in order to bound the adiabatic error by $\epsilon$, it suffices to choose

$$
\begin{equation*}
T=\mathcal{O}\left(\frac{1}{\Delta_{*}^{2}}\left(\log \left(\frac{1}{\Delta_{*} \epsilon}\right)\right)^{1+\alpha}\right) \tag{1.3.3}
\end{equation*}
$$

Proof. Let $P_{0}(s)=P(s)$. Motivated by the asymptotic expansion of the projection onto the invariant space of $H(s)$, we define recursively the operators $E_{j}$ such that

$$
\begin{equation*}
\left[H(s), E_{0}(s)\right]=0, \quad \mathrm{i} \partial_{s} E_{j}(s)=\left[H(s), E_{j+1}(s)\right], \quad E_{j}(s)=\sum_{m=0}^{j} E_{m}(s) E_{j-m}(s) \tag{1.3.4}
\end{equation*}
$$

It has been proved in [121] that the solution of (1.3.4) with initial condition $E_{0}=P_{0}$ is given by

$$
\begin{align*}
E_{0}(s)= & P_{0}(s)=-(2 \pi \mathrm{i})^{-1} \oint_{\Gamma(s)}(H(s)-z)^{-1} d z  \tag{1.3.5}\\
E_{j}(s)= & (2 \pi)^{-1} \oint_{\Gamma(s)}(H(s)-z)^{-1}\left[E_{j-1}^{(1)}(s), P_{0}(s)\right](H(s)-z)^{-1} d z \\
& +S_{j}(s)-2 P_{0}(s) S_{j}(s) P_{0}(s) \tag{1.3.6}
\end{align*}
$$

where

$$
\begin{equation*}
S_{j}(s)=\sum_{m=1}^{j-1} E_{m}(s) E_{j-m}(s) \tag{1.3.7}
\end{equation*}
$$

and $\Gamma(s)$ is a circle centered at the eigenvalue of interest with radius $\Delta_{*}$.

For an arbitrary positive integer $M$, we define an operator $P_{M}(s)$ via a truncated series

$$
\begin{equation*}
P_{M}(s)=\sum_{j=0}^{M} E_{j}(s) T^{-j} \tag{1.3.8}
\end{equation*}
$$

Such a $P_{M}(s)$ is almost the projection onto the invariant space of $H(s)$. In particular,

$$
\begin{equation*}
\mathrm{i} \frac{1}{T} P_{M}^{(1)}-\left[H, P_{M}\right]=\mathrm{i} \frac{1}{T} \sum_{j=0}^{M} E_{j}^{(1)} T^{-j}-\sum_{j=0}^{M}\left[H, E_{j}\right] T^{-j}=\mathrm{i} T^{-(M+1)} E_{M}^{(1)} \tag{1.3.9}
\end{equation*}
$$

In Lemma 8, we prove that $P_{M}(0)=P_{0}(0)$ and $P_{M}(1)=P_{0}(1)$. Let $U_{T}(s)$ denote the evolution operator of the dynamics Eq. (1.1.1), then the adiabatic error becomes

$$
\begin{align*}
\left\|\psi(1) \psi^{*}(1)-P(1)\right\| & =\left\|P_{0}(1)-U_{T}(1) P_{0}(0) U_{T}(1)^{\dagger}\right\| \\
& =\left\|U_{T}(1)^{\dagger} P_{0}(1) U_{T}(1)-P_{0}(0)\right\| \\
& =\left\|U_{T}(1)^{\dagger} P_{M}(1) U_{T}(1)-P_{M}(0)\right\| \\
& =\left\|\int_{0}^{1} \frac{d}{d s}\left(U_{T}^{\dagger} P_{M} U_{T}\right) d s\right\| . \tag{1.3.10}
\end{align*}
$$

Notice that (by taking derivative on the equation $U_{T} U_{T}^{\dagger}=I$ )

$$
\begin{equation*}
\frac{d}{d s} U_{T}^{\dagger}=\mathrm{i} T U_{T}^{\dagger} H \tag{1.3.11}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{d}{d s}\left(U_{T}^{\dagger} P_{M} U_{T}\right) & =\frac{d}{d s}\left(U_{T}^{\dagger}\right) P_{M} U_{T}+U_{T}^{\dagger} \frac{d}{d s}\left(P_{M}\right) U_{T}+U_{T}^{\dagger} P_{M} \frac{d}{d s}\left(U_{T}\right) \\
& =\mathrm{i} T U_{T}^{\dagger} H P_{M} U_{T}-\mathrm{i} T U_{T}^{\dagger}\left[H, P_{M}\right] U_{T}+T^{-M} U_{T}^{\dagger} E_{M}^{(1)} U_{T}-\mathrm{i} T U_{T}^{\dagger} P_{M} H U_{T} \\
& =T^{-M} U_{T}^{\dagger} E_{M}^{(1)} U_{T} \tag{1.3.12}
\end{align*}
$$

then we have

$$
\begin{equation*}
\left\|\psi(1) \psi^{*}(1)-P(1)\right\| \leq\left\|\int_{0}^{1} T^{-M} U_{T}^{\dagger} E_{M}^{(1)} U_{T} d s\right\| \leq T^{-M} \max _{s \in[0,1]}\left\|E_{M}^{(1)}\right\| \tag{1.3.13}
\end{equation*}
$$

In Lemma 13 we prove that

$$
\begin{equation*}
\left\|E_{M}^{(1)}\right\| \leq A_{1} A_{2}^{M} A_{3} \frac{((M+1)!)^{1+\alpha}}{(1+1)^{2}(M+1)^{2}} \tag{1.3.14}
\end{equation*}
$$

Using the fact that $(M+1)!\leq 2 M^{M}$,

$$
\begin{equation*}
\left\|E_{M}^{(1)}\right\| \leq \frac{2^{1+\alpha}}{16} A_{1} A_{2}^{M} A_{3}\left(M^{M}\right)^{1+\alpha}=\frac{2^{1+\alpha}}{16} A_{1} A_{3}\left(A_{2} M^{1+\alpha}\right)^{M} \tag{1.3.15}
\end{equation*}
$$

Together with Eq. (1.3.13), we complete the first part of the proof.
2. Notice that the estimate in the first part holds for all positive integer $M$. For sufficiently large $T$, we choose

$$
\begin{equation*}
M=\left\lfloor\left(\frac{e A_{2}}{T}\right)^{-\frac{1}{1+\alpha}}\right\rfloor \geq 1 \tag{1.3.16}
\end{equation*}
$$

Then

$$
\begin{align*}
\left\|\psi(1) \psi^{*}(1)-P(1)\right\| & \leq \frac{2^{1+\alpha}}{16} A_{1} A_{3}\left(T^{-1} A_{2} M^{1+\alpha}\right)^{M} \\
& \leq \frac{2^{1+\alpha}}{16} A_{1} A_{3} \exp \left(-\left(\frac{T}{e A_{2}}\right)^{\frac{1}{1+\alpha}}\right) \tag{1.3.17}
\end{align*}
$$

3. By requiring the bound in the second part to be smaller than $\epsilon$, we can obtain a sufficient condition for $T$ that

$$
\begin{equation*}
T \geq e A_{2}\left(\log \left(\frac{2^{1+\alpha}}{16} \frac{A_{1} A_{3}}{\epsilon}\right)\right)^{1+\alpha} \tag{1.3.18}
\end{equation*}
$$

The desired complexity estimate can be obtained by noticing that $A_{1}=\mathcal{O}(1), A_{2}=\mathcal{O}\left(1 / \Delta_{*}^{2}\right)$ and $A_{3}=\mathcal{O}\left(1 / \Delta_{*}\right)$.

## Completion of the proof

We complete the technical details of the proof of Theorem 7 by stating and proving several lemmas regarding the growth of the derivatives of the resolvent, which is defined as $R(z, s)=$ $(H(s)-z)^{-1}$, as well as $E_{j}(s)$ and $P_{j}(s)$. It is worth mentioning in advance that in the proof we will encounter derivatives taken on a contour integral. In fact all such derivatives taken on a contour integral will not involve derivatives on the contour, since derivatives are local information and we can fix the contour to be the same when we study the growth of the derivatives according to Cauchy's theorem. By writing $R^{(k)}$ we only consider the explicit time derivatives brought by $H$.
Lemma 8. 1. For all $k \geq 1, E_{0}^{(k)}(0)=P_{0}^{(k)}(0)=0, E_{0}^{(k)}(1)=P_{0}^{(k)}(1)=0$.
2. For all $j \geq 1, k \geq 0, E_{j}^{(k)}(0)=E_{j}^{(k)}(1)=0$.

Proof. We will repeatedly use the fact that $R^{(k)}(0)=R^{(k)}(1)=0$. This can be proved by taking the $k$ th order derivative of the equation $(H-z) R=I$ and

$$
R^{(k)}=-R \sum_{l=1}^{k}\binom{k}{l}(H-z)^{(l)} R^{(k-l)}=-R \sum_{l=1}^{k}\binom{k}{l} H^{(l)} R^{(k-l)} .
$$

1. This is a straightforward result by the definition of $E_{0}$ and the fact that $R^{(k)}$ vanish on the boundary.
2. We prove by induction with respect to $j$. For $j=1$, Eq. (1.3.6) tells that

$$
E_{1}=(2 \pi)^{-1} \oint_{\Gamma} R\left[P_{0}^{(1)}, P_{0}\right] R d z
$$

Therefore each term in the derivatives of $E_{1}$ must involve at least one of the derivative of $R$ and the derivative of $P_{0}$, which means the derivatives of $E_{1}$ much vanish on the boundary.

Assume the conclusion holds for $<j$, then for $j$, first each term of the derivatives of $S_{j}$ much involve the derivative of some $E_{m}$ with $m<j$, which means the derivatives of $S_{j}$ much vanish on the boundary. Furthermore, for the similar reason, Eq. (1.3.6) tells that the derivatives of $E_{j}$ must vanish on the boundary.

The following three technical lemmas are introduced in [121, 62]. where $c_{f}=4 \pi^{2} / 3$ denote an absolute constant.

Lemma 9. Let $\alpha>0$ be a positive real number, $p, q$ be non-negative integers and $r=p+q$. Then

$$
\sum_{l=0}^{k}\binom{k}{l} \frac{[(l+p)!(k-l+q)!]^{1+\alpha}}{(l+p+1)^{2}(k-l+q+1)^{2}} \leq c_{f} \frac{[(k+r)!]^{1+\alpha}}{(k+r+1)^{2}}
$$

Lemma 10. Let $k$ be a non-negative integer, then

$$
\sum_{l=0}^{k} \frac{1}{(l+1)^{2}(k+1-l)^{2}} \leq c_{f} \frac{1}{(k+1)^{2}}
$$

Lemma 11. Let $A(s), B(s)$ be two smooth matrix-valued function defined on $[0,1]$ satisfying

$$
\left\|A^{(k)}(s)\right\| \leq a_{1} a_{2}^{k} \frac{[(k+p)!]^{1+\alpha}}{(k+1)^{2}}, \quad\left\|B^{(k)}(s)\right\| \leq b_{1} b_{2}^{k} \frac{[(k+q)!]^{1+\alpha}}{(k+1)^{2}}
$$

for some positive constants $a_{1}, a_{2}, b_{1}, b_{2}$, non-negative integers $p, q$ and for all $k \geq 0$. Then for every $k \geq 0,0 \leq s \leq 1$,

$$
\left\|(A(s) B(s))^{(k)}\right\| \leq c_{f} a_{1} b_{1} \max \left\{a_{2}, b_{2}\right\}^{k} \frac{[(k+r)!]^{1+\alpha}}{(k+1)^{2}}
$$

where $r=p+q$.

Now we are ready to bound the growth of the derivatives of $R, P_{j}$ and $E_{j}$, which is given in the following two lemmas. Notice that here the technique of bounding the contour integrals is new compared to the previous works [7, 62].

Lemma 12. For all $k \geq 0$ and each fixed $z \in \Gamma(s)$,

$$
\left\|R^{(k)}(z, s)\right\| \leq \frac{1}{\Delta_{*}}\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k} D^{k} \frac{(k!)^{1+\alpha}}{(k+1)^{2}}
$$

Proof. We prove it by induction. The case $k=0$ is straightforward. Assume the lemma holds for $<k$, by taking derivatives of the equation $(H-z) R=I$, we have

$$
\begin{equation*}
R^{(k)}=-R \sum_{l=1}^{k}\binom{k}{l}(H-z)^{(l)} R^{(k-l)}=-R \sum_{l=1}^{k}\binom{k}{l} H^{(l)} R^{(k-l)} . \tag{1.3.19}
\end{equation*}
$$

By induction assumption, Assumption 4 and Lemma 9, we have

$$
\begin{equation*}
\left\|R^{(k)}\right\| \leq \frac{1}{\Delta_{*}} \sum_{l=1}^{k}\binom{k}{l} C D^{l} \frac{(l!)^{1+\alpha}}{(l+1)^{2}} \frac{1}{\Delta_{*}}\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k-l} D^{k-l} \frac{((k-l)!)^{1+\alpha}}{(k-l+1)^{2}} \tag{1.3.20}
\end{equation*}
$$

Notice that $c_{f} C / \Delta_{*} \leq\left(1+c_{f} C / \Delta_{*}\right)^{l}$. Combining this inequality with Lemma 9, we have

$$
\begin{align*}
\left\|R^{(k)}\right\| & \leq \frac{1}{c_{f} \Delta_{*}}\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k} D^{k} \sum_{l=1}^{k}\binom{k}{l} \frac{(l!)^{1+\alpha}}{(l+1)^{2}} \frac{((k-l)!)^{1+\alpha}}{(k-l+1)^{2}} \\
& \leq \frac{1}{\Delta_{*}}\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k} D^{k} \frac{(k!)^{1+\alpha}}{(k+1)^{2}} \tag{1.3.21}
\end{align*}
$$

This completes the proof.
Lemma 13. 1. For all $k \geq 0$,

$$
\begin{equation*}
\left\|E_{0}^{(k)}\right\|=\left\|P_{0}^{(k)}\right\| \leq\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k} D^{k} \frac{(k!)^{1+\alpha}}{(k+1)^{2}} \tag{1.3.22}
\end{equation*}
$$

2. For all $k \geq 0, j \geq 1$,

$$
\begin{equation*}
\left\|E_{j}^{(k)}\right\| \leq A_{1} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} \tag{1.3.23}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{1}=2\left(1+2 c_{f}^{2}+4 c_{f}^{4}\right)^{-1}, \\
& A_{2}=\frac{4 c_{f}^{3}\left(1+2 c_{f}^{2}+4 c_{f}^{4}\right)}{\Delta_{*}}\left(D+\frac{c_{f} C D}{\Delta_{*}}\right), \\
& A_{3}=D+\frac{c_{f} C D}{\Delta_{*}} .
\end{aligned}
$$

Proof. 1. We take the time derivatives of the contour integral representation of

$$
\begin{equation*}
P_{0}(s)=-(2 \pi \mathrm{i})^{-1} \oint_{\Gamma(s)}(H(s)-z)^{-1} d z \tag{1.3.24}
\end{equation*}
$$

with respect to time $s$. As we have discussed before, although there is some time dependence in the contour $\Gamma(s)$, such a time dependence in the contour will not be taken into account when we compute the derivative, because the derivatives are local property and we can replace $\Gamma(s)$ by $\Gamma\left(s_{0}\right)$ locally for some fixed $s_{0}$ due to the continuity of the spectrum. With this consideration, using Lemma 12 we have

$$
\begin{equation*}
\left\|P_{0}^{(k)}\right\|=\left\|(2 \pi \mathrm{i})^{-1} \oint_{\Gamma} R^{(k)} d z\right\| \leq\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k} D^{k} \frac{(k!)^{1+\alpha}}{(k+1)^{2}} . \tag{1.3.25}
\end{equation*}
$$

2. First we remark that the choice of $A_{1}, A_{2}$ and $A_{3}$ satisfies the conditions

$$
\begin{align*}
& \left(\frac{1}{2}+c_{f}^{2}+2 c_{f}^{4}\right) A_{1} \leq 1  \tag{1.3.26}\\
& A_{1} A_{2}=\frac{8 c_{f}^{3}}{\Delta_{*}} A_{3} . \tag{1.3.27}
\end{align*}
$$

These relations, together with the definition of $A_{3}$, will be used in the proof.
We prove this by induction on $j$. For $j=1$, by the definition of $E_{1}$ (Eq. (1.3.6)), Lemma 12, Lemma 11 and part 1 of Lemma 13, we have

$$
\begin{align*}
\left\|E_{1}^{(k)}\right\| & =\left\|(2 \pi)^{-1} \frac{d^{k}}{d s^{k}} \oint_{\Gamma} R\left[P_{0}^{(1)}, P_{0}\right] R d z\right\| \\
& \leq 2 \Delta_{*} c_{f}^{3} \frac{1}{\Delta_{*}^{2}}\left(1+\frac{c_{f} C}{\Delta_{*}}\right) D\left(1+\frac{c_{f} C}{\Delta_{*}}\right)^{k} D^{k} \frac{((k+1)!)^{1+\alpha}}{(k+1)^{2}} \\
& =\frac{8 c_{f}^{3}}{\Delta_{*}} A_{3} A_{3}^{k} \frac{((k+1)!)^{1+\alpha}}{(k+1)^{2}(1+1)^{2}} \\
& \leq A_{1} A_{2} A_{3}^{k} \frac{((k+1)!)^{1+\alpha}}{(k+1)^{2}(1+1)^{2}} \tag{1.3.28}
\end{align*}
$$

Now we assume the lemma holds for all $<j$. For the case $j$, we first bound the derivative of
$S_{j}$. By the definition of $S_{j}$, Lemma 10, Lemma 11 and the induction assumption,

$$
\begin{align*}
\left\|S_{j}^{(k)}\right\| & =\left\|\frac{d^{k}}{d s^{k}}\left(\sum_{m=1}^{j-1} E_{m} E_{j-m}\right)\right\| \\
& \leq \sum_{m=1}^{j-1} c_{f} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(m+1)^{2}(j-m+1)^{2}} \\
& \leq c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} . \tag{1.3.29}
\end{align*}
$$

Then by the definition of $E_{j}$ (Eq. (1.3.6)), Lemma 11, Lemma 12, part 1 of Lemma 13 and the induction assumption,

$$
\begin{align*}
\left\|E_{j}^{(k)}\right\| \leq & \left\|\frac{d^{k}}{d s^{k}}\left((2 \pi)^{-1} \oint_{\Gamma} R\left[E_{j-1}^{(1)}, P_{0}\right] R d z\right)\right\|+\left\|\frac{d^{k}}{d s^{k}} S_{j}\right\|+\left\|\frac{d^{k}}{d s^{k}}\left(2 P_{0} S_{j} P_{0}\right)\right\| \\
\leq & \Delta_{*} c_{f}^{3} \frac{1}{\Delta_{*}^{2}} A_{1} A_{2}^{j-1} A_{3} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2} j^{2}}+c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} \\
& +2 c_{f}^{2} c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} \\
\leq & \frac{4 c_{f}^{3}}{\Delta_{*}} \frac{A_{3}}{A_{2}} A_{1} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}}+c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} \\
& +2 c_{f}^{4} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} \\
= & \left(\frac{4 c_{f}^{3}}{\Delta_{*}} \frac{A_{3}}{A_{2}}+c_{f}^{2} A_{1}+2 c_{f}^{4} A_{1}\right) A_{1} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} \\
= & {\left[\left(\frac{1}{2}+c_{f}^{2}+2 c_{f}^{4}\right) A_{1}\right] A_{1} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} } \\
= & A_{1} A_{2}^{j} A_{3}^{k} \frac{((k+j)!)^{1+\alpha}}{(k+1)^{2}(j+1)^{2}} . \tag{1.3.30}
\end{align*}
$$

We complete the proof.

### 1.4 Conclusion

In this part, we prove a new version of quantum linear adiabatic theorem (Theorem 7) under the Gevrey class assumption on the Hamiltonian and the vanishing boundary condition. Our result is almost sharp in both the inverse evolution time and the spectrum gap since it
simultaneously achieves the exponential error convergence in the inverse evolution time and the almost quadratic gap dependence to obtain certain precision. The proof strategy mostly follows existing works $[121,62,7]$, with a more careful tracking on the gap dependence.

It can be very interesting to see whether our result is still valid or partially valid if some assumptions are loosened. For example, if the vanishing boundary condition is not satisfied, can we still prove an adiabatic theorem with quadratic gap dependence and linear error convergence in $1 / T$ ? If so, this can be a nice improvement of both Theorem 2 and Theorem 6, and becomes sharp in both parameters $\epsilon$ and $\Delta$ in the scenario without vanishing boundary condition. Another possible direction is to investigate the case when the spectrum of interest consists of more than one eigenvalue. We conjecture that Theorem 7 still holds in this case, and the proof can be done through a cleverer way of bounding the contour integrals, for example, changing the contour from a circle to a tall thin rectangle enclosing the spectrum of interest. We leave the detailed analysis to future work.

Finally, we remark that in Theorem 7 we only consider how the errors depend on the minimal spectrum gap $\Delta_{*}$ instead of simultaneous gap $\Delta(s)$ for technical simplicity. Our technique can be generalized to track simultaneous gap dependence, which further improves the quadratic gap dependence in specific applications where more information is provided on the spectrum of $H(s)$. We refer to Section 6.11 for an example of how the linear gap dependence is achieved in applying adiabatic quantum computing to quantum linear system problems.

## Part III

## Simulating quantum dynamics on classical computers

This part is devoted to simulating quantum dynamics on classical computers, focusing on dealing with the fast oscillatory solution. The key observation is that such fast oscillations in wave functions are not physically intrinsic, and the oscillations in the density matrix can be much slower. More precisely, we propose that the gauge choice (i.e. degrees of freedom irrelevant to physical observables) of the Schrödinger equation can be generally non-optimal for numerical simulation. This can limit, and in some cases, severely limit the time step size. We find that the optimal gauge choice is given by a parallel transport formulation. This parallel transport dynamics can be interpreted as the dynamics driven by the residual vectors, analogous to those defined in eigenvalue problems in the time-independent setup. We remark that what this part focuses on is not to develop another numerical scheme to discretize the quantum dynamics directly, but to propose an alternative formulation that is equivalent to the original quantum dynamics and can be solved with improved numerical efficiency using existing discretization schemes.

In Chapter 2, we start with the simplest scenario of the evolution of a single pure state. We derive the dynamics under parallel transport gauge via two approaches: solving the optimization problem and evolving the dynamics under the parallel transport operator. The parallel transport dynamics with tiny modification can also be derived from a Hamiltonian structure, thus suitable to be solved using a symplectic and implicit time discretization scheme, such as the implicit midpoint rule, which allows the usage of a large time step and ensures the long time numerical stability. We analyze the parallel transport dynamics in the context of the singularly perturbed linear Schrödinger equation and demonstrate its superior performance in the near adiabatic regime. We then demonstrate the effectiveness of our method using numerical results for toy examples as well as linear and nonlinear Schrödinger equations.

In Chapter 3, we derive the dynamics under parallel transport gauge for Real-time timedependent density functional theory (RT-TDDFT), which becomes prevalent in studying ultrafast dynamics. Under the parallel transport gauge, RT-TDDFT calculations can be significantly accelerated using a combination of the parallel transport gauge and implicit integrators, and the resulting scheme can be used to accelerate any electronic structure software that uses a Schrödinger representation. Using absorption spectrum, ultrashort laser pulse, and Ehrenfest dynamics calculations as examples, we show that the new method can utilize a time step that is on the order of $10 \sim 100$ attoseconds using a planewave basis set. Thanks to the significant increase in the size of the time step, we also demonstrate that the new method is more than 10 times faster in terms of the wall clock time when compared to the standard explicit fourth-order Runge-Kutta time integrator for silicon systems ranging from 32 to 1024 atoms.

In Chapter 4, we generalize the parallel transport dynamics for simulating pure states to general quantum states which can be possibly mixed. Going beyond the linear and near adiabatic regime in previous chapters, we find that the error of the parallel transport
dynamics can be bounded by certain commutators between Hamiltonians, density matrices, and their derived quantities. Such a commutator structure is not present in the Schrödinger dynamics. The commutator structure of the error bound and numerical results for model RT-TDDFT calculations in both linear and nonlinear regimes confirm the advantage of the parallel transport dynamics.

## Chapter 2

## Pure-state parallel transport dynamics

### 2.1 Introduction

Consider the following set of coupled nonlinear Schrödinger equations

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \Psi(t)=H(t, P) \Psi(t) \tag{2.1.1}
\end{equation*}
$$

Here we assume $0<\epsilon \ll 1 . \Psi(t)=\left[\psi_{1}(t), \ldots, \psi_{N}(t)\right]$ are $N$ time-dependent wave functions subject to suitable initial and boundary conditions. $H(t, P)$ is a self-adjoint time-dependent Hamiltonian. $P(t)$ is called the density matrix and defined as

$$
\begin{equation*}
P(t)=\Psi(t) \Psi^{*}(t)=\sum_{j=1}^{N} \psi_{j}(t) \psi_{j}^{*}(t) . \tag{2.1.2}
\end{equation*}
$$

Note that when the initial state $\Psi(0)$ consists of $N$ orthonormal functions, the functions in $\Psi(t)$ will remain orthonormal for all $t$, i.e. $\left(\psi_{i}(t), \psi_{j}(t)\right)=\delta_{i j}$, where $(\cdot, \cdot)$ denotes a suitable inner product. Then

$$
P^{2}(t)=\sum_{j, k=1}^{N} \psi_{j}(t)\left(\psi_{j}(t), \psi_{k}(t)\right) \psi_{k}^{*}(t)=\sum_{j=1}^{N} \psi_{j}(t) \psi_{j}^{*}(t)=P(t),
$$

i.e. $P(t)$ is a projector. The explicit dependence of the Hamiltonian on $t$ is often due to the existence of an external field, and we assume the partial derivatives $\frac{\partial^{m} H}{\partial t^{m}}$ are of $\mathcal{O}(1)$ in some suitable norms for all $m \geq 1$. Hence when $0<\epsilon \ll 1$, the wave functions can oscillate on a much smaller time scale than that of the external fields, and this is called the singularly perturbed regime [70].

The equations (2.1.1) are rather general and appear in several fields of scientific computation. In the simplest setup when $N=1$ and $H(t, P) \equiv H(t)$, this is the linear Schrödinger equation. Another example is the nonlinear Schrödinger equation (NLSE) used for modeling nonlinear photonics and Bose-Einstein condensation process [58],

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \psi(t)=H_{0}(t) \psi(t)+g|\psi(t)|^{2} \psi(t) \tag{2.1.3}
\end{equation*}
$$

where $H_{0}(t)$ is a Hermitian matrix obtained by discretizing the linear operator $-\frac{1}{2} \Delta+V(x, t)$. Since $N=1, P(t)=\psi(t) \psi^{*}(t)$, and $|\psi(t)|^{2}=\operatorname{diag}[P(t)]$ is a nonlinear local potential. When $N>1$, the coupled set of Schrödinger equations must be solved simultaneously. This is the case in the time-dependent density functional theory (TDDFT) [133, 126].

Note that if we multiply $\Psi(t)$ by a time-dependent unitary matrix $U(t) \in \mathbb{C}^{N \times N}$, the resulting set of rotated wave functions, denoted by $\Phi(t)=\Psi(t) U(t)$, yields the same density matrix as

$$
\begin{equation*}
P(t)=\Phi(t) \Phi^{*}(t)=\Psi(t)\left[U(t) U^{*}(t)\right] \Psi^{*}(t)=\Psi(t) \Psi^{*}(t) \tag{2.1.4}
\end{equation*}
$$

Since the unitary rotation matrix $U(t)$ is irrelevant to the density matrix which is used to represent many physical observables, $U(t)$ is called the gauge, and Eq. (2.1.4) indicates the density matrix is gauge-invariant. Furthermore, Eq. (2.1.1) can be directly written in terms of the density matrix as

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} P(t)=[H(t, P), P(t)] \tag{2.1.5}
\end{equation*}
$$

where $[H, P]:=H P-P H$ is the commutator between $H$ and $P$. Eq. (2.1.5) is called the von Neumann equation (or quantum Liouville equation), which can be viewed as a more intrinsic representation of quantum dynamics since the gauge degrees of freedom are eliminated completely.

The simulation of the von Neumann equation can also be advantageous from the perspective of time discretization. Consider the simplified scenario that $H(t, P) \equiv H(P)$ does not explicitly depend on $t$, and the initial state $\Psi(0)$ consists of a set of eigenfunctions of $H$, i.e.

$$
\begin{equation*}
H[P] \psi_{j}(0)=\psi_{j}(0) \lambda_{j}(0), \quad j=1, \ldots, N, \quad P=\sum_{j=1}^{N} \psi_{j}(0) \psi_{j}^{*}(0) \tag{2.1.6}
\end{equation*}
$$

Eq. (2.1.6) is a set of nonlinear eigenvalue equations. When solved self-consistently, the solution to the Schrödinger equation (2.1.1) has an analytic form

$$
\begin{equation*}
\psi_{j}(t)=\exp \left(-\frac{\mathrm{i}}{\epsilon} \lambda_{j}(0) t\right) \psi_{j}(0), \quad j=1, \ldots, N \tag{2.1.7}
\end{equation*}
$$

which oscillates on the $\mathcal{O}(\epsilon)$ time scale. Hence many numerical schemes still need to resolve the dynamics with a time step of $\mathcal{O}(\epsilon)$. On the other hand, the right hand side of the
von Neumann equation vanishes for all $t$, and hence nominally can be discretized with an arbitrarily large time step! Of course one can use techniques such as integration factors [46] to make this simulation using the Schrödinger equation as efficient. However this example illustrates that the gap in terms of the size of the time step generally exists between the Schrödinger representation and the von Neumann representation.

In this chapter, we identify that such gap is solely due to the gauge degrees of freedom in the Schrödinger representation. By optimizing the gauge choice, one can propagate the wave functions using a time step comparable to that of the von Neumann equation. We demonstrate that the optimized gauge is given by a parallel transport (PT) formulation. We refer to this gauge as the parallel transport gauge, and the resulting dynamics as the parallel transport dynamics. Correspondingly the trivial gauge $U(t) \equiv I_{N}$ in Eq. (2.1.1) is referred to as the Schrödinger gauge, and the resulting dynamics as the Schrödinger dynamics. We remark that the PT dynamics can also be interpreted as an analytic and optimal way of performing the dynamical low rank approximation [97] for Eq. (2.1.1). Note that the simulation of the von Neumann equation requires the explicit operation on the density matrix $P(t)$. When a large basis set such as finite elements or planewaves is used to discretize the partial differential equation, the storage cost of $P(t)$ can be often prohibitively expensive compared to that of the wave functions $\Psi(t)$. Hence the PT dynamics combines the advantages of both approaches, namely to perform simulation using the time step size of the von Neumann equation, but with cost comparable to that of the Schrödinger equation.

We analyze the effectiveness of the parallel transport dynamics for the linear timedependent Schrödinger equation in the near adiabatic regime. We remark that efficient numerical methods have been recently developed in this regime based on the construction of a set of instantaneous adiabatic states [80, 152]. The assumption is that the wave functions can be approximated by the subspace spanned by low energy eigenstates of the Hamiltonian at each $t$. The dimension of the subspace is often chosen to be $c N$, where $c$ is a relatively small constant. Compared to these methods, the PT dynamics always operates only on $N$ wave functions, and therefore has reduced computational and the storage cost. The PT dynamics is also applicable beyond the near adiabatic regime.

By extending the quantum adiabatic theorem [121, 9] to the PT dynamics, we prove that the local truncation error of the PT dynamics gains an extra order of accuracy in terms of $\epsilon$, when the time step is $\mathcal{O}(\epsilon)$ or smaller. The PT dynamics, after a slight modification, can be derived from a Hamiltonian system similar to that in the Schrödinger dynamics. Hence the gain of accuracy for the local truncation error can be directly translated to the global error as well for long time simulation.

We demonstrate the effectiveness of the PT dynamics using numerical results of the model linear and nonlinear Schrödinger equations. When the spectral radius of the Hamiltonian is large, it is suitable to discretize the PT dynamics using a symplectic and implicit time discretization scheme, such as the implicit midpoint rule, and the resulting scheme can
significantly outperform the same scheme for the Schrödinger dynamics. We also find that other time-reversible and implicit time discretization schemes, such as the Crank-Nicolson scheme, can yield similar performance as well. Numerical results confirm our analysis in the near adiabatic regime, and indicate that the convergence of the PT dynamics can start when the time step size is much larger than $\mathcal{O}(\epsilon)$. This is in contrast to the Schrödinger dynamics where the error stays flat until the time step reaches below $\mathcal{O}(\epsilon)$.

The rest of this chapter is organized as follows. We derive the parallel transport gauge in Section 2.2, and discuss the numerical discretization of the parallel transport dynamics in Section 2.3. We analyze the parallel transport dynamics in the singularly perturbed regime in Section 2.4. We then present the numerical results in Section 2.5, followed by the conclusion in Section 2.6.

### 2.2 Parallel Transport Gauge

Since the concept of the parallel transport gauge is associated with the time propagation instead of spatial discretization, for simplicity of the presentation, unless otherwise specified, we assume that Eq. (2.1.1) represents a discrete, finite dimensional quantum system, i.e. for a given time $t, \psi_{j}(t)$ is a finite dimensional vector, and $H(t, P)$ is a finite dimensional matrix. If the quantum system is spatially continuous, we may first find a set of orthonormal bases functions $\left\{e_{j}(\mathbf{r})\right\}_{j=1}^{d}$ satisfying $\int e_{j}^{*}(\mathbf{r}) e_{j^{\prime}}(\mathbf{r}) \mathrm{d} \mathbf{r}=\delta_{j j^{\prime}}$, and expand the continuous wavefunction as $\widetilde{\psi}_{j}(\mathbf{r}, t) \approx \sum_{j=1}^{d} \psi_{j}(t) e_{j}(\mathbf{r})$. Then after a Galerkin projection, Eq. (2.1.1) becomes a $d$-dimensional quantum system, and the inner product for the coefficients $\psi_{j}(t)$ becomes the standard $\ell^{2}$-inner product as $\left(\psi_{j}(t), \psi_{k}(t)\right):=\psi_{j}^{*}(t) \psi_{k}(t)=\delta_{j k}$. Hence we can use the linear algebra notation. The star notation is interpreted as the complex conjugation when applied to a scalar, and Hermitian conjugation when applied to a vector or a matrix.

## Derivation

For simplicity let us consider the case $N=1$ first, where the gauge matrix $U(t)$ simply becomes a phase factor $c(t) \in \mathbb{C},|c(t)|=1$. Note that the gauge choice cannot affect physical observables such as the density matrix. Hence conceptually we may think that the timedependent density matrix $P(t)$ has already been obtained as the solution of the von Neumann equation (2.1.5) on some time interval [0,T]. Similarly the wave function $\psi(t)$ satisfying the Schrödinger dynamics is also known. Then the relation

$$
\begin{equation*}
P(t) \varphi(t)=\varphi(t), \quad \varphi(t)=\psi(t) c(t) \tag{2.2.1}
\end{equation*}
$$

is satisfied for any gauge choice. For simplicity we use the notation $\dot{\varphi}(t)=\partial_{t} \varphi(t)$, and drop the explicit $t$-dependence in all quantities, as well as the $P$-dependence in the Hamiltonian
unless otherwise noted. Our goal is to find the time-dependent gauge factor $c(t)$ so that the rotated wave function $\varphi(t)$ varies as slowly as possible. This gives rise to the following minimization problem,

$$
\begin{array}{cl}
\min _{c(t)} & \|\dot{\varphi}(t)\|_{2}^{2}  \tag{2.2.2}\\
\text { s.t. } & \varphi(t)=\psi(t) c(t), \quad|c(t)|=1
\end{array}
$$

In order to solve (2.2.2), note that $P(t)$ is a projector, we split $\dot{\varphi}$ into two orthogonal components,

$$
\begin{equation*}
\dot{\varphi}=P \dot{\varphi}+(I-P) \dot{\varphi} \tag{2.2.3}
\end{equation*}
$$

By taking the time derivative with respect to both sides of the first equation in Eq. (2.2.1), we have

$$
\begin{equation*}
(I-P) \dot{\varphi}=\dot{P} \varphi \tag{2.2.4}
\end{equation*}
$$

Then

$$
\begin{align*}
\|\dot{\varphi}\|_{2}^{2} & =\|P \dot{\varphi}\|_{2}^{2}+\|(I-P) \dot{\varphi}\|_{2}^{2} \\
& =\|P \dot{\varphi}\|_{2}^{2}+\|\dot{P} \varphi\|_{2}^{2} \\
& =\|P \dot{\varphi}\|_{2}^{2}+\|\dot{P} \psi\|_{2}^{2} . \tag{2.2.5}
\end{align*}
$$

In the last equality, we have used that $|c(t)|=1$. Note that the term $\|\dot{P} \psi\|_{2}^{2}$ is independent of the gauge choice, so $\|\dot{\varphi}\|_{2}^{2}$ is minimized when

$$
\begin{equation*}
P \dot{\varphi}=0 \tag{2.2.6}
\end{equation*}
$$

Therefore instead of writing down the minimizer of Eq. (2.2.2) directly, we define the gauge implicitly through Eq. (2.2.6).

Let us write down an equation for $\varphi(t)$ directly. Combining equations (2.2.4), (2.2.6), (2.1.5) and (2.2.1), we have

$$
\begin{equation*}
\dot{\varphi}=\dot{P} \varphi=\frac{1}{\mathrm{i} \epsilon}[H, P] \varphi=\frac{1}{\mathrm{i} \epsilon}\left(H \varphi-\varphi\left(\varphi^{*} H \varphi\right)\right), \tag{2.2.7}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi=H \varphi-\varphi\left(\varphi^{*} H \varphi\right) \tag{2.2.8}
\end{equation*}
$$

For reasons that will become clear shortly, we refer to this gauge choice as the parallel transport gauge, and Eq. (2.2.8) as the parallel transport (PT) dynamics. Comparing with the Schrödinger dynamics, we find that the PT dynamics only introduces one extra term
$\varphi\left(\varphi^{*} H \varphi\right)$. The right hand side of Eq. (2.2.8) takes the form of the residual vector in the solution of eigenvalue problem of the form (2.1.6). Hence the PT dynamics can be simply interpreted as the dynamics driven by the residuals. Therefore we expect that the PT dynamics can be particularly advantageous in the near adiabatic regime [80, 152], i.e. when $\varphi$ is close to be the eigenstate of $H$, and all the residual vectors are therefore small.

Now we provide an alternative interpretation of the gauge choice using the parallel transport formulation associated with a family of projectors. For simplicity let us assume $H(t)$ is already discretized into a finite dimensional Hermitian matrix for each $t$ and so is $P(t)$. Given the single parameter family of projectors $\{P(t)\}$ defined on some interval $[0, T]$, we define

$$
\begin{equation*}
\mathcal{A}(t)=\mathrm{i} \epsilon\left[\partial_{t} P(t), P(t)\right] \tag{2.2.9}
\end{equation*}
$$

It can be directly verified that $\mathcal{A}(t)$ is a Hermitian matrix for each $t$, and induces a dynamics

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \mathcal{T}(t)=\mathcal{A}(t) \mathcal{T}(t), \quad \mathcal{T}(0)=I \tag{2.2.10}
\end{equation*}
$$

$\mathcal{T}(t)$ is a unitary matrix for each $t . \mathcal{T}(t)$ is called the parallel transport evolution operator (see e.g. [119, 47]). The connection between the parallel transport dynamics and the parallel transport evolution operator is given in Proposition 14.

Proposition 14. Define $\varphi(t)=\mathcal{T}(t) \psi(0)$ where $\mathcal{T}(t)$ is the evolution operator satisfying (2.2.10), and $P(t)$ satisfies the von Neumann equation (2.1.5). Then $P(t)=\varphi(t) \varphi^{*}(t)$, and $\varphi(t)$ satisfies the parallel transport dynamics (2.2.8).

Proof. First we prove the following relation

$$
\begin{equation*}
P(t) \mathcal{T}(t)=\mathcal{T}(t) P(0) \tag{2.2.11}
\end{equation*}
$$

by showing that both sides solve the same initial value problem. Note that $\mathcal{T}(t) P(0)$ satisfies a differential equation of the form (2.2.10) with the initial value $\mathcal{T}(0) P(0)$. We would like to derive the differential equation $P(t) \mathcal{T}(t)$ satisfies. Taking the time derivative on both sides of the identity $P(t)=P^{2}(t)$, we yield two useful relations

$$
\begin{equation*}
\dot{P}=\dot{P} P+P \dot{P}, \quad P \dot{P} P=0 \tag{2.2.12}
\end{equation*}
$$

Then using Eq. (2.2.10),

$$
\mathrm{i} \epsilon \partial_{t}(P \mathcal{T})=\mathrm{i} \epsilon \dot{P} \mathcal{T}+\mathrm{i} \epsilon P[\dot{P}, P] \mathcal{T}=\mathrm{i} \epsilon \dot{P} P \mathcal{T}
$$

On the other hand,

$$
\mathcal{A}(P \mathcal{T})=\mathrm{i} \epsilon(\dot{P} P P \mathcal{T}-P \dot{P} P \mathcal{T})=\mathrm{i} \epsilon \dot{P} P \mathcal{T}
$$

Therefore

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t}(P \mathcal{T})=\mathcal{A}(P \mathcal{T}) \tag{2.2.13}
\end{equation*}
$$

Hence $P \mathcal{T}$ also satisfies an equation of the form (2.2.10). This proves Eq. (2.2.11) by noticing further the shared initial condition $P(0) \mathcal{T}(0)=\mathcal{T}(0) P(0)$.

Using Eq. (2.2.11), we have

$$
\begin{equation*}
P(t) \varphi(t)=P(t) \mathcal{T}(t) \psi(0)=\mathcal{T}(t) P(0) \psi(0)=\mathcal{T}(t) \psi(0)=\varphi(t) \tag{2.2.14}
\end{equation*}
$$

Since $\mathcal{T}(t)$ is unitary, we have $\|\varphi(t)\|_{2}=1$ for all $t$. Hence

$$
\begin{equation*}
P(t)=\varphi(t) \varphi^{*}(t) . \tag{2.2.15}
\end{equation*}
$$

The only thing left is to show that the gauge choice in $\varphi(t)$ is indeed the parallel transport gauge. Using Eq. (2.2.11) and (2.2.13), we have

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi=\mathrm{i} \epsilon \partial_{t}(\mathcal{T} \psi(0))=\mathrm{i} \epsilon \partial_{t}(P \mathcal{T}) \psi(0)=\mathrm{i} \epsilon \dot{P} P \mathcal{T} \psi(0)=H P \varphi-P H P \varphi \tag{2.2.16}
\end{equation*}
$$

Here we have used the von Neumann equation

$$
\mathrm{i} \epsilon \dot{P}=H P-P H
$$

Finally using Eq. (2.2.14) and (2.2.15), we have

$$
\mathrm{i} \epsilon \partial_{t} \varphi=H \varphi-\varphi\left(\varphi^{*} H \varphi\right),
$$

which is precisely the parallel transport dynamics.
In order to see why the parallel transport gauge can be more advantageous, consider again the time-independent example (2.1.6) in the introduction for the case $N=1$. We find that the right hand side of Eq. (2.2.8) vanishes, and the solution is simply

$$
\varphi(t)=\varphi(0)=\psi(0)
$$

for all $t$. This implies that the parallel transport gauge is $c(t)=\exp \left(+\frac{i}{\epsilon} \lambda(0) t\right)$ that perfectly cancels with the rotating factor in (2.1.7). Hence the PT dynamics yields the slowest possible dynamics by completely eliminating the time-dependent phase factor, and the time step for propagating the PT dynamics can be chosen to be arbitrarily large as in the case of the von Neumann equation.

For a more complex example, consider a time-dependent nonlinear Schrödinger equation in one dimension to be further illustrated in Section 2.5. Fig. 2.2.1 (a) shows the evolution of the real part of the solution $\psi(t)$ from the Schrödinger dynamics, and that of $\varphi(t)$ from the PT dynamics, respectively. We find that the trajectory of $\varphi(t)$ varies considerably slower


Figure 2.2.1: (a) Real parts of the wave functions at $x_{0}=25$ with the Schrödinger gauge and the PT gauge, respectively. (b) Centers of the wave functions. Parameters are chosen to be $T=1, \epsilon=0.005$, and the reference solution is obtained from S-GL2 with time step size $h=10^{-5}$.
than that of $\psi(t)$, which allows us to use a much larger time step for the simulation. Fig. 2.2.1 (b) measures the accuracy of the average of the orbital center $\langle x\rangle(t)$, using simulation with the implicit midpoint rule, also known as the Gauss-Legendre method of order 2 (GL2) scheme. We compare the performance of the GL2 scheme with the Schrödinger gauge (SGL2) and that with the PT gauge (PT-GL2) with the same step size $h=0.004$, and the reference solution is obtained using a very small step size $h=10^{-5}$. We observe that the solution from PT-GL2 agrees very well with the reference solution, while the phase error of the solution from S-GL2 becomes noticeable already after $t=0.2$.

## Hamiltonian structure

For simplicity let us consider the linear Schrödinger equation, i.e. $H(t, P) \equiv H(t)$, and assume $H(t)$ is a real symmetric matrix for all $t$. It is well known that the Schrödinger dynamics is a Hamiltonian system [122, 123, 68]. More specifically, we separate the solution $\psi$ into its real and imaginary parts as

$$
\begin{equation*}
\psi=q+\mathrm{i} p \tag{2.2.17}
\end{equation*}
$$

The $\ell^{2}$-inner product associated with real quantities such as $p, q$ are denoted by $(p, q):=p^{T} q$. We also introduce the canonically conjugate pair of variables $(\tau, E)$ to eliminate the explicit
dependence of $H(t)$ on time [31, 68]. This gives the following energy functional

$$
\begin{equation*}
\mathcal{E}(\tau, q, E, p)=\frac{1}{2 \epsilon}\left[q^{T} H(\tau) q+p^{T} H(\tau) p\right]+E \tag{2.2.18}
\end{equation*}
$$

The Hamiltonian system corresponding to this energy functional is

$$
\begin{align*}
\partial_{t} \tau & =\frac{\partial \mathcal{E}}{\partial E}=1 \\
\partial_{t} q & =\frac{\partial \mathcal{E}}{\partial p}=\frac{1}{\epsilon} H(\tau) p \\
\partial_{t} E & =-\frac{\partial \mathcal{E}}{\partial \tau}=-\frac{1}{2 \epsilon}\left[q^{T} \frac{\partial H(\tau)}{\partial \tau} q+p^{T} \frac{\partial H(\tau)}{\partial \tau} p\right]  \tag{2.2.19}\\
\partial_{t} p & =-\frac{\partial \mathcal{E}}{\partial q}=-\frac{1}{\epsilon} H(\tau) q
\end{align*}
$$

Hence $\tau$ is simply the time variable, and $-E$ is the usually defined energy of the system up to a constant. By combining the equations for $q, p$ we obtain the Schrödinger dynamics for $\psi$.

Although the PT dynamics only differs from the Schrödinger dynamics by the choice of the gauge, interestingly, the PT dynamics cannot be directly written as a Hamiltonian system. To illustrate this, we first separate the real and imaginary parts of $\varphi$ as in (2.2.17), and the PT dynamics can be written as

$$
\begin{align*}
& \partial_{t} q=\frac{1}{\epsilon}\left(H p-\left(q^{T} H q+p^{T} H p\right) p\right), \\
& \partial_{t} p=\frac{1}{\epsilon}\left(-H q+\left(q^{T} H q+p^{T} H p\right) q\right) . \tag{2.2.20}
\end{align*}
$$

If this dynamics can be derived from some energy functional $\mathcal{E}$, then

$$
\begin{align*}
& \frac{\partial \mathcal{E}}{\partial p}=\frac{1}{\epsilon}\left(H p-\left(q^{T} H q+p^{T} H p\right) p\right) \\
& \frac{\partial \mathcal{E}}{\partial q}=\frac{1}{\epsilon}\left(H q-\left(q^{T} H q+p^{T} H p\right) q\right) \tag{2.2.21}
\end{align*}
$$

Straightforward computation reveals that $\frac{\partial^{2} \mathcal{E}}{\partial p \partial q}=\frac{\partial^{2} \mathcal{E}}{\partial q \partial p}$ is not true in general, and hence the PT dynamics (2.2.8) cannot be a Hamiltonian system.

Fortunately, the PT dynamics can be slightly modified to become a Hamiltonian system. Consider the following modified energy functional

$$
\begin{equation*}
\mathcal{E}(\tau, q, E, p)=\frac{1}{2 \epsilon}\left(q^{T} H(\tau) q+p^{T} H(\tau) p\right)\left(2-q^{T} q-p^{T} p\right)+E . \tag{2.2.22}
\end{equation*}
$$

The corresponding Hamiltonian equations are

$$
\begin{align*}
\partial_{t} \tau & =\frac{\partial \mathcal{E}}{\partial E}=1 \\
\partial_{t} q & =\frac{\partial \mathcal{E}}{\partial p}=\frac{1}{\epsilon}\left[H(\tau) p\left(2-q^{T} q-p^{T} p\right)-\left(q^{T} H(\tau) q+p^{T} H(\tau) p\right) p\right] \\
\partial_{t} E & =-\frac{\partial \mathcal{E}}{\partial \tau}  \tag{2.2.23}\\
\partial_{t} p & =-\frac{\partial \mathcal{E}}{\partial q}=\frac{1}{\epsilon}\left[-H(\tau) q\left(2-q^{T} q-p^{T} p\right)+\left(q^{T} H(\tau) q+p^{T} H(\tau) p\right) q\right] .
\end{align*}
$$

Again $\tau$ is the same as $t$, and the conjugate variable $E(t)$ satisfies

$$
E(t)=-\frac{1}{2 \epsilon}\left(q^{T} H(t) q+p^{T} H(t) p\right)\left(2-q^{T} q-p^{T} p\right)+\text { constant } .
$$

Compared to the PT dynamics (2.2.20), we have an extra factor $\left(2-q^{T} q-p^{T} p\right)$ in the equations and the energy. Proposition 15 states that the solution to the PT dynamics (2.2.20) is the same as the solution of the Hamiltonian system (2.2.23).

Proposition 15. If $(\tau, q, E, p)$ solves the Hamiltonian system (2.2.23) with normalized initial value condition $p^{T}(0) p(0)+q^{T}(0) q(0)=1$, then $(q(t), p(t))$ solves (2.2.20) with the same initial value condition, and $\varphi(t)=q(t)+\mathrm{i} p(t)$ solves the $P T$ dynamics (2.2.8).

Proof. Comparing Eq. (2.2.23) with Eq. (2.2.20), we only need to show the identity

$$
p^{T} p+q^{T} q=1
$$

holds for all $t$. By computing

$$
\begin{aligned}
\frac{d}{d t}\left(p^{T} p+q^{T} q\right)= & 2\left(p^{T} \partial_{t} p+q^{T} \partial_{t} q\right) \\
= & \frac{1}{\epsilon}\left(-2\left(2-q^{T} q-p^{T} p\right) p^{T} H q+2\left(q^{T} H q+p^{T} H p\right) p^{T} q\right. \\
& \left.+2\left(2-q^{T} q-p^{T} p\right) q^{T} H p-2\left(q^{T} H q+p^{T} H p\right) q^{T} p\right)=0
\end{aligned}
$$

we find that $p^{T} p+q^{T} q$ is invariant during the propagation. Together with the normalized initial condition, we complete the proof.

Proposition 15 suggests that the Hamiltonian form of the PT dynamics is

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi=H \varphi\left(2-\varphi^{*} \varphi\right)-\varphi\left(\varphi^{*} H \varphi\right), \tag{2.2.24}
\end{equation*}
$$

which shares exactly the same solution with (2.2.8) using the condition $\varphi^{*} \varphi=1$.
At the end of this part, we briefly discuss the Hamiltonian structure of the nonlinear Schrödinger equation and the associated PT dynamics. Let us consider the discretized nonlinear Schrödinger equation (2.1.3), which can be reformulated as a Hamiltonian system driven by the energy functional

$$
\begin{equation*}
\mathcal{E}(\tau, q, E, p)=\frac{1}{2 \epsilon}\left[q^{T} H_{0}(\tau) q+p^{T} H_{0}(\tau) p+\frac{g}{2} \operatorname{Tr}\left(\left(|q|^{2}+|p|^{2}\right)^{2}\right)\right]+E . \tag{2.2.25}
\end{equation*}
$$

The PT dynamics corresponding to Eq. (2.1.3) can be written as

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi=H_{0} \varphi+g|\varphi|^{2} \varphi-\varphi\left(\varphi^{*} H_{0} \varphi\right)-g \varphi\left(\varphi^{*}|\varphi|^{2} \varphi\right) \tag{2.2.26}
\end{equation*}
$$

Similar to the linear case, the PT dynamics itself cannot be reformulated as a Hamiltonian system in general, but can be slightly modified to become a Hamiltonian system. More precisely, define the energy functional

$$
\begin{align*}
\mathcal{E}(\tau, q, E, p)= & \frac{1}{2 \epsilon}\left[q^{T} H_{0}(\tau) q+p^{T} H_{0}(\tau) p+g \operatorname{Tr}\left(\left(|q|^{2}+|p|^{2}\right)^{2}\right)\right]\left(2-q^{T} q-p^{T} p\right) \\
& -\frac{g}{4 \epsilon} \operatorname{Tr}\left(\left(|q|^{2}+|p|^{2}\right)^{2}\right)+E \tag{2.2.27}
\end{align*}
$$

then the Hamiltonian system driven by this energy functional can be written as

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi=\left(H_{0} \varphi+2 g|\varphi|^{2} \varphi\right)\left(2-\varphi^{*} \varphi\right)-\varphi\left(\varphi^{*} H_{0} \varphi\right)-g \varphi\left(\varphi^{*}|\varphi|^{2} \varphi\right)-g|\varphi|^{2} \varphi \tag{2.2.28}
\end{equation*}
$$

Again this equation shares the same solution with Eq. (2.2.26) using the condition $\varphi^{*} \varphi=1$.

## General case

The PT dynamics derived in the previous sections can be directly generalized to Eq. (2.1.1) with $N>1$. Define the transformed set of wave functions

$$
\Phi(t)=\Psi(t) U(t)=\left[\varphi_{1}(t), \ldots, \varphi_{N}(t)\right]
$$

where $U(t) \in \mathbb{C}^{N \times N}$ is a gauge matrix. Following the same derivation in Section 2.2, we find that the parallel transport gauge is given by the condition

$$
\begin{equation*}
P \dot{\Phi}=0 . \tag{2.2.29}
\end{equation*}
$$

This gives rise to the following PT dynamics

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \Phi(t)=H(t, P(t)) \Phi(t)-\Phi(t)\left[\Phi^{*}(t) H(t, P(t)) \Phi(t)\right], \quad P(t)=\Phi(t) \Phi^{*}(t) \tag{2.2.30}
\end{equation*}
$$

Again the PT dynamics is driven by the residual vectors as in eigenvalue problems.
In addition, the Hamiltonian structure is also preserved for the PT dynamics. For simplicity let us consider the linear Hamiltonian $H(t)$. We separate the set of PT wave functions $\Phi$ into real and imaginary parts as

$$
\Phi(t)=\mathfrak{q}(t)+\mathfrak{i p}(t)
$$

Define the energy functional

$$
\begin{equation*}
\mathcal{E}(\tau, \mathfrak{q}, E, \mathfrak{p})=\frac{1}{2 \epsilon} \operatorname{Tr}\left(\left(\mathfrak{q}^{T} H(\tau) \mathfrak{q}+\mathfrak{p}^{T} H(\tau) \mathfrak{p}\right)\left(2 I_{N}-\mathfrak{q}^{T} \mathfrak{q}-\mathfrak{p}^{T} \mathfrak{p}\right)\right)+E . \tag{2.2.31}
\end{equation*}
$$

The associated Hamiltonian system is

$$
\begin{align*}
\partial_{t} \tau & =\frac{\partial \mathcal{E}}{\partial E}=1 \\
\partial_{t} \mathfrak{q} & =\frac{\partial \mathcal{E}}{\partial \mathfrak{p}}=\frac{1}{\epsilon}\left(H(\tau) \mathfrak{p}\left(2 I_{N}-\mathfrak{q}^{T} \mathfrak{q}-\mathfrak{p}^{T} \mathfrak{p}\right)-\mathfrak{p}\left(\mathfrak{q}^{T} H(\tau) \mathfrak{q}+\mathfrak{p}^{T} H(\tau) \mathfrak{p}\right)\right), \\
\partial_{t} E & =-\frac{\partial \mathcal{E}}{\partial \tau}  \tag{2.2.32}\\
\partial_{t} \mathfrak{p} & =-\frac{\partial \mathcal{E}}{\partial \mathfrak{q}}=\frac{1}{\epsilon}\left(-H(\tau) \mathfrak{q}\left(2 I_{N}-\mathfrak{q}^{T} \mathfrak{q}-\mathfrak{p}^{T} \mathfrak{p}\right)+\mathfrak{q}\left(\mathfrak{q}^{T} H(\tau) \mathfrak{q}+\mathfrak{p}^{T} H(\tau) \mathfrak{p}\right)\right) .
\end{align*}
$$

Similar with the case when $N=1$ (Proposition 15), we can show that

$$
\mathfrak{p}^{T} \mathfrak{p}+\mathfrak{q}^{T} \mathfrak{q}=I_{N}
$$

provided the orthonormal initial value condition. Therefore the solution to the Hamiltonian system (2.2.32) can exactly form a set of solutions to the PT dynamics.

Due to the straightforward generalization as described above, unless otherwise noted, we will focus on the case $N=1$ for the rest of the chapter.

### 2.3 Time discretization

When the spectral radius of the Hamiltonian is relatively small and $\epsilon \sim \mathcal{O}(1)$, explicit time integrators such as the 4th order Runge-Kutta method (RK4) and the Strang splitting method can be very efficient, and can be applied to both the Schrödinger dynamics and the PT dynamics. However, the advantage of propagating the PT dynamics can become clearer when $\epsilon$ becomes small or when the spectral radius of $H$ becomes very large, which is typical in e.g. TDDFT calculations. In this scenario, all explicit time integrators must take a very small time step, which may become very costly. It should be noted that in the

Schrödinger dynamics, the solution often oscillates rapidly on the time scale of $\epsilon$ as indicated in Eq. (2.1.7). Standard implicit discretization schemes, such as the implicit midpoint rule and the Crank-Nicolson scheme, aim at interpolating such rapidly moving curves by low order polynomials. Therefore the time step must still be kept on the order of $\epsilon$ to meet the accuracy requirement, even though the numerical scheme itself may have a large stability region or even A-stable [69].

On the other hand, as discussed in Section 2.2, the PT dynamics transforms the fast oscillating wave function $\psi(t)$ into a potentially slowly oscillating wave function $\varphi(t)$ (as in Fig. 2.2.1 (a)). This makes it feasible to approximate $\varphi(t)$ using a low order polynomial approximation. This statement will be further quantified by numerical results in Section 2.5. Combined with an implicit time discretization scheme with a large stability region, we may expect that the PT dynamics can be discretized with a much larger time step than that in the Schrödinger dynamics.

The Hamiltonian structure of the PT dynamics further invites the usage of a symplectic scheme for achieving long time accuracy and stability. The simplest symplectic and implicit scheme is the implicit mid-point rule, also known as the Gauss-Legendre method of order 2 (GL2). We use a uniform time discretization $t_{n}=n h$, and $h$ is the time step size. With some abuse of notations, we denote by $\varphi\left(t_{n}\right)$ the exact solution at $t_{n}$, and $\varphi_{n}$ the numerical approximation to $\varphi\left(t_{n}\right)$. Correspondingly we define

$$
P_{n}=\varphi_{n} \varphi_{n}^{*}, \quad H_{n}=H\left(t_{n}, P_{n}\right)
$$

It would also be helpful to define the effective nonlinear Hamiltonian $H^{e}(t, \varphi)$ as

$$
\begin{aligned}
& H^{e}=H\left(2-\varphi^{*} \varphi\right)-\left(\varphi^{*} H \varphi\right) I, \text { for Eq. }(2.2 .24) \\
& H^{e}=\left(H_{0}+2 g|\varphi|^{2}\right)\left(2-\varphi^{*} \varphi\right)-\left(\varphi^{*} H_{0} \varphi\right) I-g\left(\varphi^{*}|\varphi|^{2} \varphi\right) I-g|\varphi|^{2}, \text { for Eq. (2.2.28). }
\end{aligned}
$$

Then the Hamiltonian equations (2.2.24) and (2.2.28) can be written in a uniform form

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi=H^{e} \varphi . \tag{2.3.1}
\end{equation*}
$$

The PT-Ham-GL2 discretization for discretizing the Hamiltonian equation Eq. (2.2.24) and Eq. (2.2.28) therefore becomes

$$
\begin{align*}
\varphi_{n+1} & =\varphi_{n}+\frac{h}{\mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e} \widetilde{\varphi}, \\
\widetilde{\varphi} & =\frac{1}{2}\left(\varphi_{n}+\varphi_{n+1}\right), \tag{2.3.2}
\end{align*}
$$

Here $\widetilde{\varphi}$ can be interpreted as the approximation to $\varphi\left(t_{n+\frac{1}{2}}\right)$ at the half time step, and

$$
H_{n+\frac{1}{2}}^{e}:=H^{e}\left(t_{n+\frac{1}{2}}, \widetilde{\varphi}\right)
$$

Note that the normalization condition $\widetilde{\varphi}^{*} \widetilde{\varphi} \rightarrow 1$ holds only in the limit $h \rightarrow 0$, but $\widetilde{\varphi}^{*} \widetilde{\varphi} \neq 1$ in general. Eq. (2.3.2) is a set of nonlinear equations for $\varphi_{n+1}$, and need to be solved iteratively. This can be viewed as a fixed point problem of the form

$$
\varphi=\mathfrak{F}(\varphi),
$$

where the mapping $\mathfrak{F}$ is explicitly defined as

$$
\begin{equation*}
\mathfrak{F}(\varphi)=\varphi_{n}+\frac{h}{\mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e} \widetilde{\varphi}, \quad \widetilde{\varphi}=\frac{1}{2}\left(\varphi_{n}+\varphi\right) . \tag{2.3.3}
\end{equation*}
$$

Assuming the fixed point exists and is unique, we may associate $\varphi_{n+1}$ with the fixed point, and then move to the next time step. We may use any nonlinear equation solving technique to solve such fixed point problem [94]. In this work, we use the Anderson mixing [8] method, which is a simplified Broyden-type method widely used in electronic structure calculations [105].

The PT-Ham-GL2 scheme can be simplified by directly applying the GL2 discretization to the PT dynamics (2.2.8) and (2.2.26), with the efficient Hamiltonians to be defined as

$$
\begin{aligned}
& H^{e}=H-\left(\varphi^{*} H \varphi\right) I, \text { for Eq. }(2.2 .8), \\
& H^{e}=H_{0}+g|\varphi|^{2}-\left(\varphi^{*} H_{0} \varphi\right) I-g\left(\varphi^{*}|\varphi|^{2} \varphi\right) I \text {, for Eq. (2.2.26). }
\end{aligned}
$$

Again note that, unlike the continuous case, PT-GL2 is not equivalent to PT-Ham-GL2 since $\widetilde{\varphi}^{*} \widetilde{\varphi} \neq 1$ in general. Nevertheless, the norm of the numerical solutions obtained by GL2 at the discretized time points $t_{n}$ are indeed conserved, which is summarized in the following proposition.

Proposition 16. Suppose $\varphi_{n}$ is the numerical solution obtained by applying GL2 to one of the following PT dynamics, (2.2.24), (2.2.28), (2.2.8) and (2.2.26). Assume that $I-\frac{h}{2 \mathrm{ie} \epsilon} H_{n+\frac{1}{2}}^{e}$ is always invertible in each step, then $\left\|\varphi_{n}\right\|_{2}=\left\|\varphi_{0}\right\|_{2}$.

Proof. We consider the GL2 scheme (2.3.2) for the uniform form (2.3.1). It suffices to prove that $\left\|\varphi_{n+1}\right\|_{2}=\left\|\varphi_{n}\right\|_{2}$ for any $n$. We first substitute $\widetilde{\varphi}$ by $\frac{1}{2}\left(\varphi_{n}+\varphi_{n+1}\right)$ and rewrite GL2 as

$$
\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right) \varphi_{n+1}=\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right) \varphi_{n}
$$

Note that for all defined $H^{e}, H^{e *}=H^{e}$, then

$$
\begin{aligned}
& \varphi_{n+1}^{*} \varphi_{n+1} \\
= & \varphi_{n}^{*}\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{*}\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{*-1}\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{-1}\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right) \varphi_{n} \\
= & \varphi_{n}^{*}\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{-1}\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{-1}\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right) \varphi_{n} \\
= & \varphi_{n}^{*}\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)\left(I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{-1}\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right)^{-1}\left(I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}\right) \varphi_{n} \\
= & \varphi_{n}^{*} \varphi_{n}
\end{aligned}
$$

where the second to the last line uses the fact that $I-\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}$ and $I+\frac{h}{2 \mathrm{i} \epsilon} H_{n+\frac{1}{2}}^{e}$ commute.
Similarly we may use other time-reversible (but not symplectic) schemes [68], such as the trapezoidal rule discretization (known in this context as the Crank-Nicolson method). So the PT-CN scheme becomes

$$
\begin{equation*}
\varphi_{n+1}=\varphi_{n}+\frac{h}{2 \mathrm{i} \epsilon} H_{n}^{e} \varphi_{n}+\frac{h}{2 \mathrm{i} \epsilon} H_{n+1}^{e} \varphi_{n+1}, \tag{2.3.4}
\end{equation*}
$$

Here $H_{n}^{e}=H^{e}\left(t_{n}, \varphi_{n}\right), H_{n+1}^{e}=H^{e}\left(t_{n+1}, \varphi_{n+1}\right)$. In both PT-GL2 and PT-CN schemes, we need to solve $\varphi_{n+1}$ with nonlinear equation solvers as before. Although these schemes are not symplectic schemes and the 2-norm of the numerical solution by PT-CN is not strictly conserved as in PT-Ham-GL2, numerical results in Section 2.5 indicate that the performance of all the three schemes can be very comparable in practice.

Following the discussion above, we may readily obtain the corresponding scheme for $N>1$ case, as well as higher order and symplectic time discretization schemes, such as the Gauss-Legendre collocation methods [79] for the PT dynamics.

### 2.4 Analysis in the near adiabatic regime

In this section, we demonstrate the advantage of the PT dynamics by analyzing the accuracy of the discretized PT dynamics in the near adiabatic regime. Our main result is that for $h \leq \mathcal{O}(\epsilon)$, a proper discretization of the PT dynamics gains one extra order of accuracy in $\epsilon$ compared to that of the Schrödinger dynamics.

We extend the quantum adiabatic theorem $[93,9,147]$ to the PT dynamics, which shows that the PT wave function $\varphi(t)$ can be decomposed into a component of which the oscillation is independent of $\epsilon$ and the magnitude is $\mathcal{O}(1)$, and a component that is highly oscillatory
with $\mathcal{O}(\epsilon)$ magnitude. This leads to the desired result in terms of the local truncation error. We then obtain the global error estimate from the standard results of symplectic integrators due to the Hamiltonian structure of the dynamics.

Again, we restrict the scope of the theoretical analysis to the time-dependent linear system with $N=1$. While the generalization to the case $N>1$ is straightforward, the analysis beyond the linear system can be considerably more difficult. One important difficulty is the lack of the spectral theory and the corresponding adiabatic theorem for general nonlinear operators [141], which play important roles as being shown in our proof, though progress has been made in recent years for certain types of the nonlinear problems such as the Schrödinger equation with weak nonlinearity [141], and certain quantum-classical molecular dynamics (QCMD) models [24]. We remark that there has been recent progress [57] proving the adiabatic theorem under a more general nonlinear setting. Extension of the work of [57] to the nonlinear PT dynamics will be our future work.

We make the following assumptions through this section, which defines the near adiabatic regime:

1. $H:[0, T] \rightarrow \mathbb{C}^{d \times d}$ is a Hermitian-valued and smooth map. The norms $\|H(t)\|_{2}$ and $\left\|H^{(k)}(t)\right\|_{2}$ for all the time derivatives are bounded independently of $\epsilon$ and $t \in[0, T]$.
2. There exists a continuous function $\lambda(t) \in \operatorname{spec}(H(t))$ which is a simple eigenvalue of $H(t)$ and stays separated from the rest of the spectrum, i.e. there exists a positive constant $\Delta$ such that

$$
\begin{equation*}
\operatorname{dist}(\lambda(t), \operatorname{spec}(H(t)) \backslash\{\lambda(t)\}) \geq \Delta, \quad \forall t \in[0, T] . \tag{2.4.1}
\end{equation*}
$$

3. The initial state $\varphi(0)$ is the normalized eigenvector of $H(0)$ associated with the eigenvalue $\lambda(0)$.

The assumption 1 ensures that the solutions of both the Schrödinger dynamics and the PT dynamics are smooth with respect to $t$. The assumption 2 is called the gap condition [147].

Before we continue, we would like to investigate a useful conclusion which can be directly derived from the above assumptions. Let $Q(t)$ denote the projector on the eigenspace corresponding to $\lambda(t) . Q(t)$ can be expressed by the Riesz representation of the projector as

$$
\begin{equation*}
Q(t)=-\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma(t)} R(z, t) d z \tag{2.4.2}
\end{equation*}
$$

in which $R(z, t)=(H(t)-z)^{-1}$ is the resolvent at time $t$ and the complex contour can be chosen as $\Gamma(t)=\{z \in \mathbb{C}:|z-\lambda(t)|=\Delta / 2\}$. Note that the assumption 2 assures that such representation is well-defined and, together with assumption $1, Q(t)$ is actually also a smooth bounded map, which is summarized in the following lemma.

Lemma 17. The norms of all time derivatives $\left\|Q^{(k)}(t)\right\|$ are bounded independently of $\epsilon$.
Proof. We follow the technique in [147]. The boundedness of $Q(t)$ directly follows from the Riesz representation (2.4.2) and the boundedness of $R(z, t)$ over the contour $\Gamma(t)$. The contour $\Gamma(t)$ depends on $t$. To avoid taking time derivatives over the contour, note that the continuity of $\lambda(t)$ implies that for any $s \in[0, T]$, there exists a neighborhood $B\left(s, \delta_{s}\right)$ such that

$$
|z-\lambda(t)| \geq \Delta / 4, \quad \forall t \in B\left(s, \delta_{s}\right) \cap[0, T], z \in \Gamma(s) .
$$

By finding a finite cover $\bigcup_{j=1}^{n} B\left(s_{j}, \delta_{s_{j}}\right) \supset[0, T]$, for each $t \in[0, T]$, there exists a $s_{j}$ such that $t \in B\left(s_{j}, \delta_{s_{j}}\right)$ and we can rewrite $Q(t)$ as

$$
\begin{equation*}
Q(t)=-\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma\left(s_{j}\right)} R(z, t) d z \tag{2.4.3}
\end{equation*}
$$

Such $s_{j}$ remains unchanged locally, hence

$$
Q^{(k)}(t)=-\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma\left(s_{j}\right)} R^{(k)}(z, t) d z
$$

The boundedness of $Q^{(k)}(t)$ can be directly assured by the boundedness of $H^{(k)}(t)$.

## Adiabatic theorem

First let us define the adiabatic evolution $\varphi_{A}(t)$ as the solution to the following initial value problem

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi_{A}=\mathrm{i} \epsilon[\dot{Q}, Q] \varphi_{A}, \quad \varphi_{A}(0)=\varphi(0) \tag{2.4.4}
\end{equation*}
$$

Since the matrix i $\epsilon[\dot{Q}, Q]$ is Hermitian, $\left\|\varphi_{A}\right\|_{2}=1$ holds for all $t$. Following the same proof of Eq. (2.2.14) in Proposition 14, we find that $\varphi_{A}$ is an eigenvector of $H(t)$ corresponding to $\lambda(t)$, i.e. $Q(t) \varphi_{A}(t)=\varphi_{A}(t)$ holds for all $t \in[0, T]$.

In the near adiabatic regime, we may separate $\varphi(t)$ into the smooth component $\varphi_{A}$ and a remainder term. This is called the adiabatic theorem and is given in Theorem 18.

Theorem 18. Let $\varphi(t)$ follow the PT dynamics (2.2.8), and let $\varphi_{A}(t)$ follow the adiabatic evolution as defined in Eq. (2.4.4). Then the following decomposition

$$
\begin{equation*}
\varphi(t)=\varphi_{A}(t)+\epsilon \varphi_{R}(t) \tag{2.4.5}
\end{equation*}
$$

holds up to time $T=\mathcal{O}(1)$. Furthermore, $\varphi_{R}(t)$ is infinitely differentiable, and $\left\|\varphi_{R}(t)\right\|_{2}$ is bounded independently of $\epsilon$.

Proof. The proof is organized according to the following three steps.

1. Define another adiabatic evolution $\varphi_{B}$, which satisfies an equation that resembles the PT dynamics.
2. Prove the adiabatic decomposition with respect to $\varphi_{B}$, i.e. there exists an infinitely differentiable function $\eta(t)$ such that

$$
\varphi(t)=\varphi_{B}(t)+\epsilon \eta(t), \quad \forall t \in[0, T]
$$

where $\|\eta(t)\|_{2}$ is bounded independently of $\epsilon$.
3. Prove that the difference between $\varphi_{B}$ and $\varphi_{A}$ is of $\mathcal{O}(\epsilon)$.

1. Define $\mathcal{T}_{B}$ as the solution to the initial value problem

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \mathcal{T}_{B}=\left(H-\varphi^{*} H \varphi+\mathrm{i} \epsilon[\dot{Q}, Q]\right) \mathcal{T}_{B}, \quad \mathcal{T}_{B}(0)=I \tag{2.4.6}
\end{equation*}
$$

We define $\varphi_{B}$ according to

$$
\varphi_{B}(t):=\mathcal{T}_{B}(t) \varphi(0),
$$

which solves the initial value problem

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \varphi_{B}=\left(H-\varphi^{*} H \varphi+\mathrm{i} \epsilon[\dot{Q}, Q]\right) \varphi_{B}, \quad \varphi_{B}(0)=\varphi(0) . \tag{2.4.7}
\end{equation*}
$$

Since the matrix $\left(H-\varphi^{*} H \varphi+\mathrm{i} \epsilon[\dot{Q}, Q]\right)$ is Hermitian, $\mathcal{T}_{B}$ is a unitary evolution, and $\varphi_{B}$ is a normalized vector.

Next we show that $\varphi_{B}(t)$ is an eigenvector of $H(t)$ corresponding to $\lambda(t)$, i.e.

$$
\begin{equation*}
Q(t) \varphi_{B}(t)=\varphi_{B}(t) \tag{2.4.8}
\end{equation*}
$$

This can be done by showing that $Q \varphi_{B}$ and $\varphi_{B}$ solve the same initial value problem. By the Leibniz rule and Eq. (2.4.7), we have

$$
\begin{aligned}
\partial_{t}\left(Q \varphi_{B}\right) & =\dot{Q} \varphi_{B}+Q \dot{\varphi_{B}} \\
& =\dot{Q} \varphi_{B}+Q[\dot{Q}, Q] \varphi_{B}-\frac{\mathrm{i}}{\epsilon} Q\left(H-\varphi^{*} H \varphi\right) \varphi_{B}
\end{aligned}
$$

Use the identities similar to (2.2.12),

$$
\dot{Q}=\dot{Q} Q+Q \dot{Q}, \quad Q \dot{Q} Q=0, \quad Q^{2}=Q
$$

we have

$$
\begin{aligned}
\dot{Q}+Q[\dot{Q}, Q] & =\dot{Q} Q+Q \dot{Q}+Q \dot{Q} Q-Q^{2} \dot{Q} \\
& =\dot{Q} Q=(\dot{Q} Q-Q \dot{Q}) Q=[\dot{Q}, Q] Q
\end{aligned}
$$

Hence

$$
\partial_{t}\left(Q \varphi_{B}\right)=[\dot{Q}, Q] Q \varphi_{B}-\frac{\mathrm{i}}{\epsilon} Q\left(H-\varphi^{*} H \varphi\right) \varphi_{B}
$$

Together with the identity $Q H=H Q$, we have

$$
\begin{aligned}
\partial_{t}\left(Q \varphi_{B}\right) & =[\dot{Q}, Q] Q \varphi_{B}-\frac{1}{\epsilon}\left(H-\varphi^{*} H \varphi\right) Q \varphi_{B} \\
& =-\frac{\mathrm{i}}{\epsilon}\left(H-\varphi^{*} H \varphi+i \epsilon[\dot{Q}, Q]\right)\left(Q \varphi_{B}\right) .
\end{aligned}
$$

Furthermore, the initial condition satisfies $Q(0) \varphi_{B}(0)=\varphi_{B}(0)=\varphi(0)$. Hence $Q \varphi_{B}$ solves the same initial value problem (2.4.7) as $\varphi_{B}$.

In summary, in step 1 we define another adiabatic evolution $\varphi_{B}(t)$ which is also an eigenstate of $H(t)$ corresponding to $\lambda(t)$ (Eq. (2.4.8)). Therefore, $\varphi_{A}(t)$ and $\varphi_{B}(t)$ are both eigenstates of $H(t)$ differing at most by a choice of gauge.
2. Now we estimate the distance between $\varphi(t)$ and $\varphi_{B}(t)$. This can be done by mimicking the standard proof of the adiabatic theorem [9] with some modifications. By the definition of $\varphi_{B}$,

$$
\left\|\varphi(t)-\varphi_{B}(t)\right\|_{2}=\left\|\varphi(t)-\mathcal{T}_{B}(t) \varphi(0)\right\|_{2}=\left\|\mathcal{T}_{B}^{-1}(t) \varphi(t)-\varphi(0)\right\|_{2}
$$

Define $w(t)=\mathcal{T}_{B}^{-1}(t) \varphi(t)$, then

$$
\begin{equation*}
\left\|\varphi(t)-\varphi_{B}(t)\right\|_{2}=\|w(t)-w(0)\|_{2}=\left\|\int_{0}^{t} \dot{w}(s) d s\right\|_{2} \tag{2.4.9}
\end{equation*}
$$

In order to estimate $\dot{w}$, differentiate the equation $\mathcal{T}_{B} w=\varphi$ and we get

$$
\begin{equation*}
\dot{w}=-\mathcal{T}_{B}^{-1}[\dot{Q}, Q] \mathcal{T}_{B} w \tag{2.4.10}
\end{equation*}
$$

Note that if we define

$$
X(t)=-\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma\left(s_{j}\right)} R(z, t) \dot{Q}(t) R(z, t) d z
$$

where $\Gamma\left(s_{j}\right)$ and $R(z, t)$ are defined in the proof of Lemma 17, then $\|X\|_{2}$ and $\|\dot{X}\|_{2}$ are bounded independently of $\epsilon$, and [9, 147]

$$
[\dot{Q}, Q]=[H, X]
$$

Then

$$
\begin{equation*}
\dot{w}=-\mathcal{T}_{B}^{-1}[H, X] \mathcal{T}_{B} w=-\left(\mathcal{T}_{B}^{-1} H\right) X \mathcal{T}_{B} w+\mathcal{T}_{B}^{-1} X\left(H \mathcal{T}_{B}\right) w \tag{2.4.11}
\end{equation*}
$$

To compute the first part of Eq. (2.4.11), we first take the time derivative of the identity $I=\mathcal{T}_{B}^{-1} \mathcal{T}_{B}$ and get

$$
\begin{equation*}
\mathcal{T}_{B}^{-1} H=-\mathrm{i} \epsilon \partial_{t}\left(\mathcal{T}_{B}^{-1}\right)+\left(\varphi^{*} H \varphi\right) \mathcal{T}_{B}^{-1}-\mathrm{i} \epsilon \mathcal{T}_{B}^{-1}[\dot{Q}, Q] . \tag{2.4.12}
\end{equation*}
$$

Then the first part of Eq. (2.4.11) can be rewritten as

$$
\begin{equation*}
-\left(\mathcal{T}_{B}^{-1} H\right) X \mathcal{T}_{B} w=\mathrm{i} \epsilon \partial_{t}\left(\mathcal{T}_{B}^{-1}\right) X \mathcal{T}_{B} w+\mathrm{i} \epsilon \mathcal{T}_{B}^{-1}[\dot{Q}, Q] X \mathcal{T}_{B} w-\left(\varphi^{*} H \varphi\right) \mathcal{T}_{B}^{-1} X \mathcal{T}_{B} w \tag{2.4.13}
\end{equation*}
$$

To compute the second part of Eq. (2.4.11), rewrite Eq. (2.4.6) as

$$
\begin{equation*}
H \mathcal{T}_{B}=\mathrm{i} \epsilon \dot{\mathcal{T}_{B}}+\left(\varphi^{*} H \varphi\right) \mathcal{T}_{B}-\mathrm{i} \epsilon[\dot{Q}, Q] \mathcal{T}_{B} \tag{2.4.14}
\end{equation*}
$$

and then

$$
\begin{equation*}
\mathcal{T}_{B}^{-1} X\left(H \mathcal{T}_{B}\right) w=\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} X \dot{\mathcal{T}_{B}} w-\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} X[\dot{Q}, Q] \mathcal{T}_{B} w+\left(\varphi^{*} H \varphi\right) \mathcal{T}_{B}^{-1} X \mathcal{T}_{B} w \tag{2.4.15}
\end{equation*}
$$

Sum up Eq. (2.4.13) and (2.4.15), then Eq. (2.4.11) becomes

$$
\begin{equation*}
\dot{w}=\mathrm{i} \epsilon\left(\partial_{t}\left(\mathcal{T}_{B}^{-1}\right) X \mathcal{T}_{B}+\mathcal{T}_{B}^{-1} X \dot{\mathcal{T}_{B}}\right) w+\mathrm{i} \epsilon \mathcal{T}_{B}^{-1}[[\dot{Q}, Q], X] \mathcal{T}_{B} w \tag{2.4.16}
\end{equation*}
$$

In Eq. (2.4.16), the second term of the right hand side is already of $\mathcal{O}(\epsilon)$. Now we turn to the first term to treat the derivatives $\partial_{t}\left(\mathcal{T}_{B}^{-1}\right)$ and $\dot{\mathcal{T}}_{B}$. By repeated usage of the Leibniz rule, Eq. (2.4.16) becomes

$$
\begin{align*}
\dot{w} & =\mathrm{i} \epsilon \partial_{t}\left(\mathcal{T}_{B}^{-1} X \mathcal{T}_{B}\right) w-\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} \dot{X} \mathcal{T}_{B} w+\mathrm{i} \epsilon \mathcal{T}_{B}^{-1}[[\dot{Q}, Q], X] \mathcal{T}_{B} w \\
& =\mathrm{i} \epsilon \partial_{t}\left(\mathcal{T}_{B}^{-1} X \mathcal{T}_{B} w\right)-\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} X \mathcal{T}_{B} \dot{w}-\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} \dot{X} \mathcal{T}_{B} w+\mathrm{i} \epsilon \mathcal{T}_{B}^{-1}[[\dot{Q}, Q], X] \mathcal{T}_{B} w \\
& =\mathrm{i} \epsilon \partial_{t}\left(\mathcal{T}_{B}^{-1} X \varphi\right)+\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} X[H, X] \varphi-\mathrm{i} \epsilon \mathcal{T}_{B}^{-1} \dot{X} \varphi+\mathrm{i} \epsilon \mathcal{T}_{B}^{-1}[[\dot{Q}, Q], X] \varphi \tag{2.4.17}
\end{align*}
$$

In the last equation we use again Eq. (2.4.10). Substitute Eq. (2.4.17) back to Eq. (2.4.9), we get

$$
\begin{align*}
\left\|\varphi(t)-\varphi_{B}(t)\right\|_{2}= & \left\|\int_{0}^{t} \dot{w}(s) d s\right\|_{2} \\
\leq & \epsilon\left\|\left(\mathcal{T}_{B}^{-1} X \varphi\right)(t)-\left(\mathcal{T}_{B}^{-1} X \varphi\right)(0)\right\|_{2} \\
& +\epsilon\left\|\int_{0}^{t}\left(\mathcal{T}_{B}^{-1} X[H, X] \varphi-\mathcal{T}_{B}^{-1} \dot{X} \varphi+\mathcal{T}_{B}^{-1}[[\dot{Q}, Q], X] \varphi\right) d s\right\|_{2} \\
= & \mathcal{O}(\epsilon) \tag{2.4.18}
\end{align*}
$$

Therefore there exists $\eta(t)$ such that

$$
\begin{equation*}
\varphi(t)=\varphi_{B}(t)+\epsilon \eta(t) \tag{2.4.19}
\end{equation*}
$$

where $\|\eta(t)\|_{2}$ is bounded independently of $\epsilon$. The differentiability of $\eta(t)$ follows directly from that of $\varphi(t)$ and $\varphi_{B}(t)$.
3. Comparing Eq. (2.4.19) with our goal, the only thing that we need to prove is that the distance between $\varphi_{B}$ and $\varphi_{A}$ is also $\mathcal{O}(\epsilon)$. Note that $\varphi_{A}$ can be written as [58]

$$
\begin{equation*}
\varphi_{A}(t)=\mathfrak{T}\left[\exp \left(\int_{0}^{t}[\dot{Q}(s), Q(s)] d s\right)\right] \varphi_{A}(0) \tag{2.4.20}
\end{equation*}
$$

where $\mathfrak{T}$ is the time ordering operator due to the explicit time dependence of $Q$. Using the power series representation, the time-ordered exponential is defined as

$$
\begin{equation*}
\mathfrak{T}\left[e^{\int_{0}^{t} A(s) \mathrm{d} s}\right]=I+\int_{0}^{t} A(s) \mathrm{d} s+\frac{1}{2!} \int_{0}^{t} \int_{0}^{t} \mathfrak{T}\left[A\left(s_{1}\right) A\left(s_{2}\right)\right] \mathrm{d} s_{1} \mathrm{~d} s_{2}+\cdots, \tag{2.4.21}
\end{equation*}
$$

where the time-ordered product of two matrices $\mathfrak{T}\left[A\left(s_{1}\right) A\left(s_{2}\right)\right]$ is given by

$$
\mathfrak{T}\left[A\left(s_{1}\right) A\left(s_{2}\right)\right]= \begin{cases}A\left(s_{1}\right) A\left(s_{2}\right), & s_{1} \geqslant s_{2}  \tag{2.4.22}\\ A\left(s_{2}\right) A\left(s_{1}\right), & s_{1}<s_{2}\end{cases}
$$

Using Duhamel's principle, we have from Eq. (2.4.4) and (2.4.7)

$$
\begin{equation*}
\varphi_{B}(t)=\varphi_{A}(t)+\int_{0}^{t} \mathfrak{T}\left[\exp \left(\int_{s}^{t}\left[\dot{Q}\left(s^{\prime}\right), Q\left(s^{\prime}\right)\right] d s^{\prime}\right)\right] \cdot \frac{1}{\mathrm{i} \epsilon}\left(H(s)-\varphi^{*}(s) H(s) \varphi(s)\right) \varphi_{B}(s) d s \tag{2.4.23}
\end{equation*}
$$

By Eq. (2.4.8), (2.4.19), and the normalization condition of $\varphi$ and $\varphi_{B}$,

$$
\begin{align*}
\left(H-\varphi^{*} H \varphi\right) \varphi_{B} & =-\lambda\left(\epsilon \eta^{*} \varphi_{B}+\epsilon \varphi_{B}^{*} \eta\right) \varphi_{B}-\epsilon^{2}\left(\eta^{*} H \eta\right) \varphi_{B} \\
& =-\lambda\left[\left(\varphi_{B}+\epsilon \eta\right)^{*}\left(\varphi_{B}+\epsilon \eta\right)-\varphi_{B}^{*} \varphi_{B}-\epsilon^{2} \eta^{*} \eta\right] \varphi_{B}-\epsilon^{2}\left(\eta^{*} H \eta\right) \varphi_{B} \\
& =\epsilon^{2} \lambda\left(\eta^{*} \eta\right) \varphi_{B}-\epsilon^{2}\left(\eta^{*} H \eta\right) \varphi_{B} \\
& =\mathcal{O}\left(\epsilon^{2}\right) \tag{2.4.24}
\end{align*}
$$

Hence Eq. (2.4.23) implies

$$
\begin{equation*}
\varphi_{B}-\varphi_{A}=\mathcal{O}(\epsilon) \tag{2.4.25}
\end{equation*}
$$

Therefore, $\varphi_{R}:=\eta+\left(\varphi_{B}-\varphi_{A}\right) / \epsilon$ is infinitely differentiable, and $\left\|\varphi_{R}(t)\right\|_{2}$ is bounded independently of $\epsilon$. This proves the decomposition of the solution to the PT dynamics

$$
\begin{equation*}
\varphi=\varphi_{B}+\epsilon \eta=\varphi_{B}+\epsilon \varphi_{R}-\left(\varphi_{B}-\varphi_{A}\right)=\varphi_{A}+\epsilon \varphi_{R} \tag{2.4.26}
\end{equation*}
$$

Theorem 18 gives a decomposition near the adiabatic regime with respect to the PT wave function. As a corollary, we also have the adiabatic theorem with respect to the projector.

Corollary 19. For the projector $P(t)$, there exists an infinitely differentiable matrix-valued function $R(t)$ such that

$$
\begin{equation*}
P(t)=Q(t)+\epsilon R(t) \tag{2.4.27}
\end{equation*}
$$

holds for all $t$ up to $T=\mathcal{O}(1)$, where $\|R(t)\|_{2}$ is bounded independently of $\epsilon$.
Proof. This follows directly from theorem 18

$$
\begin{align*}
P & =\varphi \varphi^{*}=\left(\varphi_{A}+\epsilon \varphi_{R}\right)\left(\varphi_{A}+\epsilon \varphi_{R}\right)^{*} \\
& =Q+\epsilon\left(\varphi_{R} \varphi_{A}^{*}+\varphi_{A} \varphi_{R}^{*}+\epsilon \varphi_{R} \varphi_{R}^{*}\right) . \tag{2.4.28}
\end{align*}
$$

Remark 20. The adiabatic theorem for the Schrödinger wave function $\psi(t)$ has been well established in the literature e.g. [93, 9, 147], where the decomposition takes the form $\psi=$ $\psi_{A}+\epsilon \tilde{\psi}_{R}$, and the adiabatic evolution $\psi_{A}$ satisfies

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \psi_{A}=(H+\mathrm{i} \epsilon[\dot{Q}, Q]) \psi_{A} . \tag{2.4.29}
\end{equation*}
$$

We compare our result with previous well-established ones from two aspects. First, there is an important difference between the PT eigenfunction $\varphi_{A}$, governed by Eq. (2.4.4), and the standard one $\psi_{A}$, governed by Eq. (2.4.29). Although both $\varphi_{A}$ and $\psi_{A}$ are eigenfunctions of $H(t)$, their phase factors are different, resulting in different oscillatory behavior. More specifically, the standard wavefunction $\psi_{A}$ oscillates on the scale of $\mathcal{O}\left(\epsilon^{-1}\right)$ since (at least intuitively) Eq. (2.4.29) is just a small perturbation of the original Schrödinger dynamics. The PT eigenfunction $\varphi_{A}$ does not depend on $\epsilon$, and thus oscillates on the scale of $\mathcal{O}(1)$. When projected to the eigenspace, the PT dynamics leads to the optimal phase factor, and this verifies the effectiveness of the definition of PT (to minimize unnecessary oscillations) and provides another theoretical explanation of the performance shown in Fig. 2.2.1a. Second, our proof largely follows the existing works of the adiabatic theorem [93, 9, 147]. Our main modification is to address the special non-linear term in the PT dynamics, even though the original Schrödinger dynamics is linear.

Remark 21. As mentioned at the end of step 1, $\varphi_{B}$ is also an eigenstate, and Eq. (2.4.19) indeed leads to another version of the adiabatic theorem, but with notable differences from the decomposition in Theorem 18. First, the definition of $\varphi_{B}$ still relies on the information of $\varphi$, and thus is not a self-contained equation. Second, the norms of the derivatives of $\varphi_{B}$ still depend on $\epsilon$ (more precisely one can prove that $\left\|\varphi_{B}^{(k)}\right\|_{2} \sim \mathcal{O}\left(1 / \epsilon^{k-2}\right)$ for $k \geq 3$ ), which indicates that the gauge choice of $\varphi_{B}$ is not optimal either.

## Local truncation error

In this section, we show that after time discretization, the local truncation error of the discretized PT dynamics improves by one order in terms of $\epsilon$ compared to that of the discretized Schrödinger dynamics in the near adiabatic regime. This is given in Lemma 22.

For simplicity we will focus on the numerical integrators in the classes of Runge-Kutta methods and linear multistep methods, both of which are widely used for simulating the Schrödinger equation. We will refer numerical integrator to either a Runge-Kutta method or a linear multistep method in our context. Recall that a numerical integrator with a given time step $h$, denoted by $I_{h}$, can be generally written as

$$
\begin{equation*}
u_{n+1}=I_{h}\left(u_{n}, \cdots, u_{n-l}\right), \tag{2.4.30}
\end{equation*}
$$

for some integer $l \geqslant 0$, and $u_{n}$ is the numerical approximation to the true solution $u\left(t_{n}\right)$. If $I_{h}$ is of order $k$, then the local truncation error at step $n+1$, defined as

$$
L_{n+1}=I_{h}\left(u\left(t_{n}\right), \cdots, u\left(t_{n-l}\right)\right)-u_{n+1}
$$

should satisfy

$$
\left\|L_{n+1}\right\|_{2} \leqslant C h^{k+1}\left\|u^{(k+1)}\left(\xi_{n+1}\right)\right\|_{2}
$$

for some $\xi_{n+1} \in\left[t_{n}, t_{n+1}\right]$. When applied to the Schrödinger dynamics, the PT dynamics, or the associated Hamiltonian form, we may identify $u$ with $\psi, \varphi$, or the equivalent $(q, p)$ representation.

Lemma 22. Apply a numerical integrator of order $k$ to the Schrödinger dynamics or its Hamiltonian form (2.2.19). Then the local truncation error is bounded by $C h^{k+1} / \epsilon^{r}$ up to the time $T \sim \mathcal{O}(1)$, with $r=k+1$ and $C$ is a constant independent of $h$ and $\epsilon$. The same result holds for the PT dynamics (2.2.8) or its corresponding Hamiltonian form (2.2.23) with $r=k$.

Proof. It is sufficient to show that the derivatives satisfy $\left\|\psi^{(k+1)}\right\|_{2} \leq \mathcal{O}\left(1 / \epsilon^{k+1}\right)$, and $\left\|\varphi^{(k+1)}\right\|_{2} \leq \mathcal{O}\left(1 / \epsilon^{k}\right)$ for any $k \geqslant 0$. This can be proved by induction.

1. For $\psi$, the case $k=0$ directly follows from Eq. (2.1.1). Assume the estimate holds for all the integers smaller than $k$, differentiate the Schrödinger equation $k$ times and we get

$$
\begin{equation*}
\psi^{(k+1)}=\frac{1}{\mathrm{i} \epsilon} \sum_{j=0}^{k}\binom{k}{j} H^{(k-j)} \psi^{(j)} . \tag{2.4.31}
\end{equation*}
$$

By the induction and the assumption 1,

$$
\begin{equation*}
\left\|\psi^{(k+1)}\right\|_{2} \leq \frac{C}{\epsilon} \sum_{j=0}^{k}\binom{k}{j} \frac{1}{\epsilon^{j}} \sim \mathcal{O}\left(\epsilon^{-(k+1)}\right) \tag{2.4.32}
\end{equation*}
$$

2. For $\varphi$, we first study the derivatives of $P$, and then use the PT condition (2.2.6) to obtain the derivatives of $\varphi$.

By Corollary 19, the von Neumann equation (2.1.5) and the identity $H Q=Q H$, the first order derivative of $P$ satisfies

$$
\|\dot{P}\|_{2}=\frac{1}{\epsilon}\|H P-P H\|_{2}=\|H R-R H\|_{2} \leq \mathcal{O}(1)
$$

Furthermore, differentiate the von Neumann equation (2.1.5) $k$ times, we get

$$
\begin{equation*}
P^{(k+1)}=\frac{1}{\mathrm{i} \epsilon} \sum_{j=0}^{k}\binom{k}{j}\left[H^{(j)}, P^{(k-j)}\right], \tag{2.4.33}
\end{equation*}
$$

from which we can show by induction that

$$
\begin{equation*}
\left\|P^{(k+1)}\right\|_{2} \leq \mathcal{O}\left(\epsilon^{-k}\right) \tag{2.4.34}
\end{equation*}
$$

Now use the PT condition $P \dot{\varphi}=0$, we find for $k=0$,

$$
\begin{equation*}
\dot{\varphi}=\partial_{t}(P \varphi)=\dot{P} \varphi \leq \mathcal{O}(1) . \tag{2.4.35}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\varphi^{(k+1)}=\sum_{j=0}^{k}\binom{k}{j} P^{(j+1)} \varphi^{(k-j)}, \tag{2.4.36}
\end{equation*}
$$

from which we can prove by induction and Eq. (2.4.34) that

$$
\begin{equation*}
\varphi^{(k+1)} \leq \mathcal{O}\left(\epsilon^{-k}\right) \tag{2.4.37}
\end{equation*}
$$

## Global error

The analysis of the local truncation error directly extends to the global error up to $T \sim \mathcal{O}(\epsilon)$, following the classical stability analysis. However, the Lipschitz constants corresponding to the right hand side of the Schrödinger dynamics and the PT dynamics are generally $\mathcal{O}(1 / \epsilon)$, which leads to an exponentially growing factor $\exp (T / \epsilon)$ in the global error bounds. Hence we cannot directly obtain the global error estimate up to $\mathcal{O}(1)$ time.

However, if we adopt the Hamiltonian formulation of the dynamics and employ a symplectic integrator, we can indeed obtain long time error estimates. This is stated in Theorem 23, of which the proof directly follows from Lemma 22 and Theorem X.3.1 in [68].

Theorem 23. Apply a symplectic integrator of order $k$ to the Hamiltonian system (2.2.19) and (2.2.23), then there exist constants $c, C$, independent of $h$ and $\epsilon$, such that for the time step $h \leq c \epsilon$, the numerical solutions up to the time $T \sim \mathcal{O}(1)$ satisfy

$$
\begin{equation*}
\left\|\left(q_{n}, p_{n}\right)-(q(t), p(t))\right\|_{2} \leq C \frac{h^{k}}{\epsilon^{r}} \tag{2.4.38}
\end{equation*}
$$

Here $r=k+1$ for the Schrödinger dynamics (2.2.19) and $r=k$ for the PT dynamics (2.2.23).

Remark 24. In Theorem X.3.1 in [68], all terms are bounded by $\mathcal{O}(1)$ terms and there is no $\epsilon$ dependence. In order to adapt its proof to the current situation, we observe the key fact in Theorem X.3.1 in [68] that the global error of a symplectic integrator accumulates linearly in time with no exponential growing factor. Therefore the local truncation error which is $\mathcal{O}\left(h^{k+1} / \epsilon^{r}\right)$ directly sums up linearly to the global error of $\mathcal{O}\left(h^{k} / \epsilon^{r}\right)$.

Remark 25. The nontrivial restriction on the time step size $h \leq c \in$ is because Theorem X.3.1 in [68] holds only for sufficiently small time steps. In general, $h$ must be no larger than $c / L$ where $L$ is the Lipschitz constant of the right hand side of the Hamiltonian system, and is $\mathcal{O}(1 / \epsilon)$ in the singularly perturbed regime. Nonetheless, numerical results in Section 2.5 indicate that the PT dynamics may admit a considerably larger time step in practice.

Remark 26. When a symplectic integrator is used, Theorem 23 is directly applicable to the Schrödinger dynamics. However, the PT dynamics (2.2.8) and the Hamiltonian system (2.2.23) share the same exact solution, but lead to different numerical schemes even when the same integrator is used. Despite such difference, numerical results in Section 2.5 indicate that the symplectic integrators, and even certain non-symplectic schemes, can still perform very well in the PT dynamics (2.2.8).

Remark 27. Theorem 23 also indicates that the PT dynamics is relatively more effective when combined with low order methods. For instance, if we would like to achieve some desired accuracy $\delta$ (assuming $\delta$ is sufficiently small), then for the Schrödinger dynamics, we should choose the time step size to be

$$
h \sim \mathcal{O}\left(\delta^{\frac{1}{k}} \epsilon^{1+\frac{1}{k}}\right)
$$

For the PT dynamics, we should choose

$$
h \sim \mathcal{O}\left(\delta^{\frac{1}{k}} \epsilon\right)
$$

From this perspective, the gain of the PT dynamics is less significant when $k$ is large.

### 2.5 Numerical results

In this section we study the effectiveness of the PT dynamics using two examples. The first one is a toy example, which is a linear Schrödinger equation in $\mathbb{C}^{2}$. This example gives a clear illustration of the performance of different numerical methods near and beyond the adiabatic regime. The second example is a nonlinear Schrödinger equation in a one-dimensional space, where we also compare the computational cost between the propagation of the Schrödinger dynamics and the PT dynamics.

The test programs are written in MATLAB. All calculations are carried out using the BRC High Performance Computing service. Each node consists of two Intel Xeon 10-core Ivy Bridge processors ( 20 cores per node) and 64 gigabyte (GB) of memory. We use the Anderson mixing for solving all the nonlinear fixed point problems, including those in the PT dynamics and the nonlinear Schrödinger equation. Here no preconditioner is used for the tests.

## A toy example

First we present a linear example, in which $H(t)$ is chosen to be

$$
H(t)=\left(\begin{array}{cc}
t-t_{0} & \delta  \tag{2.5.1}\\
\delta & -\left(t-t_{0}\right)
\end{array}\right)
$$

Here $H(t)$ has the eigenvalues $\lambda_{1,2}(t)=\mp \sqrt{\left(t-t_{0}\right)^{2}+\delta^{2}}$, where $\delta>0$ ensures the gap condition and controls the size of the gap. When $\delta$ is large, the dynamics stays closer to the adiabatic regime, while the dynamics can go beyond the adiabatic regime with a smaller $\delta$ (see Fig. 2.5.1). The initial value is always chosen to be the normalized eigenvector of $H(0)$ corresponding to $\lambda_{1}(0)=-\sqrt{t_{0}^{2}+\delta^{2}}$. We propagate the wave functions up to $T=1$. For the choices of the parameters in the Anderson Mixing in propagating PT dynamics, the step length $\alpha=1$, the mixing dimension is 20 , and the tolerance is $10^{-8}$.

## Near adiabatic regime

First we consider the near adiabatic case with $\delta=1$. We compare the following numerical methods:

- S-RK4: fourth order Runge-Kutta method (RK4) applied to the Schrödinger equation (2.1.1)
- PT-RK4: fourth order Runge-Kutta method (RK4) applied to the PT dynamics (2.2.8)
- S-GL2: implicit midpoint rule (GL2) applied to the Schrödinger equation (2.1.1)


Figure 2.5.1: Eigenvalues of $H(t)$ in the toy example with $t_{0}=0.5$ and two choices of $\delta$.

- PT-Ham-GL2: implicit midpoint rule (GL2) applied to the PT Hamiltonian system (2.2.23)
- PT-GL2: implicit midpoint rule (GL2) applied to the PT dynamics (2.2.8)
- PT-CN: trapezoidal rule (or the Crank-Nicolson method, CN) applied to the PT dynamics (2.2.8)

Fig. 2.5.2 compares the performance of different methods for this toy example. The numerical error is computed by

$$
\mathrm{e}(h, \epsilon)=\max _{n \text { s.t. } n h \in[0, T]}\left\|u_{n}-u\left(t_{n}\right)\right\|_{2}
$$

where $u$ denotes $\psi$ for the Schrödinger dynamics, $\varphi$ for the PT dynamics and $(q, p)$ for the Hamiltonian systems, respectively.

We first consider the explicit numerical methods. Fig. 2.5.2a and 2.5.2b give a comparison between S-RK4 and PT-RK4. Not surprisingly, as an explicit method, RK4 is numerically unstable for large time steps under both cases, and achieves fourth order convergence for small time steps. Furthermore, when $h$ is small enough, e $(h, \epsilon)$ of the PT dynamics is smaller than that of the Schrödinger dynamics. Fig. 2.5.3a presents a study on how e $(h, \epsilon)$ depends on $\epsilon$, which reveals that by propagating the PT dynamics we gain one extra order of accuracy in terms of $\epsilon$. This agrees with the theoretical results in Section 2.4.


Figure 2.5.2: Numerical errors of different numerical methods in the near adiabatic regime of the toy example. (a)(b) compare S-RK4 and PT-RK4 for $\epsilon=0.01,0.002$, respectively. (c)(d) compare S-GL2 and PT-Ham-GL2 for $\epsilon=0.01,0.002$, respectively.


Figure 2.5.3: Relationship between the asymptotic errors and $\epsilon$ in the near adiabatic regime of the toy example. Here we fix the time step size to be $h=10^{-4}$ for both (a)(b).

Next we test GL2 as an example of implicit symplectic methods applied to the Hamiltonian systems. Fig. 2.5.2c compares the numerical performances of S-GL2 and PT-Ham-GL2. For small $h$, we observe a smaller error using the PT formulation, i.e. e $(h, \epsilon)$ of S-GL2 is $\mathcal{O}\left(h^{2} / \epsilon^{3}\right)$ and e $(h, \epsilon)$ of PT-Ham-GL2 is $\mathcal{O}\left(h^{2} / \epsilon^{2}\right)$ (see Fig. 2.5.3b for a study on the $\epsilon$ dependence). This verifies the estimate in Theorem 23. Despite that GL2 is a numerically stable scheme with a large time step, the step size of S-GL2 is constrained by the requirement of the accuracy, while the step size of PT-Ham-GL2 can be chosen to be considerably larger.

More specifically, let us define the "turning point" $h_{T}$ to be the largest time step size when a scheme starts to converge. Numerically for second order schemes the turning point can be computed as

$$
h_{T}=\arg \max \left\{h \in\left[h_{1}, h_{2}\right]: \frac{\partial(\log \mathrm{e})}{\partial(\log h)}>1\right\}
$$

where $\left[h_{1}, h_{2}\right]$ is a suitable interval containing the convergence interval of interests. In Fig. 2.5.2c we mark the turning points in S-GL2 and PT-Ham-GL2, and study their dependence on $\epsilon$ in Fig. 2.5.4a. For S-GL2, the convergence starts at $h_{T}=\mathcal{O}\left(\epsilon^{3 / 2}\right)$. For PT-Ham-GL2, a two-stage convergence behavior is observed. As $h$ decreases, the scheme first starts to converge with second order at a relatively large time step $h_{T 1}=\mathcal{O}\left(\epsilon^{1 / 2}\right)$. This first stage ends at $h=\mathcal{O}(\epsilon)$ when $\mathrm{e}(h, \epsilon)$ reaches a plateau with its magnitude being $\mathcal{O}(\epsilon)$ (see Fig. 2.5.4b). Then the second-stage convergence starts at $h_{T 2}=\mathcal{O}\left(\epsilon^{3 / 2}\right)$.


Figure 2.5.4: (a) Relationship between the turning points and $\epsilon$ in S-GL2 and PT-Ham-GL2 in the near adiabatic regime of the toy example. (b) Relationship between the magnitude of the plateau of the numerical error and $\epsilon$ in PT-Ham-GL2.


Figure 2.5.5: Performance of PT-Ham-GL2, PT-GL2 and PT-CN in the near adiabatic regime of the toy example.

In the end we compare the schemes PT-Ham-GL2, PT-GL2 and PT-CN. Although we only justified the behavior of the global error for PT-Ham-GL2, numerical results in Fig. 2.5.5a and 2.5.5b indicate that there is no essential difference among these methods in practice.

## Beyond adiabatic regime

As the value of $\delta$ is reduced, the second eigenstate corresponding to $\lambda_{2}$ may contribute significantly to the wave function, which leads to the violation of the adiabatic regime.

Fig. 2.5.6 investigates the Schrödinger wave function and the PT wave function with $\epsilon=0.002, \delta=0.05$. Fig. 2.5.6a and 2.5.6b compare the real parts of the Schrödinger wave function and the PT wave function. When $t<t_{0}=0.5$, the system stays close to the adiabatic regime and the PT wave function is nearly flat. However, when $t>t_{0}$, the PT wave function starts to oscillate as well. Fig. 2.5.6c shows an orthogonal decomposition of the PT wave function into two orthogonal eigenspaces. Fig. 2.5.6d shows the evolution of the probability that the eigenstate corresponding to $\lambda_{2}(t)$ is occupied, which can be computed as $\left|c_{2}\right|^{2}=\left|\left(\varphi(t), e_{2}(t)\right)\right|^{2}$ and $e_{2}(t)$ is the normalized eigenstate of $H(t)$ corresponding to $\lambda_{2}(t)$. These results confirm that the oscillatory behavior originates from the excited state corresponding to $\lambda_{2}$.

As discussed before, such oscillatory nature in the wave functions may increase the computational difficulty and require a smaller time step even for the PT dynamics. Fig. (2.5.7) compares e $(h, \epsilon)$ for S-GL2, PT-Ham-GL2, PT-GL2 and PT-CN respectively. The results confirm that the PT dynamics is always more accurate than the Schrödinger dynamics using the same step size, but the gain becomes smaller as $\delta$ decreases.

## Nonlinear Schrödinger equation in one dimension

Next we study the performance of the PT dynamics in a singularly perturbed nonlinear Schrödinger equation in one dimension.

$$
\begin{align*}
\mathrm{i} \epsilon \partial_{t} \psi(x, t) & =-\frac{1}{2} \partial_{x}^{2} \psi(x, t)+V(x, t) \psi(x, t)+g|\psi(x, t)|^{2} \psi(x, t), \quad x \in[0, L] \\
\psi(x, 0) & =\psi_{0}(x)  \tag{2.5.2}\\
\psi(0, t) & =\psi(L, t)
\end{align*}
$$

We set $L=50$, and the external potential is chosen to be a time-dependent Gaussian function modeling a moving potential well (Fig. 2.5.8)

$$
\begin{equation*}
V(x, t)=-\exp \left(-0.1(x-R(t))^{2}\right) \tag{2.5.3}
\end{equation*}
$$



Figure 2.5.6: The Schrödinger and the PT wave functions beyond the adiabatic regime in the toy example. In all sub-figures, parameters are chosen to be $\epsilon=0.002, \delta=0.05$, and the solutions are obtained by GL2 with the time step $h=10^{-6}$. (a)(b) show the first and second entry of the real part of the Schrödinger wave function and the PT wave function, respectively. (c) shows a decomposition of the PT wave function into the two orthogonal eigenspaces (in the sub-figure we only present the real part of the first entry). (d) shows the time evolution of the probability that the eigenstate corresponding to $\lambda_{2}$ is occupied.


Figure 2.5.7: Numerical errors of different numerical methods beyond the adiabatic regime in the toy example. In all sub-figures $\epsilon=0.002$. (a)(b)(c) compare the numerical performances between S-GL2 and PT-Ham-GL2 for $\delta=0.07,0.05,0.03$, respectively. (d) gives a comparison of PT-Ham-GL2, PT-GL2 and PT-CN with $\delta=0.03$.


Figure 2.5.8: External potential and the time-dependent center for the nonlinear Schrödinger equation.
with a time-dependent center

$$
\begin{equation*}
R(t)=25+1.5 \exp \left(-25(t-0.1)^{2}\right)+\exp \left(-25(t-0.5)^{2}\right) \tag{2.5.4}
\end{equation*}
$$

Note that $R(t)$ varies on the $\mathcal{O}(1)$ time scale.
We use equidistant nodes $x_{k}=k h_{x}$ and the second-order finite difference scheme for spacial discretization, and we fix $h_{x}=0.025$. Other parameters in this example are chosen to be $g=2.5, T=1, \epsilon=0.0025$. For the choices of the parameters in the Anderson Mixing, the step length $\alpha=1$, the mixing dimension is 20 , and the tolerance is $10^{-8}$. Fig. 2.5.9 compares e $(h, \epsilon)$ of S-GL2, PT-Ham-GL2, PT-GL2 and PT-CN, and confirms the same numerical behavior as in the toy example.

Next we study the computational cost by comparing the total number of the Anderson mixing steps versus the numerical error e $(h, \epsilon)$ up to $T=1$. Fig. 2.5.10 clearly demonstrates that in order to achieve the same level of accuracy, all the methods propagating the PT dynamics, including PT-Ham-GL2, PT-GL2 and PT-CN, are much more efficient than SGL2. This is valid across the entire range of the step sizes under study.

### 2.6 Conclusion

Quantum dynamics can be equivalently written in terms of the Schrödinger equation for the wave function, and the von Neumann equation for the density matrix. However, the


Figure 2.5.9: Numerical errors of different numerical methods in the example of the nonlinear Schrödinger equation. Parameters are chosen to be $T=1, \epsilon=0.0025$. (a) compares S-GL2 and PT-Ham-GL2. (b) compares PT-Ham-GL2, PT-GL2 and PT-CN.


Figure 2.5.10: Total numbers of the Anderson mixing versus the numerical error.

Schrödinger dynamics may require a very small time step in numerical simulation due to the non-optimal gauge choice. In this chapter, we propose to close this gap by identifying the optimal gauge choice, which is obtained from the parallel transport formulation. The solution of the resulting parallel transport (PT) dynamics can be significantly less oscillatory to that of the Schrödinger dynamics, especially in the near adiabatic regime. The PT dynamics is suitable to be combined with implicit time integrators, which allows the usage of large time steps even when the spectral radius of the Hamiltonian is large, and/or when $\epsilon$ is small. Although our global error analysis only applies to the Hamiltonian form of the PT dynamics with symplectic integrators and a relatively small time step, our numerical results indicate that the PT dynamics can be effectively discretized with more general numerical schemes and with much larger time steps.

## Chapter 3

## Parallel transport dynamics for TDDFT

### 3.1 Introduction

${ }^{1}$ One of the most widely used techniques for studying ultrafast properties is the real-time time-dependent density functional theory (RT-TDDFT) [133, 126], which has achieved successes in a number of fields including e.g. nonlinear optical response [146] and the collision of an ion with a substrate [98]. In TDDFT, the system is described by a set of wave functions $\Psi(t)=\left\{\psi_{j}(t)\right\}$ satisfying the time-dependent Schrödinger equation

$$
\begin{equation*}
\mathrm{i} \partial_{t} \Psi(t)=H(t, P) \Psi(t), \quad P(t)=\Psi(t) \Psi^{*}(t) \tag{3.1.1}
\end{equation*}
$$

and the TDDFT Hamiltonian takes the form

$$
\begin{equation*}
H(t, P)=-\frac{1}{2} \Delta+V_{\mathrm{ext}}(\mathbf{r}, t)+V_{\mathrm{PP}}(\mathbf{r})+V_{\mathrm{Hxc}}[P(t)] \tag{3.1.2}
\end{equation*}
$$

Here $V_{\mathrm{PP}}$ is the pseudopotential operator due to the electron-ion interaction. After spatial discretization, $V_{\mathrm{PP}}$ becomes a matrix independent of the time $t$ and the density matrix $P$. $V_{\mathrm{Hxc}}$ is the sum of the Hartree and exchange-correlation potentials. $V_{\text {ext }}(\mathbf{r}, t)$ represents the possible external potential such as a time-dependent electric field.

As we discuss before, the range of applicability of RT-TDDFT is often hindered by the very small time step needed to propagate the Schrödinger equation. The parallel transport gauge can potentially "flatten" the wave functions thus allow much larger time step size. When combined with implicit time integrators to propagate the parallel transport dynamics, it is possible to significantly increase the time step size without sacrificing accuracy.

[^8]In this chapter, we generalize the parallel transport dynamics to the TDDFT setup with multiple wave functions, and numerical test its performance via three TDDFT calculations. In particalur, using absorption spectrum, ultrashort laser pulse, and Ehrenfest dynamics calculations for example, we show that the new method can utilize a time step that is on the order of $10 \sim 100$ attoseconds in a planewave basis set, and is no less than $5 \sim 10$ times faster when compared to the standard explicit 4th order Runge-Kutta time integrator. Please note that, since TDDFT allows electron excitation, our numerical results demonstrate that parallel transport gauge can also benefit the simulation beyond near adiabatic regime.

The rest of this chapter is organized as follows. In Section 3.2, we derive the parllel transport formalism for the TDDFT equations. Section 3.3 discusses numerical integrators for TDDFT equations under the parallel transport gauge, followed by our numerical results in Section 3.4.

### 3.2 Derivation of the parallel transport gauge

In order to derive the parallel transport gauge, let us first consider the RT-TDDFT equations

$$
\begin{equation*}
\mathrm{i} \partial_{t} \psi_{i}(t)=H(t, P(t)) \psi_{i}, \quad i=1, \ldots, N_{e} . \tag{3.2.1}
\end{equation*}
$$

Here $\Psi(t)=\left[\psi_{1}, \ldots, \psi_{N_{e}}\right]$ are the electron orbitals, and the Hamiltonian can depend explicitly on $t$ and nonlinearly on the density matrix $P(t)=\Psi(t) \Psi^{*}(t)$ or the electron density $\rho(t)=\sum_{i=1}^{N_{e}}\left|\psi_{i}(t)\right|^{2}$. Eq. (3.2.1) can be equivalently written using a set of transformed orbitals $\Phi(t)=\Psi(t) U(t)$, where the gauge matrix $U(t)$ is a unitary matrix of size $N_{e}$. An important property of the density matrix is that it is gauge-invariant: $P(t)=\Psi(t) \Psi^{*}(t)=$ $\Phi(t) \Phi^{*}(t)$, and always satisfies the von Neumann equation (or quantum Liouville equation)

$$
\begin{equation*}
\mathrm{i} \partial_{t} P=[H, P]=H P-P H \tag{3.2.2}
\end{equation*}
$$

Our goal is to optimize the gauge matrix, so that the transformed orbitals $\Phi(t)$ vary as slowly as possible, without altering the density matrix. This results in the following variational problem

$$
\begin{equation*}
\min _{U(t)}\|\dot{\Phi}\|_{F}^{2}, \text { s.t. } \Phi(t)=\Psi(t) U(t), U^{*}(t) U(t)=I_{N_{e}} \tag{3.2.3}
\end{equation*}
$$

Here $\|\dot{\Phi}\|_{F}^{2}:=\operatorname{Tr}\left[\dot{\Phi}^{*} \dot{\Phi}\right]$ measures the Frobenius norm of the time derivative of the transformed orbitals.

In order to solve (3.2.3), we first split $\dot{\Phi}$ into two orthogonal components

$$
\begin{equation*}
\dot{\Phi}=P \dot{\Phi}+(I-P) \dot{\Phi} \tag{3.2.4}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\|\dot{\Phi}\|_{F}^{2}=\|P \dot{\Phi}\|_{F}^{2}+\|(I-P) \dot{\Phi}\|_{F}^{2} . \tag{3.2.5}
\end{equation*}
$$

To reformulate the second term, we take the time derivative on the equation $P \Phi=\Phi$ and get

$$
\begin{equation*}
\dot{P} \Phi=\dot{\Phi}-P \dot{\Phi}=(I-P) \dot{\Phi} \tag{3.2.6}
\end{equation*}
$$

Thus Eq. (3.2.5) becomes

$$
\begin{equation*}
\|\dot{\Phi}\|_{F}^{2}=\|P \dot{\Phi}\|_{F}^{2}+\|\dot{P} \Phi\|_{F}^{2}=\|P \dot{\Phi}\|_{F}^{2}+\|\dot{P} \Psi\|_{F}^{2}, \tag{3.2.7}
\end{equation*}
$$

where the last equality comes from that $\Phi=\Psi U$ and $U$ is a unitary gauge matrix.
Eq. (3.2.7) has a clear physical interpretation. The second term

$$
\begin{equation*}
\|\dot{P} \Psi\|_{F}^{2}=\operatorname{Tr}\left[\Psi^{*} \dot{P}^{2} \Psi\right]=\operatorname{Tr}\left[\dot{P}^{2} \Psi \Psi^{*}\right]=\operatorname{Tr}\left[\dot{P}^{2} P\right] \tag{3.2.8}
\end{equation*}
$$

is defined solely from the density matrix and is thus gauge-invariant. Therefore the variation of $\Phi$ is minimized when

$$
\begin{equation*}
P \dot{\Phi}=0 \tag{3.2.9}
\end{equation*}
$$

which is exactly the parallel transport condition.
Now we would like to directly write down the governing equation of $\Phi$. First, the equation $\Phi=P \Phi$ and the parallel transport condition (3.2.21) imply that

$$
\begin{equation*}
\dot{\Phi}=\partial_{t}(P \Phi)=\dot{P} \Phi+P \dot{\Phi}=\dot{P} \Phi . \tag{3.2.10}
\end{equation*}
$$

Together with the von Neumann equation, we have

$$
\begin{equation*}
\mathrm{i} \dot{\Phi}=\mathrm{i} \dot{P} \Phi=[H, P] \Phi=H P \Phi-P H \Phi=H \Phi-\Phi\left(\Phi^{*} H \Phi\right) . \tag{3.2.11}
\end{equation*}
$$

This is exactly the parallel transport dynamics.
The name "parallel transport gauge" originates from the parallel transport formulation associated with a family of density matrices $P(t)$, which generates a parallel transport evolution operator $\mathcal{T}(t)$ as (see e.g. [119, 47])

$$
\begin{equation*}
\mathrm{i} \partial_{t} \mathcal{T}=\left[\mathrm{i} \partial_{t} P, P\right] \mathcal{T}, \quad \mathcal{T}(0)=I \tag{3.2.12}
\end{equation*}
$$

We demonstrate that starting from an initial set of orbitals $\Psi_{0}$, the solution to the parallel transport dynamics (3.2.23) is simply evolved by the parallel transport evolution operator according to $\Phi(t)=\mathcal{T}(t) \Psi_{0}$. To show this, we first prove the following relation

$$
\begin{equation*}
P(t) \mathcal{T}(t)=\mathcal{T}(t) P(0) \tag{3.2.13}
\end{equation*}
$$

by showing that both sides solve the same initial value problem. Note that $\mathcal{T}(t) P(0)$ satisfies

$$
\begin{equation*}
\mathrm{i} \partial_{t}(\mathcal{T}(t) P(0))=\left[\mathrm{i} \partial_{t} P, P\right](\mathcal{T}(t) P(0)) . \tag{3.2.14}
\end{equation*}
$$

We then would like to derive the differential equation $P(t) \mathcal{T}(t)$ satisfies. Taking the time derivative on both sides of the identity $P=P^{2}$, we have

$$
\begin{equation*}
\dot{P}=\dot{P} P+P \dot{P} \tag{3.2.15}
\end{equation*}
$$

and thus

$$
\begin{equation*}
P \dot{P} P=(\dot{P}-\dot{P} P) P=\dot{P}\left(P-P^{2}\right)=0 \tag{3.2.16}
\end{equation*}
$$

Then

$$
\mathrm{i} \partial_{t}(P \mathcal{T})=\mathrm{i} \dot{P} \mathcal{T}+\mathrm{i} P \dot{\mathcal{T}}=\mathrm{i} \dot{P} \mathcal{T}+\mathrm{i} P[\dot{P}, P] \mathcal{T}=\mathrm{i} \dot{P} P \mathcal{T}
$$

On the other hand,

$$
[i \dot{P}, P](P \mathcal{T})=\mathrm{i}(\dot{P} P P \mathcal{T}-P \dot{P} P \mathcal{T})=\mathrm{i} \dot{P} P \mathcal{T}
$$

Therefore

$$
\begin{equation*}
\mathrm{i} \partial_{t}(P \mathcal{T})=[i \dot{P}, P](P \mathcal{T}) \tag{3.2.17}
\end{equation*}
$$

Together with the same initial value $P(0) \mathcal{T}(0)=\mathcal{T}(0) P(0)=P(0)$, we have proved that $P(t) \mathcal{T}(t)=\mathcal{T}(t) P(0)$. Using this relation, we have

$$
\begin{equation*}
P(t)\left(\mathcal{T}(t) \Psi_{0}\right)=\mathcal{T}(t) P(0) \Psi_{0}=\mathcal{T}(t) \Psi_{0} \tag{3.2.18}
\end{equation*}
$$

Since $\mathcal{T}(t)$ is unitary, we have $\left(\mathcal{T}(t) \Psi_{0}\right)^{*}\left(\mathcal{T}(t) \Psi_{0}\right)=I$ for all $t$. Hence $\mathcal{T}(t) \Psi_{0}$ forms an orthogonal basis in the image of $P(t)$. Therefore

$$
\begin{equation*}
P(t)=\left(\mathcal{T}(t) \Psi_{0}\right)\left(\mathcal{T}(t) \Psi_{0}\right)^{*} . \tag{3.2.19}
\end{equation*}
$$

By Eq. (3.2.13), (3.2.17) and the von Neumann equation, we have

$$
\begin{align*}
\mathrm{i} \partial_{t}\left(\mathcal{T} \Psi_{0}\right) & =\mathrm{i} \partial_{t}(P \mathcal{T}) \Psi_{0}=[\mathrm{i} \dot{P}, P] P \mathcal{T} \Psi_{0} \\
& =\mathrm{i} \dot{P} P \mathcal{T} \Psi_{0}=H P \mathcal{T} \Psi_{0}-P H P \mathcal{T} \Psi_{0} \tag{3.2.20}
\end{align*}
$$

Finally using Eq. (3.2.18) and (3.2.19), we have

$$
\mathrm{i} \partial_{t}\left(\mathcal{T} \Psi_{0}\right)=H\left(\mathcal{T} \Psi_{0}\right)-\left(\mathcal{T} \Psi_{0}\right)\left(\left(\mathcal{T} \Psi_{0}\right)^{*} H\left(\mathcal{T} \Psi_{0}\right)\right)
$$

thus $\mathcal{T} \Psi_{0}$ precisely solves the parallel transport dynamics, indicating $\Phi(t)=\mathcal{T}(t) \Psi_{0}$.

In summary, the minimizer of (3.2.3), in terms of $\Phi$, satisfies

$$
\begin{equation*}
P \dot{\Phi}=0 . \tag{3.2.21}
\end{equation*}
$$

Eq. (3.2.21) implicitly defines a gauge choice for each $U(t)$, and this gauge is called the parallel transport gauge. The governing equation of each transformed orbital $\varphi_{i}$ can be concisely written down as

$$
\begin{equation*}
\mathrm{i} \partial_{t} \varphi_{i}=H \varphi_{i}-\sum_{j=1}^{N_{e}} \varphi_{j}\left\langle\varphi_{j}\right| H\left|\varphi_{i}\right\rangle, \quad i=1, \cdots, N_{e}, \tag{3.2.22}
\end{equation*}
$$

or more concisely in the matrix form

$$
\begin{equation*}
\mathrm{i} \partial_{t} \Phi=H \Phi-\Phi\left(\Phi^{*} H \Phi\right), \quad P(t)=\Phi(t) \Phi^{*}(t) \tag{3.2.23}
\end{equation*}
$$

The right hand side of Eq. (3.2.23) is analogous to the residual vectors of an eigenvalue problem in the time-independent setup. Hence $\Phi(t)$ follows the dynamics driven by residual vectors and is expected to vary slower than $\Psi(t)$.

### 3.3 Numerical discretization

In order to propagate the parallel transport dynamics numerically, all the RT-TDDFT propagation methods can be used since Eq. (3.2.23) only differs from Eq. (3.2.1) in one extra term $\Phi\left(\Phi^{*} H \Phi\right)$.

We list several propagation schemes used in this chapter, but the parallel transport dynamics can be discretized with any propagator. Here all the $H_{n}=H\left(t_{n}, P_{n}\right)$ is the Hamiltonian at step $t_{n}$, and $t_{n+\frac{1}{2}}=t_{n}+\frac{1}{2} \Delta t, t_{n+1}=t_{n}+\Delta t$. For implicit time integrators, $\Psi_{n+1}$ or $\Phi_{n+1}$ needs to be solved self-consistently.

The standard explicit 4th order Runge-Kutta scheme for the Schrödinger dynamics (S-

RK4):

$$
\begin{align*}
k_{1} & =-\mathrm{i} \Delta t H_{n} \Psi_{n}, \\
\Psi_{n}^{(1)} & =\Psi_{n}+\frac{1}{2} k_{1}, \quad H_{n}^{(1)}=H\left(t_{n+\frac{1}{2}}, \Psi_{n}^{(1)} \Psi_{n}^{(1) *}\right) \\
k_{2} & =-\mathrm{i} \Delta t H_{n}^{(1)} \Psi_{n}^{(1)}, \\
\Psi_{n}^{(2)} & =\Psi_{n}+\frac{1}{2} k_{2}, \quad H_{n}^{(2)}=H\left(t_{n+\frac{1}{2}}, \Psi_{n}^{(2)} \Psi_{n}^{(2) *}\right)  \tag{3.3.1}\\
k_{3} & =-\mathrm{i} \Delta t H_{n}^{(2)} \Psi_{n}^{(2)}, \\
\Psi_{n}^{(3)} & =\Psi_{n}+k_{3}, \quad H_{n}^{(3)}=H\left(t_{n+1}, \Psi_{n}^{(3)} \Psi_{n}^{(3) *}\right) \\
k_{4} & =-\mathrm{i} \Delta t H_{n}^{(3)} \Psi_{n}^{(3)}, \\
\Psi_{n+1} & =\Psi_{n}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right) .
\end{align*}
$$

The standard explicit 4th order Runge-Kutta scheme for the parallel transport dynamics (PT-RK4):

$$
\begin{align*}
k_{1} & =-\mathrm{i} \Delta t\left\{H_{n} \Phi_{n}-\Phi_{n}\left(\Phi_{n}^{*} H_{n} \Phi_{n}\right)\right\}, \\
\Phi_{n}^{(1)} & =\Phi_{n}+\frac{1}{2} k_{1}, \quad H_{n}^{(1)}=H\left(t_{n+\frac{1}{2}}, \Phi_{n}^{(1)} \Phi_{n}^{(1) *}\right) \\
k_{2} & =-\mathrm{i} \Delta t\left\{H_{n}^{(1)} \Phi_{n}^{(1)}-\Phi_{n}^{(1)}\left(\Phi_{n}^{(1) *} H_{n}^{(1)} \Phi_{n}^{(1)}\right)\right\} \\
\Phi_{n}^{(2)} & =\Phi_{n}+\frac{1}{2} k_{2}, \quad H_{n}^{(2)}=H\left(t_{n+\frac{1}{2}}, \Phi_{n}^{(2)} \Phi_{n}^{(2) *}\right)  \tag{3.3.2}\\
k_{3} & =-\mathrm{i} \Delta t\left\{H_{n}^{(2)} \Phi_{n}^{(2)}-\Phi_{n}^{(2)}\left(\Phi_{n}^{(2) *} H_{n}^{(2)} \Phi_{n}^{(2)}\right)\right\} \\
\Phi_{n}^{(3)} & =\Phi_{n}+k_{3}, \quad H_{n}^{(3)}=H\left(t_{n+1}, \Phi_{n}^{(3)} \Phi_{n}^{(3) *}\right) \\
k_{4} & =-\mathrm{i} \Delta t\left\{H_{n}^{(3)} \Phi_{n}^{(3)}-\Phi_{n}^{(3)}\left(\Phi_{n}^{(3) *} H_{n}^{(3)} \Phi_{n}^{(3)}\right)\right\}, \\
\Phi_{n+1} & =\Phi_{n}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right) .
\end{align*}
$$

The implicit Crank-Nicolson scheme for the Schrödinger dynamics (S-CN):

$$
\begin{equation*}
\left(I+\mathrm{i} \frac{\Delta t}{2} H_{n+1}\right) \Psi_{n+1}=\left(I-\mathrm{i} \frac{\Delta t}{2} H_{n}\right) \Psi_{n} \tag{3.3.3}
\end{equation*}
$$

The implicit Crank-Nicolson scheme for the parallel transport dynamics (PT-CN):

$$
\begin{align*}
& \Phi_{n+1}+\mathrm{i} \frac{\Delta t}{2}\left\{H_{n+1} \Phi_{n+1}-\Phi_{n+1}\left(\Phi_{n+1}^{*} H_{n+1} \Phi_{n+1}\right)\right\} \\
= & \Phi_{n}-\mathrm{i} \frac{\Delta t}{2}\left\{H_{n} \Phi_{n}-\Phi_{n}\left(\Phi_{n}^{*} H_{n} \Phi_{n}\right)\right\} . \tag{3.3.4}
\end{align*}
$$

In Eq. (3.3.4), the solution $\Phi_{n+1}$ needs to be solved self-consistently. This is a set of nonlinear equations with respect to the unknowns $\Phi_{n+1}$, and can be efficiently solved by e.g. the preconditioned Anderson mixing scheme [8]. The propagation of $\Phi(t)$ can also be naturally combined with the motion of nuclei discretized e.g. by the Verlet scheme for the simulation of Ehrenfest dynamics [111].

### 3.4 Numerical results

Next, we demonstrate the performance of the PT-CN scheme for RT-TDDFT calculations for three real systems representing three prototypical usages of RT-TDDFT. Our method is implemented in PWDFT code, which uses the planewave basis set and is a self-contained module in the massively parallel DGDFT (Discontinuous Galerkin Density Functional Theory) software package [104, 76]. We use the Perdew-Burke-Ernzerhof (PBE) exchange correlation functional [129], and the Optimized Norm-Conserving Vanderbilt (ONCV) pseudopotentials [71, 138].

## Absorption spectrum

The first example is the computation of the absorption spectrum of an anthracene molecule $\left(\mathrm{C}_{14} \mathrm{H}_{10}\right.$, Fig. 3.4.1). The simulation is performed using a cubic supercell of size $(20 \AA)^{3}$, and the kinetic energy cutoff is 20 au . In order to compute the absorption spectrum, a $\delta$-pulse of strength 0.005 au is applied to the $x, y, z$ directions to the ground state wavefunctions respectively, and the system is then propagated for 4.8 fs along each direction. This gives the polarization tensor $\chi(\omega)$, and the optical absorption cross-section is evaluated as

$$
\sigma(\omega)=(4 \pi \omega / c) \operatorname{Im} \operatorname{Tr}[\chi(\omega)] .
$$

We set the time step size of PT-CN to be 12 attoseconds (as), and that of S-RK4 to be 1 as (it becomes unstable when the step size is larger). Fig. 3.4.2 compares the absorption spectrum obtained from PT-CN and S-RK4 with PWDFT. This result is benchmarked against the linear response time-dependent density functional theory (LR-TDDFT) calculation using the turboTDDFT module [115] from the Quantum ESPRESSO software package [63], which performs 3000 Lanczos steps along each perturbation direction to evaluate the polarization tensor. A Lorentzian smearing of 0.27 eV is applied to all calculations. We find that the absorption spectrum calculations from the three methods agree very well. The spectrum obtained from PT-CN and that from S-RK4 are nearly indistinguishable below 10 eV , and becomes slightly different above 15 eV . Note that the $\delta$-pulse simultaneously excites all eigenstates from the entire spectrum, and $\omega=15 \mathrm{eV}$ already amounts to the time scale of 40 as, which is approaching the step size of the PT-CN method. Since the


Figure 3.4.1: Atomic configuration of anthracene.
computational cost of RT-TDDFT calculations is mainly dominated by the cost of applying the Hamiltonian operator to orbitals, we measure the numerical efficiency using the number of such matrix-vector multiplications per orbital. The PT-CN method requires on average 4.9 matrix-vector multiplications for each orbital. This is comparable to the S-RK4 method which requires 4 matrix-vector multiplications per time step. Hence for this example, the PT-CN method is around 10 times faster than the S-RK4 method.

## Ultrafast laser

The second system is a benzene molecule driven by an ultrashort laser pulse, where the external potential $V_{\text {ext }}(\mathbf{r}, t)=\mathbf{r} \cdot \mathbf{E}(t)$ is given by a time-dependent electric field

$$
\begin{equation*}
\mathbf{E}(t)=\hat{\mathbf{k}} E_{\max } \exp \left[-\frac{\left(t-t_{0}\right)^{2}}{2 a^{2}}\right] \sin \left[\omega\left(t-t_{0}\right)\right] \tag{3.4.1}
\end{equation*}
$$

where $\hat{\mathbf{k}}$ is a unit vector defining the polarization of the electric field. The parameters $a, t_{0}, E_{\max }, \omega$ define the width, the initial position of the center, the maximum amplitude of the Gaussian envelope, and the frequency of the laser, respectively. In practice $\omega$ and $a$ are often determined by the wavelength $\lambda$ and the full width at half maximum (FWHM)


Figure 3.4.2: Absorption spectrum for anthracene.
pulse width [134], i.e. $\lambda \omega=2 \pi c$ and $\mathrm{FWHM}=2 a \sqrt{2 \log 2}$, where $c$ is the speed of the light. In this example, the peak electric field $E_{\max }$ is $1.0 \mathrm{eV} / \AA$, occurring at $t_{0}=15.0 \mathrm{fs}$. The FWHM pulse width is 6.0 fs , and the polarization of the laser field is aligned along the $x$ axis (the benzene molecule is in $x-y$ plane, see Fig. 3.4.3a). We consider one relatively slow laser with wavelength 800 nm , and another faster laser with wavelength 250 nm , respectively (Fig. 3.4.3). The electron dynamics for the first laser is in the near adiabatic regime, where the system stays near the ground state after the active time interval of the laser, while the second laser drives electrons to excited states. We implement S-RK4 and PT-CN in the PWDFT package, and propagate TDDFT to $T=30.0 \mathrm{fs}$. For the parameters in the Anderson mixing, the step length $\alpha$ is 0.2 , the mixing dimension is 10 , and the tolerance is $10^{-6}$. We measure the accuracy using the dipole moment $\mathbf{D}(t):=\operatorname{Tr}[\mathbf{r} P(t)]$, as well as the energy difference $E(t)-E(0)$ along the trajectory.

Figure 3.4.4 shows the numerical results for the 800 nm laser using S-RK4 with a step size 0.0005 fs and PT-CN with a step size 0.05 fs . In this case, the system stays near the ground state after the active time interval of the laser. After 25.0 fs , the total energy for S-RK4 only increases by $2.00 \times 10^{-4} \mathrm{eV}$, and hence we may use the results from S-RK4 as our benchmark. We remark that S-RK4 becomes unstable at large time step sizes. Even when increasing the time step to be 0.001 fs , S-RK4 blows up within 100 time steps. We


Figure 3.4.3: (a) The benzene molecule. The direction of the external electric field is along the x-axis. This figure is generated by VMD package [77]. (b)(c) The intensity of the electric field. The peak electric field $E_{\max }$ is $1.0 \mathrm{eV} / \AA$, occurring at $t_{0}=15.0 \mathrm{fs}$, and the FWHM pulse width is 6.0 fs . The wavelength is 800 nm in (b), and 250 nm in (c).


Figure 3.4.4: (a) Dipole moment along the x -direction and (b) total energy difference with the 800 nm laser.
observe that PT-CN agrees perfectly with S-RK4 in terms of the dipole moment along the $x$ direction, and the total energy difference. After 25.0 fs , the total energy is nearly constant and only slightly increases by $2.44 \times 10^{-4} \mathrm{eV}$ compared to that of the initial state.

Since the computational cost of TDDFT calculations is mainly dominated by the cost of applying the Hamiltonian matrix to wave functions, we measure the numerical efficiency using the number of such matrix-vector multiplications. Although PT-CN requires more matrix-vector multiplications in each time step, the total number of matrix-vector multiplications is still significantly reduced due to the larger time step size, and PT-CN usually achieves a significant speedup. More specifically, in this case, during the time interval for which the laser is active (from 5.5 fs to 24.5 fs ), the average number of matrix-vector multiplications in each PT-CN time step is 12.6, and the total number of matrix-vector multiplications in the simulation is 4798 . On the other hand, the number of matrix-vector multiplications in each S-RK4 time step is 4, and the total number of matrix-vector multiplications during this period using time step 0.0005 fs is 152000 . Hence the overall speedup of PT-CN over RK4 is 31.7 .

Figure 3.4.5 shows the numerical results for the 250 nm laser. In this case, the laser carries more energy and hence a significant amount of electrons can reach the excited states. According to the S-RK4 benchmark, the total energy of the system increases by 0.5260 eV after 25.0 fs . Furthermore, the dipole moment along the $x$ direction oscillates more strongly due to the excitation. PT-CN needs to adopt a smaller time step size 0.005 fs , and still gives


Figure 3.4.5: (a) Dipole moment along the x-direction and (e) total energy difference with the 250 nm laser, with zoom-in views provided in (b)(c)(d)(f).

| Method | $\mathrm{h}(\mathrm{fs})$ | AEI (eV) | AOE (eV) | MVM | Speedup |
| :---: | :---: | :---: | :---: | :---: | :---: |
| S-RK4 | 0.0005 | 0.5260 | $/$ | 152000 | $/$ |
| PT-CN | 0.005 | 0.5340 | 0.0080 | 28610 | 5.3 |
| PT-CN | 0.0065 | 0.5347 | 0.0087 | 22649 | 6.7 |
| PT-CN | 0.0075 | 0.5362 | 0.0102 | 21943 | 6.9 |
| PT-CN | 0.01 | 0.5435 | 0.0175 | 15817 | 9.6 |
| PT-CN | 0.02 | 0.5932 | 0.0672 | 12110 | 12.6 |

Table 3.1: Accuracy and efficiency of PT-CN for the electron dynamics with the 250 nm laser compared to S-RK4. The accuracy is measured using the average energy increase (AEI) after 25.0 fs and the average overestimated energy (AOE) after 25.0 fs . The efficiency is measured using the total number of matrix-vector multiplications (MVM) during the time interval from 5.5 fs to 24.5 fs , and the computational speedup.
a very good approximation to the electron dynamics compared to S-RK4, For the dipole moment, PT-CN results match very well with S-RK4 benchmark during (Fig. 3.4.5b) and after (Fig. 3.4.5c and 3.4.5d) the active time interval of the laser. The total energy obtained by PT-CN matches very well with that in S-RK4 benchmark during the active interval and stays at a constant level with an average increase of 0.5340 eV by the end of the simulation (Fig. 3.4.5e and 3.4.5f). In this case, PT-CN slightly overestimates the total energy after the laser's action by $7.96 \times 10^{-3} \mathrm{eV}$.

For the computational costs within the period from 5.5 fs to 24.5 fs , the total number of matrix-vector multiplications is still 152000 for S-RK4. The average number of matrix-vector multiplications in each PT-CN time step is 7.5 due to the reduced step size, and the total number of matrix-vector multiplications is 28610. Therefore in this case PT-CN achieves 5.3 times speedup over S-RK4.

We remark that even the electron dynamics is beyond the adiabatic regime, PT-CN can still be stable with a larger time step. Table 3.1 measures the accuracy of PT-CN with $h=$ $0.005 \mathrm{fs}, 0.0065 \mathrm{fs}, 0.0075 \mathrm{fs}, 0.01 \mathrm{fs}$ and 0.02 fs , respectively. We find that the number of matrix-vector multiplications systematically reduces as the step size increases. When the step size is 0.02 fs , the speed up over S-RK4 is 12.6 , and this is at the expense of overestimating the energy by 0.0672 eV after the active interval of the laser. Hence one can use PT-CN to quickly study the electron dynamics with a large time step, while this is not possible using an explicit scheme like S-RK4.


Figure 3.4.6: Model for the collision of $\mathrm{Cl} / \mathrm{Cl}^{-}$and a graphene nanoflake.

## Ehrenfest dynamics

As the last example, we use the RT-TDDFT based Ehrenfest dynamics to study the process of a chlorine ion $\left(\mathrm{Cl}^{-}\right)$colliding to a graphene nanoflake consisting of 112 atoms (shown in Fig. 3.4.6). This models the ion implantation procedure for doping a substrate. At the beginning of the simulation, the $\mathrm{Cl}^{-}$is placed at $6 \AA$ away from the graphene and is given an initial velocity perpendicular to the plane of the graphene pointing towards the center of one hexagonal ring formed by the carbon atoms. The simulation is terminated before the ion reaches the boundary of the supercell. For instance, we set $T=10 \mathrm{fs}$ when the velocity is $2.0 \mathrm{Bohr} / \mathrm{fs}$. In such case, the time step size for PT-CN and S-RK4 is set to be 50 as and 0.5 as, respectively. Each PT-CN step requires on average 28 matrix-vector multiplication operations per orbital, and the overall speedup of PT-CN over S-RK4 is 14.2.

We compare the result obtained from the Ehrenfest dynamics with that from the BornOpenheimer Molecular Dynamics (BOMD). In the BOMD simulation, since the extra electron of $\mathrm{Cl}^{-}$will localize on the conduction band of the graphene conduction rather than on Cl during the self-consistent field iteration, we replace the $\mathrm{Cl}^{-}$ion by the Cl atom. Fig. 3.4.7 (a) illustrates the energy transfer with different initial kinetic energies. As the $\mathrm{Cl} / \mathrm{Cl}^{-}$initial kinetic energy increases, the gain of the kinetic energy by the graphene atoms decreases due to that $\mathrm{Cl} / \mathrm{Cl}^{-}$can pass through the system faster. When the initial kinetic energy of $\mathrm{Cl} / \mathrm{Cl}^{-}$is smaller than 500 eV , the losses of the kinetic energy for $\mathrm{Cl} / \mathrm{Cl}^{-}$are similar between RT-TDDFT and BOMD. However, when the initial kinetic energy of $\mathrm{Cl} / \mathrm{Cl}^{-}$further
increases, the RT-TDDFT predicts an increase of the loss of the $\mathrm{Cl} / \mathrm{Cl}^{-}$kinetic energy, while the gain of the graphene kinetic energy remains decreasing. This is a consequence of the electron excitation, which is absent in the BOMD simulation. Such excitation is illustrated in Fig. 3.4.7 (b) for the occupied electron density of states in the higher energy regimes. The occupied density of states is calculated as $\rho(\varepsilon):=\sum_{j=1}^{N_{e}} \sum_{i=1}^{\infty}\left|\left\langle\phi_{i}(T) \mid \psi_{j}(T)\right\rangle\right|^{2} \tilde{\delta}\left(\varepsilon-\varepsilon_{i}(T)\right)$. Here $\psi_{j}(T)$ is the $j$-th orbital obtained at the end of the RT-TDDFT simulation at time $T$, and $\varepsilon_{i}(T), \phi_{i}(T)$ are the eigenvalues and wavefunctions corresponding to the Hamiltonian at time $T . \tilde{\delta}$ is a Dirac- $\delta$ function with a Gaussian broadening of 0.05 eV .


Figure 3.4.7: Energy transfer and density of states. (a) BOMD and RT-TDDFT energy transfer with different initial kinetic energies. (b) Density of state after the ion collision. Green dashed line: Fermi energy.

Fig. 3.4.8 presents further details of the energy transfer along the trajectory of the RTTDDFT and BOMD simulation when the initial velocity is $2.0 \mathrm{Bohr} / \mathrm{fs}(2057 \mathrm{eV})$. When the collision occurs at around $T=6 \mathrm{fs}$, the loss of the $\mathrm{Cl} / \mathrm{Cl}^{-}$kinetic energy is 44 eV and 58 eV under RT-TDDFT and BOMD, respectively. However, after collision Cl regains almost all the kinetic energy in BOMD, and the final kinetic energy is only 2.5 eV less than the initial one. Correspondingly, the kinetic energy of the graphene increases by 0.86 eV and the potential energy increases by 1.63 eV . On the other hand, RT-TDDFT predicts that the $\mathrm{Cl}^{-}$ ion should lose 22.5 eV kinetic energy, which is mostly transferred to the potential energy of the excited electrons. The increase of the kinetic energy of the graphene is 0.84 eV and is similar to the BOMD result. Therefore, in RT-TDDFT, the $\mathrm{Cl}^{-}$loses its kinetic energy to electron excitation in graphene.


Figure 3.4.8: BOMD and RT-TDDFT energy transfer with time, projectile speed is 2.0 Bohr/fs.

### 3.5 Conclusion

In this chapter, we demonstrate that one significant factor leading to the very small time step size in RT-TDDFT calculations is the non-optimal gauge choice in the Schrödinger dynamics. Since all physical observables should be gauge-independent, we may optimize the gauge choice to improve the numerical efficiency without sacrificing accuracy. The resulting scheme can be beneficial to any RT-TDDFT integrator, and can even be nearly symplectic. With the increased time step size, we hope that RT-TDDFT can be used to study many ultrafast problems unamenable today.

## Chapter 4

## Mixed-state parallel transport dynamics

### 4.1 Introduction

Consider the problem of solving a finite dimensional, (possibly) nonlinear von Neumann equation

$$
\begin{equation*}
\mathrm{i} \partial_{t} \rho(t)=[H(t, \rho(t)), \rho(t)], \quad \rho(0)=\rho_{0}, \tag{4.1.1}
\end{equation*}
$$

where $\rho_{0} \in \mathbb{C}^{N_{g} \times N_{g}}$ is a Hermitian matrix satisfying $\rho_{0}^{2} \preceq \rho_{0}$. Here $[A, B]=A B-B A$ is the commutator of $A$ and $B$, and $A \preceq B$ means that $A-B$ is a negative semidefinite matrix. The initial quantum state $\rho_{0}$ is called a pure state if $\rho_{0}^{2}=\rho_{0}$, and a mixed state if $\rho_{0}^{2} \prec \rho_{0}$. Eq. (4.1.1) can be used to describe the dynamics of a closed quantum system in a very general setting, and we allow the time-dependent Hamiltonian $H(t, \rho(t)) \in \mathbb{C}^{N_{g} \times N_{g}}$ to have a nonlinear dependence on entries of $\rho(t)$. One prominent application is the real-time time-dependent density functional theory (rt-TDDFT) [133, 159, 126, 151], which is one of the most widely used techniques for studying ultrafast properties of electrons, and has resulted in a variety of applications in quantum physics, chemistry, and materials science.

In practice, $\rho_{0}$ is often of low-rank, or can be very well approximated by a low-rank matrix. For simplicity, let the rank of $\rho_{0}$ be denoted by $N$ and assume $N \ll N_{g}$. The von Neumann dynamics neglects the low-rank structure and propagates $\rho(t)$ directly as a dense matrix. For rt-TDDFT calculations with a fine discretization scheme (e.g. the planewave basis set, or the finite difference discretization), $N_{g}$ can be $10^{6}$ or larger, and the direct propagation of Eq. (4.1.1) becomes extremely expensive. In this case, the von Neumann dynamics is often replaced by a set of nonlinear Schrödinger equations (see Eq. (4.2.1)), and the simulation variables become the electron wavefunctions described by a much smaller matrix $\Psi(t) \in \mathbb{C}^{N_{g} \times N}$. However, such a rank reduction can come at the cost of the time
step size, denoted by $h$. In many applications, $h$ for the von Neumann dynamics (4.1.1) can be chosen to be at the sub-femtosecond scale ( $1 \mathrm{fs}=10^{-15} \mathrm{~s}$ ), while $h$ for the Schrödinger dynamics needs to be sub-attosecond scale ( 1 as $=10^{-18} \mathrm{~s}$ ) [36, 137, 65].

Given a pure initial state, among all possible gauge choices, the parallel transport (PT) gauge yields the slowest gauge-transformed dynamics at any given time, as discussed in previous chapters. Compared to the Schrödinger dynamics, the time step $h$ in the PT dynamics can be chosen to be much larger and is comparable to that of the von Neumann dynamics Eq. (4.1.1). When combined with implicit integrators (such as the CrankNicolson method or the implicit midpoint rule), the PT dynamics has been applied to rtTDDFT simulations for real materials with thousands of atoms at the level of generalized gradient approximation exchange-correlation functionals (GGA, such as the Perdew-BurkeErnzerhof [129] functional) and hybrid exchange-correlation functionals (such as the Heyd-Scuseria-Ernzerhof [74] functional) [86, 87].

In previous chapters, the PT dynamics is derived for a pure initial state, and its efficiency has been justified in the linear, near adiabatic regime in terms of a singularly perturbed linear system. The pure initial state is suitable for describing molecules and insulating materials at zero temperature. On the other hand, in practice, the initial state is often a low-energy excited state [54, 60, 28], or a thermal state [161] especially for metallic systems. This inspires us to consider the most general setting when $\rho_{0}$ is given by a mixed state (for instance, the occupation number of $\rho_{0}$ is given by the Fermi-Dirac distribution).

By assuming a dynamical low-rank factorization $\rho(t) \approx \Phi(t) \sigma(t) \Phi^{\dagger}(t)$, where $\Phi(t) \in$ $\mathbb{C}^{N_{g} \times N}$ and $\sigma(t) \in \mathbb{C}^{N \times N}$, we derive the PT dynamics in terms of its low-rank factors $\Phi(t), \sigma(t)$. The PT dynamics with a pure initial state is recovered by setting $\sigma(t)=I_{N}$. When the spectral radius of the Hamiltonian is large, the time step $h$ is simultaneously constrained by accuracy and stability requirements, and implicit integrators are more suited for efficient propagation of the PT dynamics. Using the implicit midpoint (IM) rule (also known as the second order Gauss-Legendre method, GL2) as an example, we derive the discretized numerical scheme, and prove that the resulting PT-IM scheme has certain orthogonality and trace-preserving properties.

We then derive a new error bound for the discretized PT dynamics. Instead of relying on the linear quantum adiabatic theorem to obtain an a priori error bound of the solution, our new error bound expresses the local truncation error directly in terms of the Hamiltonian, density matrix, and their derived quantities. Our analysis shows that an upper bound of the local truncation error of PT dynamics only involves certain commutators between the Hamiltonian (or its time derivatives) and the density matrix (or the associated spectral projector), while that of the Schrödinger gauge involves additional terms lacking such commutator structures. Using the commutator type error bound, in the near adiabatic regime when the a priori estimate is available from the quantum adiabatic theorem, our new result shows the PT dynamics gains one extra order of accuracy in terms of the singularly per-
turbed parameter $\epsilon$ than the Schrödinger dynamics, which reproduces the previous result in Chapter 2. Recently, the quantum adiabatic theorem has been extended to certain weakly nonlinear systems [57, 61]. Our commutator type error analysis can be directly combined with such analysis leading to results comparable to that in Chapter 2 in the weakly nonlinear regime. Away from the near adiabatic regime, the commutator scaling of the PT dynamics can still lead to a significantly smaller error than that of the Schrödinger dynamics. We illustrate the numerical performance of the PT dynamics for a number of one-dimensional model metallic systems, which also verifies the effectiveness of the new error bound.

## Related works:

Numerical integrators for rt-TDDFT simulation following the Schrödinger dynamics is a well-studied subject (see an early paper [36], and also [65, 130] for recent comparative studies of a variety of standard numerical integrators), but the importance and the benefit of gauge-transformed dynamics have only been realized recently (see [162] for another type of gauge-transformed dynamics using Wannier functions).

At the continuous level, the PT dynamics is a special case of the dynamical low-rank approximation (DLRA) developed by Lubich et al. (see [97, 111] for examples; DLRA is intimately related to the Dirac-Frenkel/McLachlan variational principle in the physics literature). The basic strategy of DLRA is to update a low-rank decomposition (such as eigenvalue or singular value decomposition) of a large matrix (in this case $\rho(t)$ ) on the fly. For a mixed initial state, a direct application of DLRA involves $\sigma^{-1}(t)$ in the equation of the low-rank factors, which in general can be a source of numerical instability [97, 113]. Our derivation of the PT dynamics with a mixed initial state uses the structure of the von Neumann equation and can be viewed as a simplified derivation of DLRA. It also naturally shows that the pathological term $\sigma^{-1}(t)$ does not appear, so the PT dynamics is numerically stable even if one overestimates the numerical rank of $\rho(t)$.

Regarding the time discretization, existing works of DLRA mostly use explicit integrators, although the possibility of using implicit integrators has also been mentioned in certain settings [113]. Our previous studies in Chapter 2 and Chapter 3 suggest that for rt-TDDFT calculations, the combined use of the PT dynamics and implicit integrators is the key for efficient propagation in real chemical and materials systems. The PT dynamics with a mixed initial state can also be viewed as a special case of the low-rank approximation for solving Lindblad equations by Le Bris et al. [100, 101] (since the von Neumann equation can be viewed as the Lindblad equation without the decoherence operator), which is also derived independently of DLRA. It is worth pointing out that [100] introduces an arbitrary Hermitian matrix that can be freely determined. We demonstrate that in the context of the von Neumann dynamics, setting this arbitrary matrix to $H(t)$ (the instantaneous Hamiltonian matrix), and 0 (the zero matrix) leads to the Schrödinger dynamics and the PT dynamics, respectively.

## Organization:

The rest of this chapter is organized as follows. In Section 4.2, we introduce some preliminaries of rt-TDDFT and the PT dynamics with a pure initial state. We derive the PT dynamics with a mixed initial state in Section 4.3. For completeness, an alternative derivation of the PT dynamics that explicitly uses the structure of the tangent manifold (which is also a simplified derivation of [100]) is given in Section 4.4. We then derive an implicit numerical propagator for the PT dynamics in Section 4.5. Section 4.6 analyzes the numerical errors of the PT and the Schrödinger dynamics. Finally, we validate the error analysis with numerical results in Section 4.7.

### 4.2 Preliminaries

In this section, we briefly review the key idea of deriving PT dynamics with a pure initial state discussed in previous chapters. In the setting with a pure initial state, real-time timedependent density functional theory (rt-TDDFT) solves the following set of Schrödinger equations

$$
\begin{equation*}
\mathrm{i} \partial_{t} \Psi(t)=H(t, \rho(t)) \Psi(t), \quad \Psi(0)=\Psi_{0} \tag{4.2.1}
\end{equation*}
$$

Here $\Psi(t)=\left[\psi_{1}(t), \ldots, \psi_{N}(t)\right]$ is the collection of electron wavefunctions (also called electron orbitals), and the number of columns $N$ is equal to the number of electrons denoted by $N_{e}$ (spin degeneracy omitted). The initial set of wavefunctions satisfy the orthonormality condition $\Psi(0)^{\dagger} \Psi(0)=I_{N}$. Here $A^{\dagger}$ denotes the Hermitian conjugate of a matrix or vector $A$. The density matrix is $\rho(t)=\Psi(t) \Psi^{\dagger}(t) \equiv \sum_{i=1}^{N} \psi_{i}(t) \psi_{i}^{\dagger}(t)$, and in particular $\rho_{0}:=\rho(0)=$ $\Psi(0) \Psi(0)^{\dagger}$ is a pure state satisfying $\rho_{0}^{2}=\rho_{0}$.

Throughout the chapter we are concerned with time propagation instead of spatial discretization. Unless otherwise specified, Eq. (4.2.1) represents a discrete, finite dimensional quantum system, i.e. $H(t, \rho)$ is a Hermitian matrix with finite dimension $N_{g}$. If the quantum system is spatially continuous, we may first find a set of orthonormal basis functions and expand the continuous wavefunction under this basis. Then after a Galerkin projection, Eq. (4.2.1) becomes an $N_{g}$-dimensional quantum system, and $\psi_{j}(t)$ represents the coefficient vector under the basis for the $j$-th wavefunction.

The time-dependent Hamiltonian operator $H(t, \rho(t))$ is Hermitian for all $t$ and $\rho$, and its precise form is not important for the purpose of this chapter. Starting from a pure initial state $\rho_{0}$, the orthogonality condition $\Psi(t)^{\dagger} \Psi(t)=I_{N}$ is satisfied for all $t \geqslant 0$, and hence $\rho(t)$ is a pure state for all $t$ satisfying $\rho^{2}(t)=\rho(t)$. Throughout the chapter, we may use the notations $\partial_{t} \rho=\rho_{t}=\dot{\rho}$ interchangeably for the time-derivatives. For composite functions such as $H(t, \rho(t))$, we use the notation $\dot{H}:=\frac{d}{d t} H(t, \rho(t))=H_{t}+H_{\rho} \rho_{t}$, where the tensor contractions are defined such that the chain rule holds. For example, the tensor contraction between the 4-tensor $H_{\rho}$ and the matrix $\rho_{t}$ are defined such that the chain rule
$\frac{d}{d t} H(t, \rho(t))=H_{t}+H_{\rho} \rho_{t}$ follows the element-wise operation

$$
\frac{d}{d t} H_{i j}(t, \rho(t))=\partial_{t} H_{i j}(t, \rho(t))+\sum_{k, l} \frac{\partial H_{i j}}{\partial \rho_{k l}}(t, \rho(t)) \frac{\partial \rho_{k l}(t)}{\partial t} .
$$

The set of Schrödinger equations (4.2.1) is equivalent to the von Neumann dynamics (4.1.1). Note that if we right multiply $\Psi(t)$ by a time-dependent unitary matrix $U(t) \in \mathbb{C}^{N \times N}$ and let $\Phi(t)=\Psi(t) U(t)$, then

$$
\begin{equation*}
\rho(t)=\Psi(t) \Psi^{\dagger}(t)=\Phi(t)\left[U^{\dagger}(t) U(t)\right] \Phi^{\dagger}(t)=\Phi(t) \Phi^{\dagger}(t) \tag{4.2.2}
\end{equation*}
$$

The unitary rotation matrix $U(t)$ is called the gauge matrix, and Eq. (4.2.2) indicates that the density matrix is gauge-invariant. In particular, the choice $U(t)=I_{N}$ is referred to as the Schrödinger gauge.

Since all physical observables can be derived from the von Neumann equation (4.1.1) and the density matrix $\rho(t)$, the choice of the gauge matrix $U(t)$ has no measurable effects. On the other hand, the gauge matrix introduces additional degrees of freedom, and can oscillate at a different time scale from that of the corresponding wavefunctions. It is then desirable to optimize the gauge matrix, so that the transformed wavefunctions $\Phi(t)$ vary as slowly as possible, without changing the density matrix. This results in the following variational problem

$$
\begin{equation*}
\min _{U(t)}\|\dot{\Phi}\|_{F}^{2}, \text { s.t. } \Phi(t)=\Psi(t) U(t), U^{\dagger}(t) U(t)=I_{N} \tag{4.2.3}
\end{equation*}
$$

Here $\|\dot{\Phi}\|_{F}^{2}:=\operatorname{Tr}\left[\dot{\Phi}^{\dagger} \dot{\Phi}\right]$ measures the Frobenius norm of the time derivative of the transformed orbitals.

The minimizer of (4.2.3), in terms of $\Phi$, satisfies the following equation

$$
\begin{equation*}
\rho \dot{\Phi}=0 . \tag{4.2.4}
\end{equation*}
$$

We refer readers to Chapter 2 for the derivation. Eq. (4.2.4) has an intuitive explanation that the optimal dynamics should minimize the "internal" rotations within the range of $\rho$. Eq. (4.2.4) implicitly defines a gauge choice for each $U(t)$, and this gauge is called the parallel transport gauge. The name "parallel transport" comes from that $\Phi(t)$ can be identified as the unique horizontal lift [119] of $\rho(t)$ from the Grassmann manifold to the Stiefel manifold, starting from the initial condition $\Psi_{0}$. This will be further explained in Section 4.6.

From Eq. (4.2.4), the governing equation of $\Phi(t)$ can be concisely written down as

$$
\begin{equation*}
\mathrm{i} \partial_{t} \Phi(t)=H(t, \rho(t)) \Phi(t)-\Phi(t)\left(\Phi^{\dagger}(t) H(t, \rho(t)) \Phi(t)\right), \quad \Phi(0)=\Psi_{0} \tag{4.2.5}
\end{equation*}
$$

where $\rho(t)=\Phi(t) \Phi^{\dagger}(t)$. Notice that Eq. (4.2.5) introduces one extra term compared to the original dynamics Eq. (4.2.1) under Schrödinger gauge, and directly provides a self-contained
definition of the transformed wavefunctions under the optimal gauge. In practice, we can directly solve Eq. (4.2.5) by numerical schemes to approximate the dynamics, instead of computing the PT gauge explicitly.

To observe the advantage of the parallel transport dynamics, consider the extreme case that each column of $\Psi_{0}$ is already an eigenstate of $H(0)$ and $H(t, \rho(t)) \equiv H(0)$ is a timeindependent matrix. Then Eq. (4.2.5) is reduced to

$$
\mathrm{i} \partial_{t} \Phi(t)=0 .
$$

Hence $\Phi(t)=\Phi(0)$ holds for all $t \geqslant 0$, while each column of the solution Schrödinger dynamics (4.2.1) rotates with a time-dependent phase factor. For less trivial dynamics, the temporal oscillation of gauge-transformed wavefunctions $\Phi(t)$ can still be significantly slower than that of $\Psi(t)$.

### 4.3 Parallel transport dynamics with a mixed initial state

In rt-TDDFT calculations, the pure initial state can be used for simulating insulating systems starting from the ground state, or a well-defined excited state. In many other cases the initial state should be a mixed state. For instance, for metallic systems at finite temperature, the initial state often takes the form of the Fermi-Dirac distribution

$$
\begin{equation*}
\rho(0)=(1+\exp (\beta(H(0)-\mu)))^{-1} \tag{4.3.1}
\end{equation*}
$$

where $\beta=1 /\left(k_{\mathrm{B}} T\right), k_{\mathrm{B}}$ is the Boltzmann constant, $T$ is the temperature. The chemical potential $\mu$ is a Lagrange multiplier, which should be adjusted to satisfy the normalization condition

$$
\begin{equation*}
\operatorname{Tr}[\rho(0)]=N_{e}, \tag{4.3.2}
\end{equation*}
$$

where $N_{e}$ is the number of electrons. If we diagonalize $H(0)$ according to $H(0) \psi_{i}(0)=$ $\varepsilon_{i}(0) \psi_{i}(0)$, then the occupation number

$$
s_{i}(0):=\left\langle\psi_{i}(0)\right| \rho(0)\left|\psi_{i}(0)\right\rangle=\left(1+\exp \left(\beta\left(\varepsilon_{i}(0)-\mu\right)\right)\right)^{-1} .
$$

Hence when $\beta$ is large (e.g. at room temperature $300 \mathrm{~K}, \beta \approx 10^{3}$ in the atomic unit), $s_{i}(0)$ is very close to 0 when $\varepsilon_{i}(0)-\mu \gg \beta^{-1}$. Therefore, $\rho(0)$ can be very well approximated by a low rank matrix, with its approximate rank denoted by $N$. In other words, we can set

$$
\rho(0)=\sum_{i=1}^{N} \psi_{i}(0) s_{i}(0) \psi_{i}^{\dagger}(0)=\Psi(0) \sigma(0) \Psi^{\dagger}(0)
$$

with the chemical potential $\mu$ slightly adjusted so that the normalization condition (4.3.2) is still satisfied. Here $\sigma_{0}:=\sigma(0)=\operatorname{diag}\left[s_{1}(0), \ldots, s_{N}(0)\right]$ is a diagonal matrix. Since the occupation number satisfies $0<s_{i}(0)<1$, we have $N>N_{e}$, and $\rho^{2}(0) \prec \rho(0)$. We also assume $N_{g} \gg N$.

If we solve the nonlinear Schrödinger equation (4.2.1) to obtain $\Psi(t)$, then

$$
\begin{equation*}
\rho(t)=\Psi(t) \sigma_{0} \Psi^{\dagger}(t), \tag{4.3.3}
\end{equation*}
$$

is the unique solution of Eq. (4.1.1) (viewed as a large ODE system) with the initial state $\rho(0)$. Hence in practice, we only need to solve Eq. (4.2.1) in the same way as for the pure initial state, but weigh the contribution of each time-dependent vector $\psi_{i}(t)$ always by the initial occupation number $\sigma_{i}(0)$. This fact that the occupation number $\sigma(t)$ remains as a constant matrix $\sigma_{0}$ can also be derived directly (see Eq. (4.4.9) in Section 4.4). However, similar to the case with a pure initial state, Eq. (4.2.1) can require a relatively small time step size.

Note that we may still apply a gauge matrix $U(t) \in \mathbb{C}^{N \times N}$ and define $\Phi(t)=\Psi(t) U(t)$ with initial condition $U(0)=I_{N}$. In such a case, we must also redefine the occupation number matrix as

$$
\begin{equation*}
\sigma(t)=U^{\dagger}(t) \sigma_{0} U(t) \tag{4.3.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
\rho(t)=\Phi(t) \sigma(t) \Phi^{\dagger}(t) \tag{4.3.5}
\end{equation*}
$$

is satisfied. Here $\sigma(t)$ is now a Hermitian matrix of size $N$ and may no longer be diagonal for $t>0$. We would like to solve again the optimization problem in Eq. (4.2.3) so that the gauge-transformed wavefunctions $\Phi(t)$ vary as slowly as possible. This leads to Eq. (4.2.4) and hence Eq. (4.2.5), with $\rho(t)$ defined in Eq. (4.3.5). For simplicity, we may also define a gauge-invariant projector

$$
P(t)=\Psi(t) \Psi^{\dagger}(t)=\Phi(t) \Phi^{\dagger}(t)
$$

so that Eq. (4.2.5) can be rewritten as

$$
\mathrm{i} \partial_{t} \Phi(t)=(I-P(t)) H(t, \rho(t)) \Phi(t) .
$$

Here the identity matrix is given as $I=I_{N_{g}}$, and we have used that $P(t) \Phi(t)=\Phi(t)$.
In order to close the equation, it remains to identify the equation of motion of $\sigma(t)$. First, by differentiating the equation $\Psi(t) U(t)=\Phi(t)$ and using (4.2.5), we may derive the dynamics of the gauge $U(t)$, i.e.

$$
\left(\mathrm{i} \partial_{t} \Psi(t)\right) U(t)+\Psi(t)\left(\mathrm{i} \partial_{t} U(t)\right)=H(t, \rho(t)) \Psi(t) U(t)-\Psi(t) \Psi^{\dagger}(t) H(t, \rho(t)) \Psi(t) U(t)
$$

This gives

$$
\begin{equation*}
\mathrm{i} \partial_{t} U(t)=-\left(\Psi^{\dagger}(t) H(t, \rho(t)) \Psi(t)\right) U(t) \tag{4.3.6}
\end{equation*}
$$

By differentiating both sides of Eq. (4.3.4) and using Eq. (4.3.6), we have

$$
\begin{aligned}
\mathrm{i} \partial_{t} \sigma(t) & =\left(\mathrm{i} \partial_{t} U^{\dagger}(t)\right) \sigma_{0} U(t)+U^{\dagger}(t) \sigma_{0}\left(\mathrm{i} \partial_{t} U(t)\right) \\
& =U^{\dagger}(t)\left(\Psi^{\dagger}(t) H(t, \rho(t)) \Psi(t)\right) \sigma_{0} U(t)-U^{\dagger}(t) \sigma_{0}\left(\Psi^{\dagger}(t) H(t, \rho(t)) \Psi(t)\right) U(t) \\
& =\Phi^{\dagger}(t) H(t, \rho(t)) \Phi(t) \sigma(t)-\sigma(t) \Phi^{\dagger}(t) H(t, \rho(t)) \Phi(t) \\
& =\left[\Phi^{\dagger}(t) H(t, \rho(t)) \Phi(t), \sigma(t)\right] .
\end{aligned}
$$

The equation of motion for $\sigma(t)$ only depends on the slowly varying gauge-transformed wavefunctions $\Phi(t)$.

In summary, the parallel transport dynamics with a general initial state consists of the following set of equations

$$
\begin{align*}
\mathrm{i} \partial_{t} \Phi(t) & =(I-P(t)) H(t, \rho(t)) \Phi(t) \\
\mathrm{i} \partial_{t} \sigma(t) & =\left[\Phi^{\dagger}(t) H(t, \rho(t)) \Phi(t), \sigma(t)\right] \\
\rho(t) & =\Phi(t) \sigma(t) \Phi^{\dagger}(t), \quad P(t)=\Phi(t) \Phi^{\dagger}(t)  \tag{4.3.7}\\
\Phi(0) & =\Psi_{0}, \quad \sigma(0)=\sigma_{0}
\end{align*}
$$

Eq. (4.3.7) gives a self-contained definition of the transformed wavefunctions $\Phi(t)$ and the matrix $\sigma(t)$ under the optimal gauge. Therefore, we can directly solve Eq. (4.3.7) to numerically approximate the state $\rho(t)$ without computing the PT gauge matrix explicitly. Notice that, compared to the Schrödinger dynamics in which one can set $\sigma(t)=\sigma(0)$, the PT dynamics in Eq. (4.3.7) introduces one extra nonlinear term in the propagation of the wavefunctions, and enlarges the size of the ODE system via a non-trivial dynamics of the transformed $\sigma(t)$. This is different from the pure state setting where only an extra term in the equation of $\Phi$ is added. However, due to the assumption that $N_{g} \gg N$, the increase of the number of variables by $N^{2}$ due to $\sigma(t)$ does not add too much overhead in the numerical simulation.

### 4.4 Alternative derivation of the parallel transport dynamics using the tangent space formulation

In this section, we provide an alternative derivation of the PT dynamics using the tangent space formulation, which follows the derivation in $[100,101]$ for Lindblad equations, and is more analogous to the derivation of the dynamical low-rank approximation. The derivation also provides an alternative perspective of the gauge choice in terms of an auxiliary Hamiltonian. The presentation of this derivation consists of three parts: we first write down

Eq. (4.3.5) as well as the domain of the low-rank factors. We then derive the equation of motion of the low-rank factors of the rank- $N$ density matrix. Finally, we introduce the optimal gauge (i.e. PT gauge).

Let $\rho$ be of $\operatorname{rank} N\left(N_{e} \leqslant N<N_{g}\right)$. Recall Eq. (4.3.5):

$$
\begin{equation*}
\rho(t)=\Phi(t) \sigma(t) \Phi^{\dagger}(t) \tag{4.4.1}
\end{equation*}
$$

where $\sigma(t)$ is an $N \times N$ positive semidefinite Hermitian matrix, and $\Phi$ is an $N_{g} \times N$ complexvalued matrix that satisfies $\Phi^{\dagger} \Phi=I_{N}$, in other words, $\Phi$ belongs to the Stiefel manifold $\operatorname{St}\left(N, N_{g}\right)$ defined as

$$
\operatorname{St}\left(N, N_{g}\right)=\left\{\Phi \in \mathbb{R}^{N_{g} \times N}: \Phi^{\dagger} \Phi=I_{N}\right\} .
$$

As is explained in Section 4.3, this decomposition (4.4.1) in fact admits an equivalence relationship $(\Phi, \sigma) \equiv\left(\Phi U, U^{\dagger} \sigma U\right)$, namely, for any $N \times N$ unitary matrix $U$,

$$
\rho=\Phi \sigma \Phi^{\dagger}=(\Phi U)\left(U^{\dagger} \sigma U\right)\left(U^{\dagger} \Phi^{\dagger}\right)
$$

Consider the infinitesimal variation of the tangent map of $(\Phi, \sigma) \mapsto \Phi \sigma \Phi^{\dagger}$. As is shown in [32, Lemma 4], the tangent space of the Stiefel manifold admits the parametrization $i \omega \Phi$, where $\omega$ is a Hermitian matrix of size $N_{g}$. Denote

$$
\dot{\Phi}=\mathrm{i} \omega \Phi, \quad \dot{\sigma}=\xi
$$

where $\xi$ is a traceless Hermitian matrix of size $N$. The infinitesimal variation of $\rho$ can thus be represented as

$$
\mathrm{i}[\omega, \rho]+\Phi \xi \Phi^{\dagger}=\Phi\left(\mathrm{i}\left[\Phi^{\dagger} \omega \Phi, \sigma\right]+\xi\right) \Phi^{\dagger}
$$

We then project $\dot{\rho}$ onto this tangent space by minimizing the distance between them, namely,

$$
\min \left\|-\mathrm{i}[H(t, \rho(t)), \rho(t)]-\mathrm{i}[\omega, \rho]-\Phi \xi \Phi^{\dagger}\right\|_{F} .
$$

Hereafter, we drop the $(t, \rho)$ in $H$ for simplicity. The two stationary conditions in $\omega$ and $\xi$ read

$$
\begin{array}{r}
{\left[-\mathrm{i}[H, \rho]-\mathrm{i}[\omega, \rho]-\Phi \xi \Phi^{\dagger}, \rho\right]=0,} \\
\Phi^{\dagger}\left(-\mathrm{i}[H, \rho]-\mathrm{i}[\omega, \rho]-\Phi \xi \Phi^{\dagger}\right) \Phi=\lambda I_{N}, \tag{4.4.3}
\end{array}
$$

where $\lambda$ is the Lagrange multiplier introduced to satisfy the traceless condition of $\xi$. By taking trace on both sides of (4.4.3), we find that

$$
\lambda=\frac{1}{N} \operatorname{Tr}\left[\Phi^{\dagger}(-\mathrm{i}[H, \rho]-\mathrm{i}[\omega, \rho]) \Phi\right]=0
$$

because for any $X$,

$$
\operatorname{Tr}\left(\Phi^{\dagger}[X, \rho] \Phi\right)=\operatorname{Tr}\left(\Phi^{\dagger} X \Phi \sigma \Phi^{\dagger} \Phi-\Phi^{\dagger} \Phi \sigma \Phi^{\dagger} X \Phi\right)=\operatorname{Tr}\left(\Phi^{\dagger} X \Phi \sigma-\sigma \Phi^{\dagger} X \Phi\right)=0
$$

Define projection operators

$$
P:=\Phi \Phi^{\dagger}, \quad Q=I-P,
$$

and one can express $\Phi \xi \Phi^{\dagger}$ using (4.4.3) as

$$
\begin{equation*}
\xi=\Phi^{\dagger}(-\mathrm{i}[H, \rho]-\mathrm{i}[\omega, \rho]) \Phi, \quad \Phi \xi \Phi^{\dagger}=P(-\mathrm{i}[H, \rho]-\mathrm{i}[\omega, \rho]) P \tag{4.4.4}
\end{equation*}
$$

Together with Eq. (4.4.2), we obtain

$$
Q(-\mathrm{i} H \rho-\mathrm{i} \omega \rho) \rho=\rho(\mathrm{i} \rho H+\mathrm{i} \rho \omega) Q .
$$

Note that $P \rho=\rho$ and hence the left-hand side stays in the range of $Q$ while the right-hand side remains in the range of $P$. By orthogonality, both sides of the equation vanish, which imposes some constraints on $Q \omega P$ and $P \omega Q$. To be specific, one has

$$
Q \omega \rho^{2}=-Q H \rho^{2} \quad \Longleftrightarrow \quad Q \omega \Phi \sigma^{2} \Phi^{\dagger}=-Q H \Phi \sigma^{2} \Phi^{\dagger}
$$

Right multiply $\Phi\left(\sigma^{-1}\right)^{2} \Phi^{\dagger}$, one finds that $Q \omega P=-Q H P$. Similarly, we obtain $P \omega Q=$ $-P H Q$. The general solution of this system of matrix equations is

$$
\omega=-Q H P-P H Q-P G P-Q G Q
$$

where $G$ is any Hermitian matrix due to the hermiticity of $\omega$. Since $\dot{\Phi}=\mathrm{i} \omega \Phi$, the equation for $\Phi$ can be written as

$$
\begin{aligned}
\mathrm{i} \dot{\Phi} & =-\omega \Phi=Q H P \Phi+P H Q \Phi+P G P \Phi+Q G Q \Phi \\
& =Q H \Phi+P G \Phi
\end{aligned}
$$

where the fact that $P \Phi=\Phi$ and $Q \Phi=0$ is used. For the equation of $\xi$, (4.4.4) yields

$$
\begin{aligned}
\mathrm{i} \dot{\sigma} & =\mathrm{i} \xi=\mathrm{i} \Phi^{\dagger}(-\mathrm{i}[H, \rho]-\mathrm{i}[\omega, \rho]) \Phi \\
& =\left[\Phi^{\dagger} H \Phi, \sigma\right]-\left[\Phi^{\dagger} G \Phi, \sigma\right] .
\end{aligned}
$$

Finally, we arrive at the dynamics for $\Phi$ and $\sigma$ in a closed form

$$
\begin{align*}
\mathrm{i} \partial_{t} \Phi & =\left(I-\Phi \Phi^{\dagger}\right) H\left(t, \Phi \sigma \Phi^{\dagger}\right) \Phi+\epsilon \Phi \Phi^{\dagger} G \Phi  \tag{4.4.5}\\
\mathrm{i} \partial_{t} \sigma & =\left[\Phi^{\dagger}\left(H\left(t, \Phi \sigma \Phi^{\dagger}\right)-G\right) \Phi, \sigma\right] \tag{4.4.6}
\end{align*}
$$

where the Hermitian matrix $G$ is an extra degree of freedom to be chosen.
The next step is to find the optimal choice of $G$ such that the dynamics of $\Phi$ changes the slowest, i.e. to find $G$ such that

$$
\begin{equation*}
\min \|\dot{\Phi}\|_{F}^{2}=\min \operatorname{Tr}\left(\dot{\Phi}^{\dagger} \dot{\Phi}\right) \tag{4.4.7}
\end{equation*}
$$

The norm can be split into two parts

$$
\begin{aligned}
\|\dot{\Phi}\|_{F}^{2} & =\|P \dot{\Phi}\|_{F}^{2}+\|Q \dot{\Phi}\|_{F}^{2} \\
& =\left\|\Phi \Phi^{\dagger} G \Phi\right\|_{F}^{2}+\|Q H \Phi\|_{F}^{2} .
\end{aligned}
$$

The Frobenius norm of the second term reads

$$
\operatorname{Tr}\left(\Phi^{\dagger} H^{\dagger} Q^{\dagger} Q H \Phi\right)=\operatorname{Tr}\left(Q^{\dagger} Q H \Phi \Phi^{\dagger} H^{\dagger}\right)=\operatorname{Tr}\left(Q^{\dagger} Q H(t, \rho) P H^{\dagger}(t, \rho)\right)
$$

which is independent of the gauge choice. Therefore, to optimize (4.4.7) one can choose $G=0$. Now we arrive at the parallel transport dynamics

$$
\begin{align*}
\mathrm{i} \partial_{t} \Phi & =\left(I-\Phi \Phi^{\dagger}\right) H\left(t, \Phi \sigma \Phi^{\dagger}\right) \Phi  \tag{4.4.8}\\
\mathrm{i} \partial_{t} \sigma & =\left[\Phi^{\dagger} H\left(t, \Phi \sigma \Phi^{\dagger}\right) \Phi, \sigma\right]
\end{align*}
$$

which is equivalent to the PT dynamics (4.3.7) derived in Section 4.3.
It is worth pointing out that the Schrödinger gauge in fact corresponds to the choice $G=H$ in (4.4.5) that gives rise to

$$
\begin{align*}
\mathrm{i} \partial_{t} \Phi & =H\left(t, \Phi \sigma \Phi^{\dagger}\right) \Phi  \tag{4.4.9}\\
\partial_{t} \sigma & =0
\end{align*}
$$

This immediately implies that the number of occupied orbitals remains unchanged throughout the evolution, which verifies the validity of the solution in the Schrödinger dynamics in Eq. (4.3.3).

### 4.5 Numerical propagation of the parallel transport dynamics

In order to solve Eq. (4.3.7) numerically, for simplicity we assume that a uniform time discretization $t_{n}=n h$, and $h$ is the time step size. The numerical values of $\Phi(t), \sigma(t), \rho(t), P(t)$ at time $t=t_{n}$ are denoted by $\Phi_{n}, \sigma_{n}, \rho_{n}, P_{n}$, respectively, and we define $H_{n}=H\left(t_{n}, \rho_{n}\right)$. Previous studies in Chapter 2 and Chapter 3 suggested that when the spectral radius of $H$
is large, the PT dynamics should be solved using implicit time integrators. This allows one to use a time step much larger than $\|H\|^{-1}$, and the result from the PT dynamics can be much more accurate than that from the Schrödinger dynamics using the same step size.

In order to discretize the PT dynamics with a mixed initial state, we consider the implicit midpoint (IM) rule (also known as the Gauss-Legendre method of order 2). We introduce the shorthand notations

$$
\begin{equation*}
\Phi_{n+\frac{1}{2}}=\frac{1}{2}\left(\Phi_{n}+\Phi_{n+1}\right), \quad \sigma_{n+\frac{1}{2}}=\frac{1}{2}\left(\sigma_{n}+\sigma_{n+1}\right) \tag{4.5.1}
\end{equation*}
$$

and accordingly

$$
\begin{equation*}
P_{n+\frac{1}{2}}=\Phi_{n+\frac{1}{2}}\left(\Phi_{n+\frac{1}{2}}^{\dagger} \Phi_{n+\frac{1}{2}}\right)^{-1} \Phi_{n+\frac{1}{2}}^{\dagger}, \quad \rho_{n+\frac{1}{2}}=\Phi_{n+\frac{1}{2}} \sigma_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}^{\dagger}, \quad H_{n+\frac{1}{2}}=H\left(t_{n+\frac{1}{2}}, \rho_{n+\frac{1}{2}}\right) \tag{4.5.2}
\end{equation*}
$$

We remark that $\rho_{n+\frac{1}{2}}$ is only a shorthand notation and may not be an admissible density matrix. In particular, even if $\operatorname{Tr}\left[\rho_{n}\right]=\operatorname{Tr}\left[\rho_{n+1}\right]=N_{e}$ (see Proposition 28), we may not have $\operatorname{Tr}\left[\rho_{n+\frac{1}{2}}\right]=N_{e}$. On the other hand, $P_{n+\frac{1}{2}}$ is still a projector satisfying $P_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}=\Phi_{n+\frac{1}{2}}$.

With these notations, the parallel transport-implicit midpoint scheme (PT-IM) reads

$$
\begin{align*}
\mathrm{i} \frac{\Phi_{n+1}-\Phi_{n}}{h} & =\left(I-P_{n+\frac{1}{2}}\right) H_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}  \tag{4.5.3}\\
\mathrm{i} \frac{\sigma_{n+1}-\sigma_{n}}{h} & =\left[\Phi_{n+\frac{1}{2}}^{\dagger} H_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}, \sigma_{n+\frac{1}{2}}\right] \tag{4.5.4}
\end{align*}
$$

which form a set of nonlinear algebraic equations and need to be solved self-consistently. We can rewrite Eqs. (4.5.3) and (4.5.4) as

$$
\begin{align*}
\Phi_{n+1} & =\Phi_{n}+\frac{h}{\mathrm{i}}\left(I-P_{n+\frac{1}{2}}\right) H_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}} \\
\sigma_{n+1} & =\sigma_{n}+\frac{h}{\mathrm{i}}\left[\Phi_{n+\frac{1}{2}}^{\dagger} H_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}, \sigma_{n+\frac{1}{2}}\right] . \tag{4.5.5}
\end{align*}
$$

If we choose $\left(\Phi_{n+1}, \sigma_{n+1}\right)$ to be the unknowns and identify it with a vector $x \in \mathbb{C}^{N_{g} N+N^{2}}$, then Eqs. (4.5.3) and (4.5.4) can be viewed as a fixed point equation in the abstract form

$$
x=T(x) .
$$

The structure of this fixed point problem resembles that of the self-consistent field iterations (SCF) in standard electronic structure calculations [116]. Here we use Anderson's mixing method [8] to solve this fixed problem.

The following proposition shows that PT-IM preserves the orthogonality as well as the trace condition.

Proposition 28. Assume $\Phi_{n}^{\dagger} \Phi_{n}=I_{N}, \sigma_{n}=\sigma_{n}^{\dagger}, \operatorname{Tr}\left[\sigma_{n}\right]=N_{e}$, and that Eqs. (4.5.3) and (4.5.4) have a unique solution $\left(\Phi_{n+1}, \sigma_{n+1}\right)$, then the solution satisfies

$$
\begin{equation*}
\Phi_{n+1}^{\dagger} \Phi_{n+1}=I_{N} \tag{4.5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{n+1}^{\dagger}=\sigma_{n+1}, \quad \operatorname{Tr}\left[\sigma_{n+1}\right]=N_{e}, \quad \operatorname{Tr}\left[\sigma_{n+1}^{2}\right]=\operatorname{Tr}\left[\sigma_{n}^{2}\right] \tag{4.5.7}
\end{equation*}
$$

As a consequence, we have $\operatorname{Tr}\left[\rho_{n+1}\right]=\operatorname{Tr}\left[\rho_{n}\right]=N_{e}$.
Proof. First, use the definition in (4.5.1) and apply $\Phi_{n+\frac{1}{2}}^{\dagger}$ to both sides of (4.5.3), we obtain

$$
\frac{\mathrm{i}}{2 h}\left(\Phi_{n+1}^{\dagger} \Phi_{n+1}-\Phi_{n}^{\dagger} \Phi_{n}\right)-\frac{\mathrm{i}}{2 h}\left(\Phi_{n+1}^{\dagger} \Phi_{n}-\Phi_{n}^{\dagger} \Phi_{n+1}\right)=\Phi_{n+\frac{1}{2}}^{\dagger}\left(I-P_{n+\frac{1}{2}}\right) H_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}=0
$$

On the left-hand side, the first term is anti-Hermitian and the second term is Hermitian. So both terms must vanish, and

$$
\Phi_{n+1}^{\dagger} \Phi_{n+1}=\Phi_{n}^{\dagger} \Phi_{n}=I_{N}
$$

This proves Eq. (4.5.6).
Second, denote by $\widetilde{H}:=\Phi_{n+\frac{1}{2}}^{\dagger} H_{n+\frac{1}{2}} \Phi_{n+\frac{1}{2}}$, we may solve the equation

$$
\sigma_{n+1}-\sigma_{n}=-\frac{\mathrm{i} h}{2}\left[\widetilde{H}, \sigma_{n}\right]-\frac{\mathrm{i} h}{2}\left[\widetilde{H}, \sigma_{n+1}\right]
$$

to obtain $\sigma_{n+1}$. Applying the Hermite conjugation to both sides and using that $\widetilde{H}, \sigma_{n}$ are Hermitian matrices, we have

$$
\sigma_{n+1}^{\dagger}-\sigma_{n}=-\frac{\mathrm{i} h}{2}\left[\widetilde{H}, \sigma_{n}\right]-\frac{\mathrm{i} h}{2}\left[\widetilde{H}, \sigma_{n+1}^{\dagger}\right] .
$$

The uniqueness of $\sigma_{n+1}$ implies $\sigma_{n+1}=\sigma_{n+1}^{\dagger}$. Moreover, since the right-hand side of Eq. (4.5.4) is traceless, we have $\operatorname{Tr}\left[\sigma_{n+1}\right]=\operatorname{Tr}\left[\sigma_{n}\right]$.

Finally, applying $\sigma_{n+\frac{1}{2}}$ from the left to both sides of Eq. (4.5.4), we have

$$
\frac{\mathrm{i}}{2 h}\left(\sigma_{n+1}^{2}-\sigma_{n}^{2}-\sigma_{n+1} \sigma_{n}+\sigma_{n} \sigma_{n+1}\right)=\sigma_{n+\frac{1}{2}}\left[\widetilde{H}, \sigma_{n+\frac{1}{2}}\right]
$$

Since the right-hand side is traceless, by taking trace of both sides we obtain

$$
\operatorname{Tr}\left[\sigma_{n+1}^{2}\right]=\operatorname{Tr}\left[\sigma_{n}^{2}\right]
$$

This finishes the proof of the equalities in (4.5.7).
Eq. (4.5.6) can be viewed as a consequence of the general fact that the PT-IM method preserves quadratic invariants, and in particular orthogonality constraints (see e.g. [68, pp 132] for a more general description of orthogonality preserving Runge-Kutta methods). Proposition 28 confirms that the PT-IM scheme preserves orthogonality of $\Phi(t)$, as well as the number of electrons.

### 4.6 Error analysis

In this section, we consider the numerical error of the PT-IM scheme for concreteness, and compare the form of the error terms with those from the Schrödinger dynamics. The error analysis can also be extended to other Runge-Kutta methods and linear multistep methods.

## Error analysis of the PT dynamics

Before proceeding with the detailed error analysis, we first provide some abstract perspectives. Let the local truncation error be defined as $e_{k}(X)=X\left(t_{k}\right)-\widetilde{X}_{k}$, where $t_{k}=k h$ and $\widetilde{X}_{k}$ represents the numerical solution of $X$ at the $k$-th step with previous step to be exactly $X\left(t_{k-1}\right)$, where $X$ is the concatenation of $\Phi$ and $\sigma$, namely $\binom{\Phi}{\sigma}$. Since IM is a second order method, the local truncation error can be bounded in terms of the third order derivatives [69]

$$
\begin{equation*}
\left\|e_{k}(X)\right\| \leqslant C \max _{t \in\left[t_{k-1}, t_{k}\right]}\left\|\partial_{t}^{3} X(t)\right\| h^{3} . \tag{4.6.1}
\end{equation*}
$$

Here $C$ is an absolute constant depending only on the choice of the numerical scheme.
Note that $P$ is a rank- $N$ projector, and can be identified with the Grassmann manifold $\operatorname{Gr}\left(N_{g}, N ; \mathbb{C}\right)$, i.e. the $N$-dimensional subspace of $\mathbb{C}^{N_{g}}$. On the other hand, the gaugetransformed wavefunctions $\Phi$ belongs to the Stiefel manifold $\operatorname{St}\left(N_{g}, N ; \mathbb{C}\right)$, which is the set of first $N$ columns of an $N_{g}$-dimensional unitary matrices. The Grassmann manifold is the quotient space of $\operatorname{St}\left(N_{g}, N ; \mathbb{C}\right)$ by $\mathrm{U}(N)$, denoted by

$$
\operatorname{Gr}\left(N_{g}, N ; \mathbb{C}\right)=\operatorname{St}\left(N_{g}, N ; \mathbb{C}\right) / \mathrm{U}(N)
$$

The projector $P(t)$ can be identified with a curve in $\operatorname{Gr}\left(N_{g}, N ; \mathbb{C}\right)$, obtained by solving the von Neumann equation. On the other hand, the wavefunctions $\Psi(t), \Phi(t)$ in the Schrödinger and the parallel transport gauge are lifts of the curve $P(t)$ from the quotient space to $\operatorname{St}\left(N_{g}, N ; \mathbb{C}\right)$. In particular, $\Phi(t)$ can be identified as the unique horizontal lift [119] of $P(t)$, starting from the initial condition $\Psi_{0}$ (which fixes a gauge choice initially). We have demonstrated that the parallel transport gauge yields the slowest dynamics in the sense of minimizing $\left\|\partial_{t} \Phi\right\|_{F}$. For simplicity, in the following discussions we will consider the operator norm $\|\cdot\|$ for $\Phi, P$ and their time derivative. We expect that the size of the $k$-th order time derivative $\left\|\partial_{t}^{k} \Phi\right\|$ should also be bounded by that of $\left\|\partial_{t}^{k} P\right\|$. On the other hand, $\left\|\partial_{t}^{k} \Psi\right\|$ may not be bounded by $\left\|\partial_{t}^{k} P\right\|$ due to the gauge matrix.

Recall the relation

$$
P \Phi=\Phi, \quad P \partial_{t} \Phi=0,
$$

and this gives

$$
\partial_{t} \Phi=\left(\partial_{t} P\right) \Phi .
$$

Keep differentiating and obtain

$$
\partial_{t}^{2} \Phi=\left[\partial_{t}^{2} P+\left(\partial_{t} P\right)^{2}\right] \Phi, \quad \partial_{t}^{3} \Phi=\left[\partial_{t}^{3} P+2\left(\partial_{t}^{2} P\right)\left(\partial_{t} P\right)+\left(\partial_{t} P\right)\left(\partial_{t}^{2} P\right)+\left(\partial_{t} P\right)^{3}\right] \Phi
$$

Using the fact that $\|\Phi\|=1$, we have

$$
\left\|\partial_{t} \Phi\right\| \leqslant\left\|\partial_{t} P\right\| .
$$

Similarly

$$
\left\|\partial_{t}^{2} \Phi\right\| \leqslant\left\|\partial_{t}^{2} P+\left(\partial_{t} P\right)^{2}\right\| \leqslant\left\|\partial_{t}^{2} P\right\|+\left\|\left(\partial_{t} P\right)\right\|^{2}
$$

and

$$
\left\|\partial_{t}^{3} \Phi\right\| \leqslant\left\|\partial_{t}^{3} P\right\|+3\left\|\partial_{t}^{2} P\right\|\left\|\partial_{t} P\right\|+\left\|\partial_{t} P\right\|^{3}
$$

This implies that $\left\|\partial_{t}^{k} \Phi\right\|$ is controlled by $\left\|\partial_{t}^{\ell} P\right\|$ with $\ell \leqslant k$. On the other hand,

$$
\sigma=\Phi^{\dagger} \rho \Phi
$$

implies that the time derivative $\left\|\partial_{t}^{k} \sigma(t)\right\|$ is controlled by $\left\|\partial_{t}^{\ell} \Phi\right\|$ and $\left\|\partial_{t}^{\ell} \rho\right\|$ with $\ell \leqslant k$. To be specific, a direct computation gives

$$
\begin{aligned}
\partial_{t}^{3} \sigma= & \left(\partial_{t}^{3} \Phi^{\dagger}\right) \rho \Phi+\Phi^{\dagger}\left(\partial_{t}^{3} \rho\right) \Phi+\Phi^{\dagger} \rho\left(\partial_{t}^{3} \Phi\right)+6\left(\partial_{t} \Phi^{\dagger}\right)\left(\partial_{t} \rho\right)\left(\partial_{t} \Phi\right) \\
& +3\left(\partial_{t}^{2} \Phi^{\dagger}\right)\left(\partial_{t} \rho\right) \Phi+3\left(\partial_{t}^{2} \Phi^{\dagger}\right) \rho\left(\partial_{t} \Phi\right)+3\left(\partial_{t} \Phi^{\dagger}\right)\left(\partial_{t}^{2} \rho\right) \Phi \\
& +3\left(\partial_{t} \Phi^{\dagger}\right) \rho\left(\partial_{t}^{2} \Phi\right)+3 \Phi^{\dagger}\left(\partial_{t}^{2} \rho\right)\left(\partial_{t} \Phi\right)+3 \Phi^{\dagger}\left(\partial_{t} \rho\right)\left(\partial_{t}^{2} \Phi\right),
\end{aligned}
$$

and hence

$$
\begin{aligned}
\left\|\partial_{t}^{3} \sigma\right\| \leqslant & 2\left\|\partial_{t}^{3} \Phi\right\|+\left\|\partial_{t}^{3} \rho\right\|+6\left\|\partial_{t} \Phi^{\dagger}\right\|\left\|\partial_{t} \rho\right\|\left\|\partial_{t} \Phi\right\| \\
& +6\left\|\partial_{t}^{2} \Phi\right\|\left\|\partial_{t} \rho\right\|+6\left\|\partial_{t}^{2} \Phi\right\|\left\|\partial_{t} \Phi\right\|+6\left\|\partial_{t} \Phi\right\|\left\|\partial_{t}^{2} \rho\right\|,
\end{aligned}
$$

where we used the facts that $\|\Phi\|=1$ and $\|\rho\| \leqslant 1$.
To summarize, the error analysis of the PT dynamics is reduced to the estimate of $\left\|\partial_{t}^{k} P\right\|$ and $\left\|\partial_{t}^{k} \rho\right\|$. In particular, for the analysis of PT-IM, we need $k \leqslant 3$.

Lemma 29. Suppose $H(t, \rho)$ is continuously differentiable in terms of $t$ and $\rho$ up to second order. Then the derivatives of $P$ satisfy

$$
\begin{align*}
\left\|\partial_{t} P\right\| \leqslant & \|[H, P]\|,  \tag{4.6.2}\\
\left\|\partial_{t}^{2} P\right\| \leqslant & \left\|\left[H_{t}, P\right]\right\|+\left\|H_{\rho}[H, \rho]\right\|+\|[H,[H, P]]\|,  \tag{4.6.3}\\
\left\|\partial_{t}^{3} P\right\| \leqslant & \left\|\left[H_{t t}, P\right]\right\|+2\left\|\left(H_{t}\right)_{\rho}[H, \rho]\right\|+\left\|H_{\rho \rho}([H, \rho])^{2}\right\|+\left\|H_{\rho}\left[H_{t}, \rho\right]\right\| \\
& +\left\|H_{\rho}\left[H_{\rho}[H, \rho], \rho\right]\right\|+\left\|H_{\rho}[H,[H, \rho]]\right\|+2\left\|\left[H_{t},[H, P]\right]\right\|+2\left\|\left[H_{\rho}[H, \rho],[H, P]\right]\right\| \\
& +\left\|\left[H,\left[H_{t}, P\right]\right]\right\|+\left\|\left[H,\left[H_{\rho}[H, \rho], P\right]\right]\right\|+\|[H,[H,[H, P]]]\|, \tag{4.6.4}
\end{align*}
$$

where the subscripts denote the partial derivatives.

Proof. The first inequality is trivial. To prepare for the differentiation of $P$, we start by computing the derivatives of $H$. For notational simplicity, we use the subscripts to denote the partial derivative and omit the explicit $(t, \rho(t))$ dependence in $H$. The first order derivative of $H$ reads

$$
\begin{equation*}
\dot{H}:=\frac{d}{d t} H(t, \rho(t))=H_{t}+H_{\rho} \rho_{t}=H_{t}-\mathrm{i} H_{\rho}[H, \rho], \tag{4.6.5}
\end{equation*}
$$

and the second order derivative of $H$ is given by

$$
\begin{aligned}
\ddot{H} & :=\frac{d^{2}}{d t^{2}} H(t, \rho(t))=\frac{d}{d t} H_{t}-\mathrm{i} \frac{d}{d t}\left(H_{\rho}[H, \rho]\right) \\
& =H_{t t}+\left(H_{t}\right)_{\rho} \rho_{t}-\mathrm{i}\left(H_{t}\right)_{\rho}[H, \rho]-\mathrm{i} H_{\rho \rho} \rho_{t}[H, \rho]-\mathrm{i} H_{\rho}[\dot{H}, \rho]-\mathrm{i} H_{\rho}\left[H, \rho_{t}\right] .
\end{aligned}
$$

It follows from $\mathrm{i}_{t} \rho=[H, \rho]$ that

$$
\begin{align*}
\ddot{H}= & H_{t t}-2 \mathrm{i}\left(H_{t}\right)_{\rho}[H, \rho]-H_{\rho \rho}([H, \rho])^{2} \\
& -\mathrm{i} H_{\rho}\left[H_{t}, \rho\right]-H_{\rho}\left[H_{\rho}[H, \rho], \rho\right]-H_{\rho}[H,[H, \rho]] . \tag{4.6.6}
\end{align*}
$$

The second order derivative of $P$ becomes

$$
\begin{align*}
\partial_{t}^{2} P & =-\mathrm{i} \frac{d}{d t}([H(t, \rho(t)), P(t)])=-\mathrm{i}[\dot{H}, P]-\mathrm{i}\left[H, \partial_{t} P\right] \\
& =-\mathrm{i}\left[H_{t}, P\right]-\left[H_{\rho}[H, \rho], P\right]-[H,[H, P]], \tag{4.6.7}
\end{align*}
$$

together with the fact that $\|P\| \leqslant 1$, we obtain (4.6.3). Similarly, the third order derivative of $P$ can be computed explicitly via

$$
\partial_{t}^{3} P=-\mathrm{i}[\ddot{H}, P]-2 \mathrm{i}\left[\dot{H}, \partial_{t} P\right]-\mathrm{i}\left[H, \partial_{t}^{2} P\right] .
$$

Plugging in (4.6.5), (4.6.6) and (4.6.7), one obtains

$$
\begin{aligned}
\partial_{t}^{3} P= & -\mathrm{i}\left[H_{t t}, P\right]-2\left[\left(H_{t}\right)_{\rho}[H, \rho], P\right]+\mathrm{i}\left[H_{\rho \rho}([H, \rho])^{2}, P\right]-\left[H_{\rho}\left[H_{t}, \rho\right], P\right] \\
& +\mathrm{i}\left[H_{\rho}\left[H_{\rho}[H, \rho], \rho\right], P\right]+\mathrm{i}\left[H_{\rho}[H,[H, \rho]], P\right]-2\left[H_{t},[H, P]\right] \\
& +2 \mathrm{i}\left[H_{\rho}[H, \rho],[H, P]\right]-\left[H,\left[H_{t}, P\right]\right]+\mathrm{i}\left[H,\left[H_{\rho}[H, \rho], P\right]\right]+\mathrm{i}[H,[H,[H, P]]] .
\end{aligned}
$$

Taking the norm yields the desired result.
Lemma 30. Suppose $H(t, \rho)$ is continuously differentiable in terms of $t$ and $\rho$ up to second order. The derivatives of $\rho$ satisfy

$$
\begin{align*}
\left\|\partial_{t} \rho\right\| \leqslant & \|[H, \rho]\|  \tag{4.6.8}\\
\left\|\partial_{t}^{2} \rho\right\| \leqslant \leqslant & \left\|\left[H_{t}, \rho\right]\right\|+\left\|\left[H_{\rho}[H, \rho], \rho\right]\right\|+\|[H,[H, \rho]]\|  \tag{4.6.9}\\
\left\|\partial_{t}^{3} \rho\right\| \leqslant & \left\|\left[H_{t t}, \rho\right]\right\|+2\left\|\left[\left(H_{t}\right)_{\rho}[H, \rho], \rho\right]\right\|+\left\|\left[H_{\rho \rho}([H, \rho])^{2}, \rho\right]\right\|+\left\|\left[H_{\rho}\left[H_{t}, \rho\right], \rho\right]\right\| \\
& +\left\|\left[H_{\rho}\left[H_{\rho}[H, \rho], \rho\right], \rho\right]\right\|+\left\|\left[H_{\rho}[H,[H, \rho]], \rho\right]\right\|+2\left\|\left[H_{t},[H, \rho]\right]\right\|+\left\|\left[H,\left[H_{t}, \rho\right]\right]\right\| \\
& +2\left\|\left[H_{\rho}[H, \rho],[H, \rho]\right]\right\|+\left\|\left[H,\left[H_{\rho}[H, \rho], \rho\right]\right]\right\|+\|[H,[H,[H, \rho]]]\| \tag{4.6.10}
\end{align*}
$$

where the subscripts denote the partial derivatives.

Proof. The proof is similar as Lemma 29 since $\rho$ satisfies the equation $\mathrm{i}_{t} \rho=[H, \rho]$, which has the same form of that for $P$.

Therefore, the local truncation errors of the PT dynamics can be bounded by terms involving commutators of $[H, P],[H, \rho],\left[H_{t}, \rho\right],\left[H_{t t}, \rho\right],\left[H_{t}, P\right],\left[H_{t t}, P\right]$.

## Comparison to the Schrödinger dynamics

In this section, we discuss the local truncation error of the Schrödinger dynamics and the global errors of the PT and Schrödinger dynamics. The local truncation error can be summarized in the following lemma. Note that in the bound, we keep the wavefunction $\Psi$ for the terms without commutator structures, such as $\left\|H^{3} \Psi\right\|$, instead of replacing it by the operator norm $\left\|H^{3}\right\|$, because the latter could be significantly larger than the former.

Lemma 31. For the IM scheme, the local truncation errors of Schrödinger dynamics (4.2.1) can be bounded as

$$
\begin{align*}
\left\|e_{k}(\Psi)\right\| \leqslant & C\left(\left\|H^{3} \Psi\right\|+\left\|H H_{t} \Psi\right\|+2\left\|H_{t} H \Psi\right\|+\left\|H_{t t} \Psi\right\|\right. \\
& +\left\|H H_{\rho}[H, \rho]\right\|+2\left\|H_{\rho}[H, \rho] H\right\|+2\left\|\left(H_{t}\right)_{\rho}[H, \rho]\right\|+\left\|H_{\rho \rho}([H, \rho])^{2}\right\| \\
& \left.+\left\|H_{\rho}\left[H_{t}, \rho\right]\right\|+\left\|H_{\rho}\left[H_{\rho}[H, \rho], \rho\right]\right\|+\left\|H_{\rho}[H,[H, \rho]]\right\|\right) \tag{4.6.11}
\end{align*}
$$

for some constant $C$ that does not depend on $t_{k}, h$.
Proof. It suffices to calculate the derivatives of $\Psi$. The second order derivative is computed as

$$
\partial_{t}^{2} \Psi=-\mathrm{i} H \partial_{t} \Psi-\mathrm{i} \dot{H} \Psi=-H^{2} \Psi-\mathrm{i} \dot{H} \Psi
$$

and the third order derivative can be computed as

$$
\begin{aligned}
\partial_{t}^{3} \Psi= & -\mathrm{i} H \ddot{\Psi}-2 \mathrm{i} \dot{H} \dot{\Psi}-\mathrm{i} \ddot{H} \Psi \\
= & \mathrm{i} H^{3} \Psi-H \dot{H} \Psi-2 \dot{H} H \Psi-\mathrm{i} \ddot{H} \Psi \\
= & \mathrm{i} H^{3} \Psi-H H_{t} \Psi+\mathrm{i} H H_{\rho}[H, \rho] \Psi-2 H_{t} H \Psi \\
& +2 \mathrm{i} H_{\rho}[H, \rho] H \Psi-\mathrm{i} H_{t t} \Psi+2\left(H_{t}\right)_{\rho}[H, \rho] \Psi+\mathrm{i} H_{\rho \rho}([H, \rho])^{2} \Psi \\
& -H_{\rho}\left[H_{t}, \rho\right] \Psi+\mathrm{i} H_{\rho}\left[H_{\rho}[H, \rho], \rho\right] \Psi+\mathrm{i} H_{\rho}[H,[H, \rho]] \Psi .
\end{aligned}
$$

Taking the norm and applying (4.6.1), we obtain the desired result.

Lemma 29, Lemma 30 and Lemma 31 give the local truncation error errors of both PT and Schrödinger dynamics. Following the standard stability analysis [102], we obtain the global error bounds.

Theorem 32 (Global error). For the IM schemes of (4.2.1) and (4.3.7) up to the time $t_{n}=T$, there exists some constant $C$ depending on $T$ and $\|H\|$ such that

1. the errors for the PT dynamics (4.3.7) satisfy

$$
\begin{equation*}
\left\|\Phi\left(t_{n}\right)-\Phi_{n}\right\|+\left\|\sigma\left(t_{n}\right)-\sigma_{n}\right\| \leq C f_{1}(H, \rho, P) h^{2} \tag{4.6.12}
\end{equation*}
$$

where $f_{1}$ is a function of $H, \rho, P$ that is a linear combination of products of nested commutators up to three layers of the form

$$
\begin{equation*}
\left\|\left[A_{4}, A_{3}\left[A_{2}, A_{1} A_{0}\right]\right]\right\| \tag{4.6.13}
\end{equation*}
$$

with $A_{0}$ being one of the following

$$
\begin{equation*}
[H, P], \quad\left[H_{t}, P\right], \quad\left[H_{t t}, P\right], \quad[H, \rho], \quad\left[H_{t}, \rho\right], \quad\left[H_{t t}, \rho\right] \tag{4.6.14}
\end{equation*}
$$

and $A_{i}(i=1, \cdots, 4)$ being the identity matrix $I$, functions of $H, \rho, P$ or derivatives of $H$.
2. the error for the Schrödinger dynamics (4.2.1) satisfies

$$
\begin{equation*}
\left\|\Psi\left(t_{n}\right)-\Psi_{n}\right\| \leq C\left(f_{2}(H, \rho, P)+\left\|H^{3} \Psi\right\|+\left\|H H_{t} \Psi\right\|+2\left\|H_{t} H \Psi\right\|+\left\|H_{t t} \Psi\right\|\right) h^{2}, \tag{4.6.15}
\end{equation*}
$$

where $f_{2}$ has the same form as $f_{1}$.
Theorem 32 shows that the error bound of PT dynamics exhibits commutator scaling while that of the Schrödinger equation does not. We remark that the worst-case dependence of the constant $C$ on the norm of $H$ can be very pessimistic, which is due to the standard stability analysis through the Grönwall type estimates. However, the Schrödinger equation inherits a Hamiltonian structure and, together with the fact that IM is a symplectic scheme, this preconstant $C$ may be dramatically improved such that it depends linearly on $T$ and is even possibly independent of $\|H\|[68]$. In order to formally employ the symplectic properties, however, the PT-IM scheme needs to be slightly modified. This has been demonstrated in Chapter 2 for pure states. Numerical results in Chapter 2 also demonstrate that the performance of the schemes with and without the modification are almost the same, so the modification may only be of theoretical interest. For simplicity, we do not detail such modification here.

## Near adiabatic regime

In the near adiabatic regime, we can use commutator structure to demonstrate provable advantage of the PT dynamics over the Schrödinger dynamics. Consider the singular perturbed Schrödinger equation:

$$
\begin{equation*}
i \epsilon \partial_{t} \Psi^{\epsilon}(t)=H\left(t, \rho^{\epsilon}(t)\right) \Psi^{\epsilon}(t), \quad \epsilon \ll 1 \tag{4.6.16}
\end{equation*}
$$

Here $\rho^{\epsilon}(0)$ is a pure state, and $\Psi^{\epsilon}(0)$ consists of the eigenfunctions of $H\left(0, \rho^{\epsilon}(0)\right)$ corresponding to the algebraically lowest $N$ eigenvalues.

Let $\rho^{\epsilon}=P^{\epsilon}=\Psi^{\epsilon} \Psi^{\epsilon \dagger}$. Then the PT dynamics become

$$
\begin{equation*}
\mathrm{i} \epsilon \partial_{t} \Phi^{\epsilon}(t)=H\left(t, \rho^{\epsilon}(t)\right) \Phi^{\epsilon}(t)-\Phi^{\epsilon}(t)\left(\Phi^{\epsilon \dagger}(t) H\left(t, \rho^{\epsilon}(t)\right) \Phi^{\epsilon}(t)\right), \quad \Phi^{\epsilon}(0)=\Psi^{\epsilon}(0) \tag{4.6.17}
\end{equation*}
$$

In the linear case $(H(t, \rho(t))=H(t)$ is independent of $\rho)$, if the gap condition is satisfied, i.e. there exists a positive gap between the $N$-th and $(N+1)$-th smallest eigenvalues of $H(t)$ for all $t \in[0, T]$, The adiabatic theorem (see for example, [147, 67, 90, 91]) for the Schrödinger dynamics (4.6.16) states that

$$
\begin{equation*}
\Psi^{\epsilon}(t)=\Psi_{a}(t)+\mathcal{O}(\epsilon) \tag{4.6.18}
\end{equation*}
$$

where the columns of $\Psi_{a}(t)$ are the eigenvectors of the Hamiltonian, namely, there exists a time-dependent diagonal matrix $\Lambda(t)$ whose diagonal entries are eigenvalues of the Hamiltonian such that

$$
H(t) \Psi_{a}(t)=\Psi_{a}(t) \Lambda(t)
$$

The adiabatic theorem can also be generalized to certain linear systems without a gap condition [9, 148], and for some weakly nonlinear systems [57, 61]. A detailed discussion of the technical conditions for the adiabatic approximation is beyond the scope of this chapter. However, when such a priori estimate is available, we can evaluate the commutator as

$$
\begin{equation*}
\left[H, \rho^{\epsilon}\right]=H \Psi_{a} \Psi_{a}^{\dagger}-\Psi_{a} \Psi_{a}^{\dagger} H+\mathcal{O}(\epsilon)=\Psi_{a} \Lambda \Psi_{a}^{\dagger}-\Psi_{a} \Lambda \Psi_{a}^{\dagger}+\mathcal{O}(\epsilon)=\mathcal{O}(\epsilon) \tag{4.6.19}
\end{equation*}
$$

We now examine the commutator terms in Lemma 30. Note that in the singular perturbed regime, one should replace the $H$ in Lemma 30 by $H / \epsilon$, and hence the leading order terms in $\epsilon$ are

$$
\begin{aligned}
& \epsilon^{-3}\left\|\left[H_{\rho^{\epsilon} \rho^{\epsilon}}\left(\left[H, \rho^{\epsilon}\right]\right)^{2}, \rho^{\epsilon}\right]\right\|+\epsilon^{-3}\left\|\left[H_{\rho^{\epsilon}}\left[H_{\rho^{\epsilon}}\left[H, \rho^{\epsilon}\right], \rho^{\epsilon}\right], \rho^{\epsilon}\right]\right\|+\epsilon^{-3}\left\|\left[H_{\rho^{\epsilon}}\left[H,\left[H, \rho^{\epsilon}\right]\right], \rho^{\epsilon}\right]\right\| \\
& +\epsilon^{-3}\left\|\left[H_{\rho^{\epsilon}}\left[H, \rho^{\epsilon}\right],\left[H, \rho^{\epsilon}\right]\right]\right\|+\epsilon^{-3}\left\|\left[H,\left[H_{\rho^{\epsilon}}\left[H, \rho^{\epsilon}\right], \rho^{\epsilon}\right]\right]\right\|+\epsilon^{-3}\left\|\left[H,\left[H,\left[H, \rho^{\epsilon}\right]\right]\right]\right\|=\mathcal{O}\left(\epsilon^{-2}\right),
\end{aligned}
$$

thanks to (4.6.19). However, by replacing $H$ in Lemma 31 by $H / \epsilon$, we obtain $\left\|\partial_{t}^{3} \Psi\right\|=\mathcal{O}\left(\epsilon^{-3}\right)$ for the Schrödinger dynamics. Finally applying Theorem 32, we find that the numerical schemes for the PT dynamics can gain an order of magnitude in terms of the accuracy in $\epsilon$, which recovers the result in Chapter 2 for the linear case, and generalizes the result to the nonlinear case (provided that adiabatic theorems can be established).

### 4.7 Numerical Results

In this section, we provide the numerical results of the parallel transport dynamics. We focus on the case of a mixed initial state in this section. In numerical examples, the relative
numerical errors are computed by

$$
\sup _{0 \leq k \leq n} \frac{\left\|X_{k}-X\left(t_{k}\right)\right\|}{\left\|X\left(t_{k}\right)\right\|},
$$

where $k=0,1, \cdots, n$ and $t_{n}$ is the final time, and $X$ is the reference values of $\Phi, \sigma$ or $\Psi$ with $X_{n}$ represents the numerical results of the quantity $X$ at the time $t_{n}$.

Our model system is defined by a periodic potential field given by a one-dimensional lattice structure with Hamiltonian

$$
\begin{equation*}
H(t)=-\frac{1}{2} \Delta+V(x)+W(x, t) \tag{4.7.1}
\end{equation*}
$$

Here $V(x)=\cos (x)$ is a static potential. The external time-dependent potential with frequency $\omega$ is

$$
\begin{equation*}
W(x, t)=10 \sin \left(\frac{x}{L}\right) \sin (\omega t), \tag{4.7.2}
\end{equation*}
$$

and $L$ denotes the number of unit cells. The length of the lattice (the computational domain) is $2 \pi L$. Fig. 4.7.1a shows a typical plot for the two potentials over the lattice cells. The parameters in the system are chosen as $L=4, \beta=1.453, \omega=16 \pi$ and the chemical potential $\mu=3.299$. The initial occupation number according to the Fermi-Dirac distribution is in Fig. 4.7.1b. Each unit cell is discretized via 64 equidistant grid points, and hence the total number of grid points is $N_{g}=64 L$.

We first verify the Proposition 28 numerically by simulating the PT dynamics to $T_{\text {final }}=4$ using the PT-IM scheme with a step size $h=0.01$. We set $N_{e}=20$, and $N=64$. The norm of $\Phi_{n+1}^{\dagger} \Phi_{n+1}$ and values of $\operatorname{Tr} \sigma_{n}$ and $\operatorname{Tr} \sigma_{n}^{2}$ are plotted for the simulation time in Fig. 4.7.2. It can be seen that the values of all three quantities are constant throughout the simulation, which agrees with Proposition 28. In comparison, we also plot the higher order trace $\operatorname{Tr} \sigma_{n}^{3}$, which is not a conserved quantity. Nonetheless, the fluctuation of $\operatorname{Tr} \sigma_{n}^{3}$ is still very small and on the order of $10^{-6}$.

Next, we compare the numerical errors in simulating the Schrödinger dynamics (SD) and PT dynamics. Both dynamics are simulated using IM schemes to $T_{\text {final }}=1$. We set $\mu=26.893$ (corresponding to $N_{e}=60$ ) and $N=80$. In order to verify the convergence rate numerically, we set the time steps to be $0.05,0.02,0.01,0.005,0.002,0.001$. The reference solution is computed using a fine time step of $2 \times 10^{-5}$. Fig. 4.7.3a shows that both SD-IM and PT-IM are second order methods, but the preconstant of PT-IM is much smaller. The accuracy of the PT dynamics can also be shown in terms of physical observables, e.g. the dipole moment:

$$
\langle x(t)\rangle:=\operatorname{Tr}(x \rho(t)) .
$$

Fig. 4.7.3b compares the dipole moment computed in three different scenarios: PT-IM with $h=0.02$, SD-IM with $h=0.02$, and SD-IM using a very small time step $h=0.0001$. We find


Figure 4.7.1: Left panel: The potentials $V(x)$ (red solid) and $W(t, x)$ at time $t=0.2$ (blue dashed) and $t=0.4$ (green dotted), respectively, where $W$ is of time period $1 / 8$. Right panel: The initial occupation of the Fermi-Dirac statistics. $L=4, \beta=1.453$, and the chemical potential is chosen such that the initial number of occupation $N_{e}=\operatorname{Tr}(\rho(0))=20$.
that the difference between the time-dependent dipole moment obtained from PT-IM with a large time step $h=0.02$ is almost the same as that from the reference solution. However, SD-IM with the same time step size is only accurate for a short periodic of time, and its accuracy significantly deteriorates as $t$ increases.

In order to demonstrate that the commutator scaling in Theorem 32, we now vary the number of electrons $N_{e}$, and compare the results of PT-IM and SD-IM. The chemical potential $\mu$ is set to $3.299,7.028,12.291,18.951,26.893$, and the corresponding $N_{e}$ are $10,20,30$, $40,50,60$, respectively. We also set $N=N_{e}+20, h=0.01$, and $T_{\text {final }}=1$. The reference solution is computed using a very small step size $h=2 \times 10^{-5}$.

We plot the relative errors of both the PT and the Schrödinger dynamics in comparison with our theoretical bounds. It can be seen in Fig. 4.7.4 that as $N_{e}$ increases, the relative error of the wavefunction in the Schrödinger dynamics grows much faster than that in the PT dynamics. Fig. 4.7.4 also plots the terms in the error bounds with or without the commutator structures, respectively. We find that the term without commutator structures can be much larger in magnitude, and the qualitative trend of the growth of the error bound with respect to $N_{e}$ matches that of the error from the numerical simulation.

We also plot the relative errors in 2-norm of the density matrix $\rho$ in Fig. 4.7.5a and Fig. 4.7.5b. The errors (measured in both the operator norm and the Frobenius norm) from the PT dynamics is smaller than that from the Schrödinger dynamics. Furthermore,


Figure 4.7.2: Numerical verification (time step $h=0.01$ ) of the orthogonality of $\Phi$ and the trace preservation of $\sigma$ and $\sigma^{2}$, as shown in Proposition 28. On the other hand, the trace of higher powers of $\sigma\left(\right.$ e.g. $\left.\sigma^{3}\right)$ may not be preserved in the PT-IM scheme.
as $N_{e}$ increases, the relative error in the Frobenius norm from the PT dynamics in fact decreases. This phenomenon can be intuitively explained as follows. Note that the initial $\sigma_{0}$ is a diagonal matrix of the following form

$$
\left(\begin{array}{ccc}
I_{m_{0}} & 0 & 0 \\
0 & \sigma_{*} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $m_{0}$ is the number of fully occupied states and $\sigma_{*}$ is a diagonal matrix representing the fractional states whose diagonal elements has values in $(0,1)$. Then we expect that the fully occupied states are approximately in the near adiabatic regime, and their contribution to the error is much smaller than those from the fractionally occupied ones according to the


Figure 4.7.3: Left Panel: Log-log plot of the relative errors of $\Phi, \sigma, \Psi$ and the density matrix $\rho$ computed via both PT and Schrödinger dynamics (SD). Right Panel: Evolution of the dipole moment for PT-IM with $h=0.02$, SD-IM with $h=0.02$, and SD-IM with $h=0.0001$ (reference solution).


Figure 4.7.4: Relative errors versus the number of occupation $N_{e}$ in semi-log scale. Left panel: relative errors for the wavefunctions $\Phi$ in PT gauge and $\Psi$ in the Schrödinger gauge. Right panel: the commutator bounds on the right-hand-sides of $\partial_{t}^{3} P$ in Lemma 29 and $\partial_{t}^{3} \rho$ in Lemma 30 versus $\left\|H^{3} \Psi\right\| h^{2}$ that appears in Lemma 31. The commutator bounds (as in PT ) are significant smaller than $\left\|H^{3} \Psi\right\| h^{2}$ term (as in the Schrödinger gauge).


Figure 4.7.5: Plots of the relative errors of $\rho$ versus the number of occupation $N_{e}$. Left panel: relative errors in 2-norm. Right panel: the relative errors in the Frobenius norm (F-norm).
commutator bound. In this example, $m_{0}$ increases with $N_{e}$, but the size of $\sigma_{*}$ does not change much with respect to $N_{e}$. Therefore, the error of the density matrix should be dominated by a small number of orbitals near the Fermi surface. To verify this statement, we plot in Fig. 4.7.6 the histogram of the errors in the vector 2-norm for all orbitals. Indeed, as $N_{e}$ increases, the errors are dominant by only a few orbitals near the corresponding chemical potential $\mu$, and the number of the orbitals with significant errors does not increase with $N_{e}$. On the other hand, the Frobenius norm of the density matrix $\|\rho\|_{F}=\mathcal{O}\left(\sqrt{N_{e}}\right)$. This explains the decay of the relative error of $\rho$ in the PT-dynamics in Fig. 4.7.5b. By comparison, the histogram of the errors in the vector 2-norm for all orbitals in the Schrödinger gauge is provided in Fig. 4.7.7. We find that in the Schrödinger dynamics, the errors are propagated much more widely along the energy spectrum among a larger number of orbitals. It is also interesting to note that the maximal magnitude of the error increases significantly with respect to $N_{e}$ in the Schrödinger dynamics, but the maximal error is nearly a constant and is much smaller in the PT dynamics.

Finally, we demonstrate that the PT dynamics remains equally effective in the nonlinear regime. The rt-TDDFT Hamiltonian takes the following general form

$$
\begin{equation*}
H(t, \rho(t))=-\frac{1}{2} \Delta+V_{\mathrm{ext}}(x, t)+V_{\mathrm{Hxc}}[\rho(t)]+V_{\mathrm{X}}[\rho(t)] \tag{4.7.3}
\end{equation*}
$$

where $V_{\text {ext }}$ represents the electron-ion interaction and when the external field changes with respect to time, $V_{\text {ext }}$ may also depend on time $t . V_{\mathrm{Hxc}}$ is the Hartree and local exchangecorrelation contribution and depends only on the diagonal part of $\rho(t)$, and $V_{\mathrm{X}}$ is the Fock exchange operator depending on the entire $\rho(t)$. More specifically, $V_{\mathrm{X}}$ is an integral operator


Figure 4.7.6: Plot of the error histogram of all orbitals for various $N_{e}$ in the PT dynamics.


Figure 4.7.7: Plot of the error histogram of all orbitals for various $N_{e}$ in the Schrödinger dynamics.
defined by

$$
\left[\left(V_{\mathrm{X}}[\rho]\right) \phi\right](x)=-\int K(x, y) \rho(x, y) \phi(y) d y
$$

with the kernel $K(x, y)$ represents the electron-electron interaction.
Following Eq. (4.7.3), we consider the following model problem

$$
\begin{equation*}
H(t, \rho)=-\frac{1}{2} \Delta+V(x)+W(x, t)+U[\rho], \tag{4.7.4}
\end{equation*}
$$

where $V=x^{2}$, and $W$ is as defined in (4.7.2) and the nonlinear term $U[\rho]$ models $V_{X}[\rho]$ with the Yukawa kernel

$$
K(x, y)=\frac{2 \pi}{\kappa \epsilon_{0}} e^{-\kappa|x-y|}
$$

Note that as $\kappa \rightarrow 0$, the Yukawa kernel approaches to the Coulomb interaction that diverges in one dimension and hence is typically used in place of the bare Coulomb interaction for one-dimensional problems. The parameters are chosen as $\epsilon_{0}=100$ and $\kappa=0.01$ so that the range of the electrostatic interaction is sufficiently long. Here $\mu=148.99$ so that $N_{e}=60$ and we choose $N=80$. We simulate the system using PT-IM and SD-IM up to $T_{\text {final }}=0.5$ and compare the relative errors. As shown in Fig. 4.7.8a, the errors from PT-IM are significantly smaller. A comparison of the dipole moment is presented in Fig. 4.7.8b. We also compute the dipole moment using $h=0.01$ and compare the results with the reference solution obtained using SD-IM with a very fine time step $h=0.0001$. It can be seen that the result using the PT dynamics agrees well with the reference, which is not the case for the Schrödinger dynamics with the same step size.

### 4.8 Conclusion

In this chapter, we have introduced the PT dynamics for mixed quantum states, which generalizes the PT dynamics for pure states presented in Chapter 2. Both the PT and Schrödinger dynamics employ the low-rank structure of the density matrix, and can produce the same density matrix and all derived physical observables (such as dipole moments) as those from the von Neumann equation in the continuous time limit. The PT dynamics differ from the Schrödinger dynamics in terms of the choice of the gauge. In particular, the PT gauge yields the slowest possible dynamics for the wavefunctions. This allows us to significantly increase the time step size in the numerical simulation while maintaining accuracy.

As a concrete example, we propose the parallel transport-implicit midpoint (PT-IM) scheme, which is an implicit method suitable for treating Hamiltonians with a large spectral radius. It also preserves certain trace conditions and the orthogonality of the wavefunctions.


Figure 4.7.8: Left Panel: The log-log plot of the relative errors of $\Phi, \sigma$ in the model nonlinear rt-TDDFT calculation with Eq. (4.7.4), computed via PT-IM and SD-IM. Right Panel: a comparison of the dipole moment.

We establish a new error bound for the PT dynamics, where all terms in the error bounds involve either the commutator of the Hamiltonian (and its derivatives) and the density matrix (or the associated spectral projector). As a comparison, the error analysis of the Schrödinger dynamics is also provided, which does not exhibit such commutator scaling. This new error bound, together with various numerical experiments, justifies the advantage of the PT dynamics for the general mixed states, where the dynamics can be nonlinear, and beyond the near adiabatic regime.

## Part IV

## Simulating quantum dynamics on quantum computers

This part focuses on simulating linear quantum dynamics on quantum computers, which is referred to as Hamiltonian simulation in the quantum computing context. As having been discussed in Part I, quantum simulation can potentially achieve an exponential speedup over classical simulation in storage and computational cost, and thus is promising to be the next generation computing approach to simulate large scale quantum many-body systems without model reduction.

The accuracy of Hamiltonian simulation is usually measured by the error of the unitary evolution operator in the operator norm, which in turn depends on a certain norm of the Hamiltonian. For unbounded operators, after suitable discretization, the norm of the Hamiltonian can be very large, which significantly increases the simulation cost. This is also an alternative interpretation of the computational challenge of the fast oscillatory solution since the fast possible component of the wave function oscillates on the time scale of the inverse norm of the Hamiltonian. However, the operator norm measures the worst-case error of the quantum simulation, while practical simulation concerns the error with respect to a given initial vector at hand. In Chapter 5, we demonstrate that under suitable assumptions of the Hamiltonian and the initial vector, if the error is measured in terms of the vector norm, the computational cost of Trotter type methods may not increase at all as the norm of the Hamiltonian increases. In this sense, our result outperforms all previous error bounds in the quantum simulation literature. Our result extends that of [81] to the time-dependent setting. We also clarify the existence and the importance of commutator scalings of Trotter and generalized Trotter methods for time-dependent Hamiltonian simulations.

As discussed in Part I, Hamiltonian simulation can be applied to solving large-scale eigenvalue problems by constructing a time-dependent Hamiltonian interpolating another simple Hamiltonian and target Hamiltonian with gap condition and performing time-dependent Hamiltonian simulation with sufficiently large physical time. Such a procedure is called adiabatic quantum computing (AQC). In Chapter 6, we study how AQC can be applied to solve large-scale linear system problems, which appear ubiquitously in scientific computing. We demonstrate that with an optimally tuned scheduling function, AQC can readily solve a quantum linear system problem (QLSP) with $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$ runtime, where $\kappa$ is the condition number, and $\epsilon$ is the target accuracy. This is near-optimal in both $\kappa$ and $\epsilon$ and is achieved without relying on complicated amplitude amplification procedures that are difficult to implement. Our method applies to general non-Hermitian matrices, and the cost and the number of qubits can be reduced when restricted to Hermitian matrices and further to Hermitian positive definite matrices. The success of the time-optimal AQC implies that the quantum approximate optimization algorithm (QAOA) with an optimal control protocol can also achieve the same complexity in terms of the runtime. Numerical results indicate that QAOA can yield the lowest runtime compared to the time-optimal AQC, vanilla AQC, and the recently proposed randomization method [144].

Please note that in this part, we follow the quantum computing convention in notations
and terminologies. We use the terminology time-independent Hamiltonian simulation for simulating dynamics with constant Hamiltonian $H$, and use time-dependent Hamiltonian simulation for simulating dynamics with time-dependent $H(t)$. For the linear algebra notations, we use $|v\rangle$ to denote a normalized (under $l^{2}$-norm) vector $v$, which is also called a quantum state. For a normalized vector $v,\langle v|$ represents its conjugate transpose, and for a matrix $A, A^{\dagger}$ represents its conjugate transpose. Unless otherwise specified, $\|\cdot\|$ denotes the vector/matrix 2-norm.

## Chapter 5

## Time-dependent unbounded Hamiltonian simulation with vector norm scaling

### 5.1 Introduction

Let $H(t)$ be a Hamiltonian defined on the interval $[0, T]$, and $\left|\psi_{0}\right\rangle$ be the initial vector, then the time-dependent Hamiltonian simulation problem aims to find $|\psi(T)\rangle$, which solves the time-dependent Schrödinger equation

$$
\begin{equation*}
\mathrm{i} \partial_{t}|\psi(t)\rangle=H(t)|\psi(t)\rangle, \quad|\psi(0)\rangle=\left|\psi_{0}\right\rangle . \tag{5.1.1}
\end{equation*}
$$

In this chapter, we are concerned with the simulation of a time-dependent and unbounded Hamiltonian $H(t)$, which naturally includes the simulation of a time-independent Hamiltonian $H(t) \equiv H$ as a special case. More precisely, we assume that there is a family of Hamiltonians $H^{(n)}(t)$ such that as $n \rightarrow \infty$, the norm of $H$ (e.g. the max of the operator norm or the $L^{1}$ norm) also increases towards infinity.

For concreteness, we will consider the bilinear quantum control Hamiltonian of the following form

$$
\begin{equation*}
H^{(n)}(t)=f_{1}(t) H_{1}^{(n)}+f_{2}(t) H_{2}^{(n)} \tag{5.1.2}
\end{equation*}
$$

Here $H_{1}^{(n)}$ and $H_{2}^{(n)}$ are time-independent Hamiltonians, and $f_{1}$ and $f_{2}$ are two bounded, smooth scalar functions on a time interval $[0, T]$. Without loss of generality we assume that $\lim _{n \rightarrow \infty}\left\|H_{1}^{(n)}\right\|=\infty$, while $\lim _{n \rightarrow \infty}\left\|H_{2}^{(n)}\right\|<\infty$, i.e. $H_{1}^{(n)}$ approaches an unbounded operator, while the limit of $H_{2}^{(n)}$ is a bounded operator. We also assume that $\exp \left(-\mathrm{i} H_{1}^{(n)}\right)$ and $\exp \left(-\mathrm{i} H_{2}^{(n)}\right)$ can be efficiently simulated. More specifically, if $n$ also denotes the di-
mension of the Hamiltonian, we assume that the cost of the time-independent simulations depends on at most poly-logarithmically in terms of $n$ and the error $\epsilon$. Such an assumption is standard for $H_{2}^{(n)}$ because $H_{2}^{(n)}$ has spectral norm asymptotically independent of $n$ thus can be efficiently simulated, e.g. via the QSP technique [109]. However, the assumption on the effectiveness of simulating $H_{1}^{(n)}$ is very strong especially when $\left\|H_{1}^{(n)}\right\|$ grows polynomially in terms of $n$, and the no-fast-forwarding theorem $[14,17]$ requires roughly $\Omega\left(\left\|H_{1}^{(n)}\right\|\right)$ queries for generic quantum algorithms to simulate $\exp \left(-\mathrm{i} H_{1}^{(n)}\right)$. Nevertheless, for a subset of Hamiltonians with special structures, such a time-independent simulation can indeed be fast-forwarded and the query complexity is still poly-logarithmic of $n$. Typical examples include 1-sparse Hamiltonians [40, 1, 108] and thus unitarily diagonalized Hamiltonians where the diagonalization procedure can be efficiently implemented. We will show later the $H_{1}^{(n)}$ of interest in this chapter can also be fast-forwarded. The availability of the fast-forwarded time-independent Hamiltonian simulation allows us to measure the cost directly in terms of the number of Trotter steps.

When the context is clear, we will drop the superscript $n$ and assume instead that $\left\|H_{1}\right\|$ is sufficiently large. In particular, we have $\left\|H_{1}\right\| \gg\left\|H_{2}\right\|$. The form of Eq. (5.1.2) allows us to efficiently evaluate terms of the form

$$
\int_{t_{1}}^{t_{2}} H(t) d t=\left(\int_{t_{1}}^{t_{2}} f_{1}(t) d t\right) H_{1}+\left(\int_{t_{1}}^{t_{2}} f_{2}(t) d t\right) H_{2}
$$

where the coefficients in the parentheses can be precomputed on classical computers when $f_{1}(t), f_{2}(t)$ are available.

As an example, consider the following Schrödinger equation with a time-dependent effective mass $M_{\text {eff }}(t)$ (see e.g. [49, 128, 127, 83, 56, 139]) in a domain $D$ with proper boundary conditions as

$$
\begin{equation*}
H(t)=-\frac{1}{2 M_{\mathrm{eff}}(t)} \Delta+\frac{1}{2} M_{\mathrm{eff}}(t) \omega^{2}(t) V(x), \quad x \in D . \tag{5.1.3}
\end{equation*}
$$

Here $\omega(t)$ is a frequency parameter. Then we set $f_{1}(t)=1 /\left(2 M_{\mathrm{eff}}(t)\right), f_{2}(t)=M_{\mathrm{eff}}(t) \omega^{2}(t) / 2$. When $V(x) \equiv x^{2}$ the system is a quantum harmonic oscillator with time-dependent effective mass. In general we assume the potential has suitable regularity conditions and is bounded on $D$. After proper spatial discretization using $n$ degrees of freedom, $H_{1}^{(n)}$ is the discretized negative Laplacian operator $-\Delta$ which is unbounded, and $H_{2}^{(n)}$ is the discretized diagonal potential $V(x)$ which is bounded. We notice that the simulation of $H_{1}^{(n)}$ can be fast-forwarded since it can be diagonalized under the quantum Fourier transform procedure [124]. In order to demonstrate the behavior of the Trotter formulae for unbounded operators, we require $n$ to grow polynomially with respect to $\epsilon^{-1}$, where $\epsilon$ is the relative 2 -norm error of the solution. This is the case, for instance, when the potential $V(x)$ is of limited regularity. Throughout the
chapter we only require $V(x)$ to be a $C^{4}$ function on the domain $D .{ }^{1}$ Again for concreteness of discussion about the computational cost, unless otherwise specified, we will assume the system is one-dimensional, $D=[0,1]$ with the periodic boundary condition, and use the second order finite difference method with $n$ equidistant nodes for spatial discretization.

To the extent of our knowledge, all previous results in the quantum simulation literature (for both time-independent and time-dependent Hamiltonians) measure the error of the evolution operator $\|\widetilde{U}(T)-U(T)\|$, where $U(T)=\exp _{\mathcal{T}}\left(-\mathrm{i} \int_{0}^{T} H(t) d t\right)$ is the exact evolution operator expressed in terms of a time-ordered matrix exponential, and $\widetilde{U}(T)$ is an approximate evolution operator obtained via the numerical scheme. We then directly obtain the vector norm error $\|\| \widetilde{\psi}(T)\rangle-|\psi(T)\rangle\|\leqslant\| \widetilde{U}(T)-U(T) \|$. However, since $\|\widetilde{U}(T)-U(T)\|$ typically depends polynomially on the operator norm $\left\|H_{1}\right\|$, as $\left\|H_{1}\right\|$ increases, if the computational cost does not increase accordingly, then all error bounds of the operator norm $\|\widetilde{U}(T)-U(T)\|$ would increase to $\mathcal{O}(1)$, with the exception of the interaction picture method for time-independent Hamiltonian simulations [108]. ${ }^{2}$ While the operator norm error provides an upper bound of the error given any initial vector, for a particular simulation instance, it is the vector norm error $\||\widetilde{\psi}(T)\rangle-|\psi(T)\rangle \|$ that matters. It turns out that for certain unbounded operators and initial vectors, the vector norm bound can be significantly improved. The key reason is that the magnitude of terms such as $\| H_{1}|\psi\rangle\|\|,\left[H_{1}, H_{2}\right]|\psi\rangle \|$ can be much smaller than the corresponding operator norm estimates. In fact the importance of the vector norm estimates has long been recognized in the numerical analysis literature, and the vector norm error bounds have been established for time-independent Hamiltonian simulation using second and higher order Trotter methods of the form $H=-\Delta+V(x)$ [81, 149, 50], and for time-dependent Hamiltonian simulation using Magnus integrators of the form $H=-\Delta+V(t, x)$ [75]. Under suitable discretization and choice of the initial vector, the vector norm error $\||\widetilde{\psi}(T)\rangle-|\psi(T)\rangle \|$ obtained by the standard Trotter method remains small, even as $\|H\| \rightarrow \infty$ and the operator norm $\|\widetilde{U}(T)-U(T)\|$ becomes $\mathcal{O}(1)$.

Contribution: The first contribution of this chapter is to extend the vector norm estimate [81] to time-dependent unbounded Hamiltonian simulations. For concreteness we focus on the standard first and second-order Trotter methods, as well as a class of generalized Trotter methods proposed in [78], which will be introduced in Section 5.3. Our main result for a given

[^9]control Hamiltonian Eq. (5.1.2) is Theorem 46. It states that under suitable assumptions, the vector norm error obtained from both standard and generalized Trotter methods depends mainly on $\sup _{t \in[0, T]} \| H_{1}|\psi(t)\rangle \|$, which can be significantly smaller than $\left\|H_{1}\right\| .{ }^{3}$

In order to simulate the Hamiltonian of the form Eq. (5.1.3), we take both the spatial and temporal discretization into account, and our complexity estimates are given in Theorem 53. Our result compared to existing results are given in Table 5.1, where the complexity for time-independent simulations are obtained by treating $M_{\text {eff }}(t), \omega(t)$ as constants. In particular, the vector norm is asymptotically independent of the spatial discretization parameter $n$, and complexity in terms of the error matches that of the time-independent Hamiltonian simulation obtained by [81]. Under the same second order spatial discretization, our complexity estimate for second order Trotter formulae outperforms state-of-the-art error bounds using high order Trotter and post-Trotter schemes [16, 108, 18] in terms of the desired level of accuracy, due to their dependence on the spectral norm of $H_{1}$ and thus on $n$.

The effectiveness of the vector norm bound depends on the initial vector $\left|\psi_{0}\right\rangle$. We remark that recently [136] establishes improved error estimates of low-order Trotter methods for time-independent Hamiltonian simulation, when the initial vector is constrained to be within a low energy subspace. Another recent work [143] obtains an improved complexity estimate for simulating a system with $\eta$ interacting electrons using time-independent Trotter formula, by considering the operator norm constrained on this $\eta$-electron sub-manifold. Our vector norm estimate provides a complementary perspective in understanding why such improved estimates are possible. When $\sup _{t \in[0, T]} \| H_{1}|\psi(t)\rangle \|$ is indeed comparable to $\left\|H_{1}\right\|$, the operator norm bound still serves as a good indicator of the error.

Given the improved error commutator scaling estimates for time-independent simulations [44], it is natural to ask whether the commutator scaling of the operator norm still holds for time-dependent simulations. The second contribution of this chapter is to reveal that for time-dependent simulations, the error of standard Trotter method does not exhibit commutator scalings, while the commutator scaling holds for the generalized Trotter method (Theorem 42). Therefore in the context of time-dependent simulations, the use of the generalized Trotter method could reduce the simulation cost. Our proof of the operator norm error bounds mainly follow the procedure proposed in [44], and our results generalize the first and second order time-independent results in [44] in the sense that, when the scalar functions $f_{1}$ and $f_{2}$ are constant functions, both time-dependent standard Trotter formula and time-dependent generalized Trotter formula degenerate to the same time-independent Trotter formula, and the corresponding operator norm error bound is of commutator scaling.

Yet another twist comes when we ask the question: when $H_{1}$ is unbounded, is it clear that

[^10]the norm of the commutators $\left\|\left[H_{1}, H_{2}\right]\right\|,\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|,\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|$ must be smaller than $\left\|H_{1}\right\|$ ? It turns out that for the Hamiltonian Eq. (5.1.3), we may directly analyze that $\left\|\left[H_{1}, H_{2}\right]\right\|,\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\| \in \mathcal{O}(n)$, while $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|,\left\|H_{1}\right\| \in \mathcal{O}\left(n^{2}\right)$ (see Section 5.6). Therefore the first-order generalized Trotter method outperforms the first-order standard Trotter method, but the asymptotic efficiency of the second-order generalized and standard Trotter methods are the same (Lemma 51). Table 5.2 summarizes the performance of Trotter and generalized Trotter methods. Though both second-order schemes share the same asymptotic scaling, the generalized Trotter formula may still be a better choice in practice due to smaller preconstants, which is observed numerically. Moreover, the $p$-th generalized Trotter scheme depends only on the $(p-1)$-th derivatives of the control functions, while the $p$-th standard Trotter method on its $p$-th derivative. Therefore when the control functions have high frequency or limited regularity, the generalized Trotter scheme may significantly outperform the standard one. Such an advantage under first-order schemes has been demonstrated in [78] as well.

All results above are confirmed by numerical experiments for the model Eq. (5.1.3) in Section 5.7, which verifies the sharpness of our estimates.

Organization: The rest of this chapter is organized as follows. In Section 5.2 we introduce several notations and preliminary lemmas used in this chapter, provide a detailed derivation of the results in Table 5.1, and briefly discuss the main ideas of proving our new results. Then in Section 5.3 we show the schemes that will be considered in this chapter and derive their exact error representations. Operator norm error bounds and vector norm error bounds are given in Section 5.4 and Section 5.5, respectively. Section 5.6 shows how the newly obtained vector norm error bounds can be applied to obtaining better complexity estimate of Trotter type methods for solving Schrödinger equation with time-dependent mass and frequency. Numerical results are given in Section 5.7, which verifies our theoretical results.

### 5.2 Preliminaries

In this section we first introduce several notations and preliminary lemmas used in this chapter. Then we briefly sketch the main ideas for proving the main theorems.

## Notations

We refer to a (possibly unnormalized) vector as $\vec{\psi}, \vec{u}$ or $\vec{v}$ depending on the context, and use $|\psi\rangle$ to denote the corresponding quantum state (i.e. normalized vector under vector 2 -norm). We define two vector norms for a vector $\vec{\psi}=\left(\psi_{0}, \cdots, \psi_{n-1}\right)$, namely the standard

|  | Work/Method | Scaling w. <br> spatial dis- <br> cretization | Overall query complexity |
| :---: | :---: | :---: | :---: |
| Time-independent | Childs et al. [44] | $\mathcal{O}(n)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
| 2nd order Trotter | Jahnke et al. [81] | $\mathcal{O}(1)$ | $\mathcal{O}\left(\epsilon^{-0.5}\right)$ |
| Time-independent higher order methods | $p$-th order Trotter [44] | $\mathcal{O}\left(n^{2-2 / p}\right)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | Truncated Taylor series [19, 95] | $\widetilde{\mathcal{O}}\left(n^{2}\right)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | Quantum signal processing [109] | $\mathcal{O}\left(n^{2}\right)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | Interaction picture [108] | $\mathcal{O}(\log (n))$ | $\mathcal{O}(\operatorname{poly} \log (1 / \epsilon))$ |
| Time-dependent 2nd order Trotter | Huyghebaert et al. [78] | $\mathcal{O}(n)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | Wiebe et al. [155] | $\mathcal{O}\left(n^{3}\right)$ | $\mathcal{O}\left(\epsilon^{-2}\right)$ |
|  | Wecker et al. [153] | $\mathcal{O}(n)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | This work | $\mathcal{O}(1)$ | $\mathcal{O}\left(\epsilon^{-0.5}\right)$ |
| Time-dependent higher order methods | $p$-th order Trotter [155] | $\mathcal{O}\left(n^{2+2 / p}\right)$ | $\mathcal{O}\left(\epsilon^{-1-2 / p}\right)$ |
|  | Truncated Dyson series [16, 108] | $\widetilde{\mathcal{O}}\left(n^{2}\right)$ | $\widetilde{\mathcal{O}}\left(\epsilon^{-1}\right)$ |
|  | Rescaled Dyson series [18] | $\widetilde{\mathcal{O}}\left(n^{2}\right)$ | $\widetilde{\mathcal{O}}\left(\epsilon^{-1}\right)$ |

Table 5.1: Comparison of complexity estimates for simulating the model Eq. (5.1.3) in onedimension using second order Trotter method or higher order Trotter or post-Trotter method, with $C^{4}$ potential function $V(x)$, and time-independent mass and frequency (top 2) or timedependent mass and frequency (bottom 2). For all the methods, we use a second order finite difference discretization with $n$ degrees of freedom. The third column summarizes the scaling of the cost with respect to $n$ in order to reach constant target accuracy, and the fourth column summarizes the overall query complexity in order to achieve a desired level of relative 2-norm error $\epsilon$. Since we assume the efficiency of time-independent simulation for both $H_{1}$ and $H_{2}$, the query complexity is measured by the number of required Trotter steps for Trotter-type methods, or the query complexity under standard query model for post-Trotter methods. The simulation time $T$ is $\mathcal{O}(1)$. 'This work' refers to the vector norm error bound using the second order standard or generalized Trotter formula. Throughout the chapter $f=\widetilde{\mathcal{O}}(g)$ if $f=\mathcal{O}(g$ polylog $(g))$. See Section 5.2 for details of the derivation of the scalings.

|  | Method \& Error type | Scaling w. spa- <br> tial discretiza- <br> tion | Overall num- <br> ber of Trotter <br> steps |
| :--- | :--- | :--- | :--- |
| First-order <br> Trotter | standard, operator norm | $\mathcal{O}\left(n^{2}\right)$ | $\mathcal{O}\left(\epsilon^{-2}\right)$ |
|  | generalized, operator <br> norm | $\mathcal{O}(n)$ | $\mathcal{O}\left(\epsilon^{-1.5}\right)$ |
|  | standard, vector norm | $\mathcal{O}(1)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | generalized, vector norm | $\mathcal{O}(1)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
| Second-orde <br> Trotter | gtandard, operator norm <br> generalized, operator <br> norm | $\mathcal{O}(n)$ | $\mathcal{O}(n)$ |
|  | standard, vector norm | $\mathcal{O}(1)$ | $\mathcal{O}\left(\epsilon^{-1}\right)$ |
|  | generalized, vector norm | $\mathcal{O}(1)$ | $\mathcal{O}\left(\epsilon^{-0.5}\right)$ |

Table 5.2: Summary of results for first and second order Trotter formulae applied to simulating the model Eq. (5.1.3) in one-dimension with time-dependent effective mass and frequency. For all the methods, we use a second order finite difference discretization with $n$ degrees of freedom. The third column summarizes the scaling of the cost with respect to $n$ in order to reach constant target accuracy (Lemma 51), and the fourth column summarizes the overall number of required Trotter steps to achieve a desired level of relative 2-norm error $\epsilon$ estimated from error bounds in different norms (Theorem 53). The simulation time $T$ is $\mathcal{O}(1)$.

2-norm

$$
\|\vec{\psi}\|=\sqrt{\sum_{k=0}^{n-1}\left|\psi_{k}\right|^{2}}
$$

and the rescaled 2-norm

$$
\|\vec{\psi}\|_{\star}=\frac{1}{\sqrt{n}}\|\vec{\psi}\|
$$

The rescaled 2-norm is directly motivated by the discretization of the continuous $L^{2}$ norm [102, 150]. Specifically, for a real-space function $u(x)$ discretized in the real space using $n$ equidistant nodes, we apply the trapezoidal rule and obtain

$$
\begin{equation*}
\int_{0}^{1}|u(x)|^{2} d x \approx \sum_{k=0}^{n-1}\left(|u(k / n)|^{2} \frac{1}{n}\right)=\frac{1}{n}\left\|(u(k / n))_{k=0}^{n-1}\right\|^{2}=\left\|(u(k / n))_{k=0}^{n-1}\right\|_{\star}^{2} . \tag{5.2.1}
\end{equation*}
$$

Since the $\|\cdot\|_{\star}$ simply rescales the standard vector 2 -norm, the estimates that we will derive for 2-norm also hold for this rescaled 2-norm. Furthermore, the corresponding matrix norm induced by the rescaled 2 -norm is still the standard matrix 2 -norm without any rescaling factor, as

$$
\|A\|=\sup _{\|\vec{u}\| \neq 0}\|A \vec{u}\| /\|\vec{u}\|=\sup _{\|\vec{u}\|_{\star} \neq 0}\|A \vec{u}\|_{\star} /\|\vec{u}\|_{\star} .
$$

We remark that it is equivalent to use either 2-norm or rescaled 2-norm if we wish to bound the relative error of the numerical solutions.

For two matrices $A, B$, define the adjoint mapping $\operatorname{ad}_{A}$ as

$$
\begin{equation*}
\operatorname{ad}_{A}(B)=[A, B]=A B-B A \tag{5.2.2}
\end{equation*}
$$

and then the conjugation of matrix exponentials of the form $\exp (A) B \exp (-A)$ can be simply expressed as

$$
\begin{equation*}
\exp \left(\operatorname{ad}_{A}\right) B=\exp (A) B \exp (-A) \tag{5.2.3}
\end{equation*}
$$

The following conjugation of matrix exponentials will be commonly used for a scale-valued function $f$ and matrices $A, B$

$$
\begin{equation*}
\exp \left(\operatorname{ad}_{\mathrm{i}}^{\int_{t_{1}}^{t_{2}} f(s) d s A}{ }\right) B=\exp \left(\mathrm{i} \int_{t_{1}}^{t_{2}} f(s) d s A\right) B \exp \left(-\mathrm{i} \int_{t_{1}}^{t_{2}} f(s) d s A\right) \tag{5.2.4}
\end{equation*}
$$

For a scalar-valued continuous function $f(t)$ defined on time domain $t \in[0, T]$, we use $\|f\|_{\infty}$ to denote the supremum of the function in this time interval, i.e.

$$
\|f\|_{\infty}=\sup _{t \in[0, T]}|f(t)| .
$$

## Elementary lemmas

We review two elementary lemmas to be used in the proof of the chapter. Proofs of the results can be found in, e.g. [69, 96].

Lemma 33 (Taylor's theorem). For any $k$-th order continuously differentiable function $f$ (scale-valued or matrix-valued) defined on an interval $[a, t]$, we have

$$
\begin{equation*}
f(t)=\sum_{j=0}^{k-1} \frac{f^{(j)}(a)}{j!}(t-a)^{j}+\int_{a}^{t} \frac{f^{(k)}(s)}{(k-1)!}(t-s)^{k-1} d s \tag{5.2.5}
\end{equation*}
$$

Lemma 34 (Variation of parameters formula). Assume $U(t, s)$ solves the differential equation

$$
\begin{equation*}
\partial_{t} U(t, s)=H(t) U(t, s), \quad U(s, s)=I \tag{5.2.6}
\end{equation*}
$$

Then

1. For any matrix-valued continuous function $R(t)$, the solution of the differential equation

$$
\begin{equation*}
\partial_{t} \widetilde{U}(t, 0)=H(t) \widetilde{U}(t, 0)+R(t), \quad \widetilde{U}(0,0)=I \tag{5.2.7}
\end{equation*}
$$

can be represented as

$$
\begin{equation*}
\widetilde{U}(t, 0)=U(t, 0)+\int_{0}^{t} U(t, s) R(s) d s \tag{5.2.8}
\end{equation*}
$$

2. For any vector-valued continuous function $\vec{r}(t)$, the solution of the differential equation

$$
\begin{equation*}
\partial_{t} \overrightarrow{\widetilde{u}}(t)=H(t) \overrightarrow{\widetilde{u}}(t)+\vec{r}(t), \quad \overrightarrow{\widetilde{u}}(0)=\vec{u}_{0} \tag{5.2.9}
\end{equation*}
$$

can be represented as

$$
\begin{equation*}
\overrightarrow{\widetilde{u}}(t)=U(t, 0) \vec{u}_{0}+\int_{0}^{t} U(t, s) \vec{r}(s) d s \tag{5.2.10}
\end{equation*}
$$

## Derivation of results in Table 5.1

In this section we show explicitly how to derive the results in Table 5.1. Throughout this section we are considering the setup in Section 5.6 with $T=\mathcal{O}(1)$.

To obtain Table 5.1, we first restate all the complexity estimates for different methods proved in existing literature and show how they depend on $\epsilon$ as well as the scale of the Hamiltonians $H_{1}$ and $H_{2}$. The dependence on $H_{1}$ naturally gives rise to the dependence on $n$, by noticing that

$$
\begin{gathered}
\left\|H_{1}\right\|=\mathcal{O}\left(n^{2}\right), \quad\left\|H_{2}\right\|=\mathcal{O}(1), \quad\left\|\left[H_{1}, H_{2}\right]\right\|=\mathcal{O}(n) \\
\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|=\mathcal{O}\left(n^{2}\right), \quad\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|=\mathcal{O}(n)
\end{gathered}
$$

as is discussed in Lemma 48. Then, under second order finite difference spatial discretization, Lemma 50 and Eq. (5.6.31) tell that $n$ should be chosen as large as $\mathcal{O}\left(\epsilon^{-1 / 2}\right)$. Plugging this back into the complexity estimates leads to the overall scaling in terms of $\epsilon$, as shown in the last column of Table 5.1.

## Time-independent schemes

Time-independent second order Trotter formula [44, Proposition 16] gives an operator norm error bound for time-independent second order Trotter formula that the one-step local Trotter error is bounded by

$$
\frac{h^{3}}{12}\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|+\frac{h^{3}}{24}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|
$$

thus the global Trotter error is bounded by

$$
\left(\frac{1}{12}\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|+\frac{1}{24}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|\right) \frac{T^{3}}{L^{2}}=\mathcal{O}\left(\frac{n^{2}}{L^{2}}\right) .
$$

To bound this by $\epsilon$, it suffices to choose

$$
L=\mathcal{O}\left(\frac{n}{\epsilon^{1 / 2}}\right)=\mathcal{O}\left(\frac{1}{\epsilon}\right)
$$

[81, Theorem 3.2] provides a vector norm error bound for time-independent second order Trotter formula that the global Trotter error is bounded by

$$
\mathcal{O}\left(h^{2}\left(\left\|H_{1} \vec{v}\right\|_{\star}+\left\|D_{1} \vec{v}\right\|_{\star}+\|\vec{v}\|_{\star}\right)\right)=\mathcal{O}\left(\frac{1}{L^{2}}\left(\left\|H_{1} \vec{v}\right\|_{\star}+\|\vec{v}\|_{\star}\right)\right) .
$$

We remark that [81] does not track explicitly the dependence on $T$. Noticing that $\left\|H_{1} \vec{v}\right\|_{\star}$ and $\|\vec{v}\|_{\star}$ are independent of $\epsilon$ and $n$ (shown in the proof of Lemma 51), the number of required Trotter steps scales

$$
L=\mathcal{O}\left(\frac{1}{\epsilon^{1 / 2}}\right)
$$

Time-independent high order Trotter formula [44, Corollary 12] shows that for a $p$-th order time-independent Trotter formula, the number of required Trotter steps to obtain an $\epsilon$-approximation of the exact evolution operator is

$$
L=\mathcal{O}\left(\frac{\widetilde{\alpha}_{\mathrm{comm}}^{1 / p} T^{1+1 / p}}{\epsilon^{1 / p}}\right)
$$

where

$$
\widetilde{\alpha}_{\text {comm }}=\sum_{\gamma_{1}, \cdots, \gamma_{p+1}=1}^{2}\left\|\left[H_{\gamma_{p+1}}, \cdots\left[H_{\gamma_{2}}, H_{\gamma_{1}}\right]\right]\right\| .
$$

Straightforward bounds for these $p$-th nested commutators are that

$$
\left\|\left[H_{\gamma_{p+1}}, \cdots\left[H_{\gamma_{2}}, H_{\gamma_{1}}\right]\right]\right\|=\mathcal{O}\left(\left\|H_{1}\right\|^{p-2}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|\right)=\mathcal{O}\left(n^{2 p-2}\right)
$$

which results in

$$
L=\mathcal{O}\left(\frac{n^{2-2 / p}}{\epsilon^{1 / p}}\right)=\mathcal{O}\left(\frac{1}{\epsilon}\right) .
$$

Notice that the scaling of $\epsilon$ is not improved by higher order Trotter formula. This is because such an estimate is made under the assumption that the potential $V(x)$ is a $C^{4}$ function, therefore we only have better scaling for nested commutator up to second order. If the potential $V(x)$ has higher regularity, we expect better bounds to exist for general nested commutators, just like the case of $\left[H_{1}, H_{2}\right]$ and $\left[H_{1},\left[H_{1}, H_{2}\right]\right.$. In particular, although we do not present complete proof in this chapter, a continuous analog as well as discretization under Fourier basis suggests that the norm of $p$-th order nested commutator $\left\|\left[H_{1}, \cdots,\left[H_{1}, H_{2}\right]\right]\right\|$ is bounded by $\mathcal{O}\left(\left\|D_{1}^{p}\right\|\right)$ if $V(x)$ is $(2 p)$-th order continuously differentiable. In that case the complexity can be improved to $L=\mathcal{O}\left(n / \epsilon^{1 / p}\right)$, although there is still a linear dependence on $n$.

Truncated Taylor series [19, Theorem 1] shows that to obtain an $\epsilon$-approximation of the exact evolution operator using truncated Taylor series, the query complexity is

$$
\mathcal{O}\left(d^{2}\|H\|_{\max } \frac{\log \left(d\|H\|_{\max } / \epsilon\right)}{\log \log \left(d\|H\|_{\max } / \epsilon\right)}\right) .
$$

Here $d$ is the sparsity of the Hamiltonian, $\|H\|_{\text {max }}$ denotes the largest matrix element of $H$ in absolute value. Notice that $\left\|H_{1}\right\|_{\max }=\mathcal{O}\left(n^{2}\right)$ since every non-zero entry of $H_{1}$ is either $n^{2}$ or $\left(-2 n^{2}\right)$, and $\left\|H_{2}\right\|_{\max }=\mathcal{O}(1)$, we have $\|H\|_{\max }=\mathcal{O}\left(n^{2}\right)$. Therefore the query complexity becomes

$$
\mathcal{O}\left(n^{2} \frac{\log \left(n^{2} / \epsilon\right)}{\log \log \left(n^{2} / \epsilon\right)}\right)=\widetilde{\mathcal{O}}\left(n^{2}\right)=\widetilde{\mathcal{O}}\left(\frac{1}{\epsilon}\right) .
$$

We remark that the work [95] studies further the complexity of simulating time-independent many-body Hamiltonian and discusses carefully the errors from both time and space discretization. In this work, the authors use truncated Taylor series as well for time discretization, and use high order finite difference formula for spatial discretization. However, they only assume that the potential $V(x)$ is first-order continuous differentiable thus the high order finite difference formula does not offer improved scaling of $n$ than $\mathcal{O}(1 / \epsilon)[95$, Theorem $4]$, which results in a total complexity $\widetilde{\mathcal{O}}\left(1 / \epsilon^{2}\right)$ [95, Theorem $\left.3 \& 4\right]$. The scaling can be improved if $V(x)$ becomes smoother.

Quantum signal processing [109, Theorem 3] proposes a quantum signal processing approach for time-independent Hamiltonian simulation with optimal query complexity in all parameters, which is

$$
\mathcal{O}\left(d\|H\|_{\max }+\frac{\log (1 / \epsilon)}{\log \log (1 / \epsilon)}\right) .
$$

Here $d$ is the sparsity of the Hamiltonian, $\|H\|_{\max }$ denotes the largest matrix element of $H$ in absolute value. Notice that $\left\|H_{1}\right\|_{\max }=\mathcal{O}\left(n^{2}\right)$ since every non-zero entry of $H_{1}$ is either $n^{2}$ or $\left(-2 n^{2}\right)$, and $\left\|H_{2}\right\|_{\max }=\mathcal{O}(1)$, we have $\|H\|_{\max }=\mathcal{O}\left(n^{2}\right)$. Therefore the query complexity becomes

$$
\mathcal{O}\left(n^{2}+\frac{\log \left(n^{2} / \epsilon\right)}{\log \log \left(n^{2} / \epsilon\right)}\right)=\mathcal{O}\left(n^{2}+\log \left(n^{2} / \epsilon\right)\right)=\mathcal{O}\left(\frac{1}{\epsilon}+\log (1 / \epsilon)\right)=\mathcal{O}\left(\frac{1}{\epsilon}\right) .
$$

Interaction picture [108, Theorem 7] shows that by applying truncated Dyson series to simulate time-independent Hamiltonian $H_{1}+H_{2}$ in the interaction picture rather than the Schrödinger picture, it requires

$$
\mathcal{O}\left(\left\|H_{2}\right\| \frac{\log \left(\left\|H_{2}\right\| / \epsilon\right)}{\log \log \left(\left\|H_{2}\right\| / \epsilon\right)}\right)
$$

queries to $H_{2}$ and

$$
\mathcal{O}\left(\left\|H_{2}\right\| \frac{\log \left(\left\|H_{2}\right\| / \epsilon\right)}{\log \log \left(\left\|H_{2}\right\| / \epsilon\right)} \log \left(\frac{\left\|H_{1}\right\|+\left\|H_{2}\right\|}{\epsilon}\right)\right)
$$

queries to the unitary time evolution $e^{-\mathrm{i} s H_{1}}$. Therefore the query complexity is logarithmic in $n$ and thus the scaling in terms of $\epsilon$ is still poly-logarithmic. Note that the number of time steps is included in the oracle HAM-T and scales as $\mathcal{O}\left(\left\|H_{1}\right\|\right)$ [108, Lemma 6].

## Time-dependent schemes

Time-dependent second order Trotter formulae [78, Eq. (A12-A14)] show that for generalized second-order Trotter formula applied to the model Eq. (5.1.3) with timeindependent mass and time-dependent frequency (in particular, $f_{2}(t) H_{2}$ and $f_{2}(s) H_{2}$ commute for any $t$ and $s$ ), the one-step local Trotter error scales as

$$
\mathcal{O}\left(h^{3}\left(\left\|\left[H_{1}, H_{2}\right]\right\|+\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|\right)\right),
$$

thus the global error scales

$$
\mathcal{O}\left(h^{2}\left(\left\|\left[H_{1}, H_{2}\right]\right\|+\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|\right)\right)=\mathcal{O}\left(\frac{n^{2}}{L^{2}}\right) .
$$

To bound this by $\epsilon$, it suffices to choose

$$
L=\mathcal{O}\left(\frac{n}{\epsilon^{1 / 2}}\right)=\mathcal{O}\left(\frac{1}{\epsilon}\right)
$$

The second order complexity estimate from [155] is a special case of their general high order result. We will show the general case later.
[153, Appendix A] proves an improved operator norm error bound for the second order standard Trotter formula. The one-step local Trotter error is bounded by

$$
\begin{aligned}
& \left(\frac{1}{24} \sup \left\|H^{\prime \prime}(s)\right\|+\sup \|\left[H_{1}(s),\left[H_{1}(s), H_{2}(s)\right] \|\right.\right. \\
& \quad+\frac{1}{12} \sup \left\|\left[H^{\prime}(s), H(s)\right]\right\|+\|\left[H_{2}(s),\left[H_{2}(s), H_{1}(s)\right] \|\right) h^{3}
\end{aligned}
$$

thus the global error scales

$$
\mathcal{O}\left(h^{2}\left(\left\|H_{1}\right\|+\left\|\left[H_{1}, H_{2}\right]\right\|+\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|\right)\right)=\mathcal{O}\left(\frac{n^{2}}{L^{2}}\right)
$$

To bound this by $\epsilon$, it suffices to choose

$$
L=\mathcal{O}\left(\frac{n}{\epsilon^{1 / 2}}\right)=\mathcal{O}\left(\frac{1}{\epsilon}\right)
$$

Time-dependent high order Trotter formula [155, Theorem 1] proves that, to simulate a system with Hamiltonian $H(t)=\sum_{j=1}^{m} H_{j}(t)$ within operator spectral norm error $\epsilon$ using a $2 k$-th order standard Trotter formula, the total number of exponentials is

$$
2 m 5^{k-1}\left\lceil 5 k \Lambda T\left(\frac{5}{3}\right)^{k}\left(\frac{\Lambda T}{\epsilon}\right)^{1 /(2 k)}\right\rceil
$$

where

$$
\Lambda=\sup _{p=0,1, \cdots, 2 k}\left(\sup _{t}\left(\sum_{j=1}^{m}\left\|\partial_{t}^{p} H_{j}(t)\right\|\right)^{1 /(p+1)}\right) .
$$

We first notice that the total number of exponentials only differ from the total number of Trotter steps by a factor of $2 m 5^{k-1}$. After absorbing all the terms independent of $n$ and $\epsilon$ into the big- $\mathcal{O}$ notation, in the case of the Schrödinger equation with a time-dependent effective mass, the total number of Trotter steps becomes

$$
\mathcal{O}\left(\Lambda\left(\frac{\Lambda}{\epsilon}\right)^{1 / 2 k}\right)
$$

It remains to estimate the scaling of $\Lambda$. By noticing $\partial_{t}^{p} H_{j}(t)=f_{j}^{(p)}(t) H_{j}$, we obtain that $\left(\sum_{j=1}^{m}\left\|\partial_{t}^{p} H_{j}(t)\right\|\right)$ is dominated by $H_{1}=\mathcal{O}\left(n^{2}\right)$, and

$$
\Lambda=\mathcal{O}\left(\sup _{p=0,1, \cdots, 2 k}\left(n^{2}\right)^{1 /(p+1)}\right)=\mathcal{O}\left(n^{2}\right)
$$

Therefore the total number of Trotter steps becomes

$$
\mathcal{O}\left(\frac{n^{2+1 / k}}{\epsilon^{1 /(2 k)}}\right)=\mathcal{O}\left(\frac{1}{\epsilon^{1+1 / k}}\right) .
$$

Truncated Dyson series [108, Theorem 9] shows that to obtain an $\epsilon$ approximation of the exact evolution operator with success probability at least $(1-\epsilon)$ using truncated Dyson series method, the query complexity is

$$
\mathcal{O}\left(d\|H\|_{\max , \infty} T \frac{\log \left(d\|H\|_{\max , \infty} T / \epsilon\right)}{\log \log \left(d\|H\|_{\max , \infty} T / \epsilon\right)}\right)
$$

Here $d$ is the sparsity of the Hamiltonian, and $\|H\|_{\max , \infty}=\sup _{t \in[0, T]}\|H(t)\|_{\max }$, where $\|A\|_{\max }$ denotes the largest matrix element of $A$ in absolute value. In the case of the model Eq. (5.1.3), noticing that $\left\|H_{1}\right\|_{\max }=\mathcal{O}\left(n^{2}\right)$ because every non-zero entry of $H_{1}$ is either $n^{2}$ or $\left(-2 n^{2}\right)$, we have $\|H(t)\|_{\max , \infty}=\mathcal{O}\left(\left\|H_{1}\right\|_{\max }\right)=\mathcal{O}\left(n^{2}\right)$, then the query complexity becomes

$$
\mathcal{O}\left(n^{2} \frac{\log \left(n^{2} / \epsilon\right)}{\log \log \left(n^{2} / \epsilon\right)}\right)=\widetilde{\mathcal{O}}\left(n^{2}\right)=\widetilde{\mathcal{O}}\left(\frac{1}{\epsilon}\right)
$$

Rescaled Dyson series [18, Theorem 10] shows that to obtain an $\epsilon$ approximation of the exact evolution operator using rescaled Dyson series method, the query complexity is

$$
\mathcal{O}\left(d\|H\|_{\max , 1} \frac{\log \left(d\|H\|_{\max , 1} / \epsilon\right)}{\log \log \left(d\|H\|_{\max , 1} / \epsilon\right)}\right)
$$

Here $d$ is the sparsity of the Hamiltonian, $\|H\|_{\max , 1}=\int_{0}^{T}\|H(t)\|_{\max } d t$ where $\|A\|_{\max }$ denotes the largest matrix element of $A$ in absolute value. In the case of the model Eq. (5.1.3), noticing that $\left\|H_{1}\right\|_{\max }=\mathcal{O}\left(n^{2}\right)$ because every non-zero entry of $H_{1}$ is either $n^{2}$ or $\left(-2 n^{2}\right)$, we have $\|H\|_{\text {max }, 1}=\mathcal{O}\left(n^{2}\right)$. Therefore the query complexity becomes

$$
\mathcal{O}\left(n^{2} \frac{\log \left(n^{2} / \epsilon\right)}{\log \log \left(n^{2} / \epsilon\right)}\right)=\widetilde{\mathcal{O}}\left(n^{2}\right)=\widetilde{\mathcal{O}}\left(\frac{1}{\epsilon}\right) .
$$

We mention that in [18] another method called continuous qDRIFT is also proposed to successfully achieve $L^{1}$ scaling of the Hamiltonian. However, continuous qDRIFT is a first order method, and its complexity dependence on $\|H\|_{\text {max }, 1}$ is quadratic, which is worse than that of rescaled Dyson series. Hence we only include the rescaled Dyson series method in our table for comparison.

## Main ideas

Here we discuss the main ideas for our operator and vector norm error bounds, and they are applicable to both standard and generalized Trotter formulae to be introduced in Section 5.3. For simplicity, we only discuss first order formulae here, and the ideas for second order formulae are similar. First, in Section 5.3, we derive the error representations between the exact evolution operator $U(h, 0)$ and the Trotterized evolution operator $U_{s}(h, 0)$ or $U_{g}(h, 0)$, by establishing the differential equations that these unitary operators satisfy and by using variation of parameters. Such error representations are exact. Furthermore, although full error representations can be technically complicated, they are simply linear combinations of integrals with integrand of the form

$$
\begin{equation*}
\left(\prod_{j=1}^{J} g_{j}\right)\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] A\left[\prod_{k^{\prime}=1}^{K^{\prime}} \exp \left(\mathrm{i} h \xi_{k^{\prime}}^{\prime} H_{l_{k^{\prime}}}\right)\right] . \tag{5.2.11}
\end{equation*}
$$

Here functions $g_{j}$ 's can be $f_{1}, f_{2}$, or their derivatives; $H_{l_{k}}$ and $H_{l_{k^{\prime}}^{\prime}}$ are either $H_{1}$ or $H_{2}$; and $\xi_{k}$ and $\xi_{k^{\prime}}^{\prime}$ are some bounded real numbers. The matrix $A$ is in the set $\left\{H_{1}, H_{2},\left[H_{1}, H_{2}\right]\right\}$ for standard Trotter formula and can only be $\left[H_{1}, H_{2}\right]$ for generalized Trotter formula. Therefore it suffices to focus on each term in the form of Eq. (5.2.11) to obtain error bounds.

The operator norm error bounds directly follow the error representations. Under the assumption that $H_{1}$ and $H_{2}$ are bounded operators, we can simply bound all the unitaries by 1 and the (local) operator norm error bounds become $\alpha h^{2}$ where $\alpha$ can be expressed in terms of $\left\|H_{1}\right\|,\left\|H_{2}\right\|$ and $\left\|\left[H_{1}, H_{2}\right]\right\|$ for the standard Trotter formula, and of $\left\|\left[H_{1}, H_{2}\right]\right\|$ for the generalized Trotter formula, respectively. Notice that the local errors for both formulae are $\mathcal{O}\left(h^{2}\right)$ for first order schemes, which agrees with the order condition. Furthermore, the preconstant for the generalized Trotter formula only consists of commutators, while the preconstant for standard Trotter formula still includes norms of $H_{1}$ and $H_{2}$ themselves.

Next we focus on the situation when $\left\|H_{1}\right\|$ is very large, and we still would like to obtain a well approximated quantum state of the exact wavefunction. In this case, the operator norm error bounds do not offer useful performance guarantees. To obtain a vector norm error bound, the starting point of our approach is still the exact error representation. Notice that the error between the exact state $|\psi\rangle$ and the approximate state $|\widetilde{\psi}\rangle$ obtained by Trotter
formulae can be expressed as $\||\widetilde{\psi}(h)\rangle-|\psi(h)\rangle\|\leqslant\|(\widetilde{U}(h, 0)-U(h, 0))|\psi(0)\rangle \|$. Therefore the vector norm error bounds should be a linear combination of the terms of the form

$$
\begin{equation*}
\left\|\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] A\left[\prod_{k^{\prime}=1}^{K^{\prime}} \exp \left(\mathrm{i} h \xi_{k^{\prime}}^{\prime} H_{l_{k^{\prime}}}\right)\right] \vec{v}\right\|=\left\|A\left[\prod_{k^{\prime}=1}^{K^{\prime}} \exp \left(\mathrm{i} h \xi_{k^{\prime}}^{\prime} H_{l_{k^{\prime}}}\right)\right] \vec{v}\right\| . \tag{5.2.12}
\end{equation*}
$$

This can be obtained by applying the operator Eq. (5.2.11) to some vector $\vec{v}$, and $\vec{v}$ is related to the initial condition as well as the exact Schrödinger wavefunctions.

To further bound Eq. (5.2.12), the key observation is as follows. When $A$ is $H_{1}$ (or commutators involving $H_{1}$ ), although $\|A\|$ can be very large, it is possible for $\|A \vec{v}\|$ to be small for certain vectors $\vec{v}$. As an example, let us consider the continuous case in one dimension and we take $H_{1}=-\Delta$ and $H_{2}$ being a bounded, smooth potential function $V(x)$. The direct computation shows that

$$
\begin{aligned}
H_{1} \psi & =-\partial_{x}^{2} \psi \\
{\left[H_{1}, H_{2}\right] \psi=[-\Delta, V] \psi } & =-\left(\partial_{x}^{2} V\right) \psi-2\left(\partial_{x} V\right) \partial_{x} \psi .
\end{aligned}
$$

Both of the terms on the right hand side depend on the spatial derivatives of the wavefunctions, of which the norm can be small if $\psi$ is a smooth function. Then according to Eq. (5.2.12), we only need to somehow exchange the order between $A$ and the exponentials without introducing much overhead (Lemma 44). Combining all previous arguments, we can obtain the desired vector norm error bounds.

### 5.3 Trotter type algorithms and error representations

In this section, we consider two different types of Trotter algorithms - the standard and generalized Trotter formulae - in simulating time dependent Hamiltonian Eq. (5.1.2), and derive their error representations explicitly. Here for simplicity we restrict ourselves to the first-order and second-order cases. We point out that such schemes and results regarding the (non-)existence of commutator scaling can be generalized to their higher order counterparts.

## The standard and generalized Trotter formulae

Both the standard and the generalized Trotter formulae (proposed in [78]) belong to the class of splitting methods [68].

The first-order standard Trotter algorithm is

$$
\begin{equation*}
U_{s, 1}(t+h, t)=\exp \left(-\mathrm{i} f_{2}(t+h) H_{2} h\right) \exp \left(-\mathrm{i} f_{1}(t+h) H_{1} h\right) . \tag{5.3.1}
\end{equation*}
$$

The first-order generalized Trotter formula is

$$
\begin{equation*}
U_{g, 1}(t+h, t)=\exp \left(-\mathrm{i} \int_{t}^{t+h} f_{2}(s) d s H_{2}\right) \exp \left(-\mathrm{i} \int_{t}^{t+h} f_{1}(s) d s H_{1}\right) \tag{5.3.2}
\end{equation*}
$$

The second-order standard Trotter formula is

$$
\begin{equation*}
U_{s, 2}(t+h, t)=\exp \left(-\frac{\mathrm{i} h}{2} f_{1}(t+h / 2) H_{1}\right) \exp \left(-\mathrm{i} h f_{2}(t+h / 2) H_{2}\right) \exp \left(-\frac{\mathrm{i} h}{2} f_{1}(t+h / 2) H_{1}\right) \tag{5.3.3}
\end{equation*}
$$

The second-order generalized Trotter formula is

$$
\begin{align*}
U_{g, 2}(t+h, t)=\exp & \left(-\mathrm{i} \int_{t+h / 2}^{t+h} f_{1}(s) d s H_{1}\right) \exp \left(-\mathrm{i} \int_{t}^{t+h} f_{2}(s) d s H_{2}\right) \\
& \times \exp \left(-\mathrm{i} \int_{t}^{t+h / 2} f_{1}(s) d s H_{1}\right) \tag{5.3.4}
\end{align*}
$$

It is clear that the difference between the standard and the generalized Trotter formulae lies in the temporal treatment of $f_{1}$ and $f_{2}$, and the standard Trotter formula can be viewed as applying certain quadrature rules in representing the integrals of $f_{1}$ and $f_{2}$. From now on we assume that $\int_{a}^{b} f(s) d s$ can be accurately computed with negligible extra cost for any scalar-valued smooth function $f(s)$. Furthermore, we remark that although in our definitions of the schemes we perform evolution governed by $H_{1}$ at first and then by $H_{2}$, the order of $H_{1}$ and $H_{2}$ only affects the absolute preconstants in the error bounds and will not lead to any difference in the asymptotic scalings.

## Error representations

For the time-independent Trotter formula, the work of [44,50] prove a commutator type of error of any order by writing down an explicit error representation via variation of parameters formula. Here we follow the procedure in [44] to write down the corresponding error representations for standard and generalized time-dependent Trotter formulae, which turn out to be the starting point for proving both the operator norm and the vector norm error bounds. Although we only present the error representation on the interval $[0, h]$, this is just for notation simplicity and with minor modifications the results naturally hold on $[t, t+h]$ for any $t$. The proofs are given in the next subsection.

Lemma 35 (Error representation of the first-order standard Trotter formula).

$$
\begin{equation*}
U_{s, 1}(h, 0)-U(h, 0)=\int_{0}^{h} U(h, s) \exp \left(-\mathrm{i} s f_{2}(s) H_{2}\right) E_{s, 1}(s) \exp \left(-\mathrm{i} s f_{1}(s) H_{1}\right) d s \tag{5.3.5}
\end{equation*}
$$

where

$$
\begin{align*}
E_{s, 1}(h)= & \int_{0}^{h} f_{1}(h) f_{2}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} f_{2}(s) H_{2}}\right)\left(\left[H_{1}, H_{2}\right]\right)\right) d s-\mathrm{i} h f_{1}^{\prime}(h) H_{1}-\mathrm{i} h f_{2}^{\prime}(h) H_{2}  \tag{5.3.6}\\
& +\int_{0}^{h} s f_{1}(h) f_{2}^{\prime}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} s f_{2}(s) H_{2}}\right)\left(\left[H_{1}, H_{2}\right]\right)\right) d s
\end{align*}
$$

Lemma 36 (Error representation of the first-order generalized Trotter formula).

$$
\begin{array}{rl}
U_{g, 1}(h, 0)-U(h, 0)=\int_{0}^{h} & U(h, s) \exp \left(-\mathrm{i} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right)  \tag{5.3.7}\\
& \times E_{g, 1}(s) \exp \left(-\mathrm{i} \int_{0}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right) d s
\end{array}
$$

where

$$
\begin{equation*}
E_{g, 1}(h)=\int_{0}^{h} f_{1}(h) f_{2}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} \int_{0}^{h} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}}\right)\left(\left[H_{1}, H_{2}\right]\right)\right) d s \tag{5.3.8}
\end{equation*}
$$

Lemma 37 (Error representation of the second-order standard Trotter formula).

$$
\begin{align*}
& U_{s, 2}(h, 0)-U(h, 0)=\int_{0}^{h} U(h, s) \exp \left(-\frac{\mathrm{i} s}{2} f_{1}(s / 2) H_{1}\right) E_{s, 2}(s) \\
& \quad \exp \left(-\mathrm{i} s f_{2}(s / 2) H_{2}\right) \exp \left(-\frac{\mathrm{i} s}{2} f_{1}(s / 2) H_{1}\right) d s \tag{5.3.9}
\end{align*}
$$

where $E_{s, 2}$ is defined in Eq. (5.3.21).
Lemma 38 (Error representation of the second-order generalized Trotter formula).

$$
\begin{align*}
& U_{g, 2}(h, 0)-U(h, 0)=\int_{0}^{h} U(h, s) \exp \left(-\mathrm{i} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right) E_{g, 2}(s) \\
& \times \exp \left(-\mathrm{i} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right) \exp \left(-\mathrm{i} \int_{0}^{s / 2} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right) d s \tag{5.3.10}
\end{align*}
$$

where $E_{g, 2}$ is defined in Eq. (5.3.22).
The expressions of these exact error representations are somewhat complicated, but the structures for all the representations are the same. As introduced in Section 5.2, the error
representations for both standard and generalized Trotter formulae of first and second-order are linear combinations of integrals with integrands in the form of Eq. (5.2.11), which can be expressed as the multiplication of matrix exponentials, Hamiltonians, and commutators of Hamiltonians.

Before we proceed, we remark that in the error representations of standard Trotter formulae of first and second-order, besides the $\mathcal{O}\left(h^{p+1}\right)$ terms, we also include higher order terms $\mathcal{O}\left(h^{p+2}\right)$ and/or $\mathcal{O}\left(h^{p+3}\right)$. This is because we aim at writing down the exact error terms, and the Taylor expansion of terms like $\exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right)$ will naturally involve higher order term even though we only expand it up to the desired lower order. For example, if we look at the first-order derivative of $\exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right)$, then

$$
\frac{d}{d h}\left(\exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right)\right)=-\mathrm{i} f_{1}(h) H_{1} \exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right)-\mathrm{i} h f_{1}^{\prime}(h) H_{1} \exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right) .
$$

We can observe that the first term is $\mathcal{O}(1)$ and the second term is $\mathcal{O}(h)$, which are on different scales. Therefore, the same order term in the Taylor expansion of the unitaries does not necessarily have the same scaling in terms of $h$.

Remark 39 (Exact error representation). It is possible to derive a simpler error bound by considering only the lowest order term and discarding all the higher order terms in $h$. However, such an error bound would not reveal the commutator scaling in the higher order remainder terms. For instance, for the time-independent Hamiltonian simulation, [149] deduces an error bound for the p-th order Trotter formula, in which the $\mathcal{O}\left(h^{p}\right)$ term has a commutator structure, but the higher order terms do not. This leads to complexity overhead when the spectral norms of the Hamiltonians become large. The work [44] fixes this issue by deriving an exact error representation, demonstrating the validity of the commutator scaling for high order terms as well. Therefore for time-dependent simulation, we also preserve all the terms in the error representation (at least for now). We can observe that all the terms in the exact representation, regardless of the order in $h$, are in the form of Eq. (5.2.11), thus no overhead will be introduced by higher order terms and it is safe to bound them by the lowest order term later in estimating complexity.

## Proof of error representations

In this part, we derive the error representations of the first-order and second-order Trotter formulae, as presented in Lemma 35 - Lemma 38. All of the proofs consisting of the following two steps: One first compares the derivatives

$$
\begin{equation*}
\partial_{h} U(h, 0)=\left(-\mathrm{i} f_{1}(h) H_{1}-\mathrm{i} f_{2}(h) H_{2}\right) U(h, 0), \tag{5.3.11}
\end{equation*}
$$

and its numerical analogs $\partial_{h} U_{m, p}(h, 0)(m=g, s$ and $p=1,2)$, and apply the variation of parameter formula (Lemma 34); Then the Taylor theorem (Lemma 33) is applied to further simplify the terms.

We first present the proof of Lemma 36, since its error representation contains fewest terms. The rest of the error representations, Lemma 35, Lemma 37 and Lemma 38, follow the exact same idea of proof, just involving more calculations.

Proof of Lemma 36. By taking derivative of $U_{g, 1}(h, 0)$ with respect to $h$, one has

$$
\begin{align*}
\partial_{h} U_{g, 1}(h, 0)= & -\mathrm{i} f_{2}(h) H_{2} U_{g, 1}(h, 0) \\
& +\exp \left(-\mathrm{i} \int_{0}^{h} f_{2}(s) d s H_{2}\right)\left(-\mathrm{i} f_{1}(h) H_{1}\right) \exp \left(-\mathrm{i} \int_{0}^{h} f_{1}(s) d s H_{1}\right) \\
= & \left(-\mathrm{i} f_{1}(h) H_{1}-\mathrm{i} f_{2}(h) H_{2}\right) U_{g, 1}(h, 0) \\
& +\exp \left(-\mathrm{i} \int_{0}^{h} f_{2}(s) d s H_{2}\right) E_{g, 1}(h) \exp \left(-\mathrm{i} \int_{0}^{h} f_{1}(s) d s H_{1}\right) \tag{5.3.12}
\end{align*}
$$

where $E_{g, 1}(h)$ is defined as

$$
\begin{equation*}
E_{g, 1}(h)=\mathrm{i} f_{1}(h)\left[\exp \left(\operatorname{ad}_{\mathrm{i} \int_{0}^{h} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}}\right) H_{1}-H_{1}\right] . \tag{5.3.13}
\end{equation*}
$$

By applying Lemma 34 to Eq. (5.3.11) and Eq. (5.3.12), one obtains
$U_{g, 1}(h, 0)=U(h, 0)+\int_{0}^{h} U(h, s) \exp \left(-\mathrm{i} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right) E_{g, 1}(s) \exp \left(-\mathrm{i} \int_{0}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right) d s$.
The representation of $E_{g, 1}$, by Taylor's theorem (Lemma 33), reads

$$
\begin{equation*}
E_{g, 1}(h)=\int_{0}^{h} f_{1}(h) f_{2}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} \int_{0}^{h} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}}\right)\left(\left[H_{1}, H_{2}\right]\right)\right) d s \tag{5.3.15}
\end{equation*}
$$

Proof of Lemma 35. One starts by taking derivative of $U_{s, 1}(h, 0)$ with respect to $h$, which reads

$$
\begin{align*}
\partial_{h} U_{s, 1}(h, 0)= & \left(-\mathrm{i} f_{2}(h) H_{2}-\mathrm{i} h f_{2}^{\prime}(h) H_{2}\right) \exp \left(-\mathrm{i} h f_{2}(h) H_{2}\right) \exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right) \\
& +\exp \left(-\mathrm{i} h f_{2}(h) H_{2}\right)\left(-\mathrm{i} f_{1}(h) H_{1}-\mathrm{i} h f_{1}^{\prime}(h) H_{1}\right) \exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right) \\
= & \left(-\mathrm{i} f_{2}(h) H_{2}-\mathrm{i} f_{1}(h) H_{1}\right) U_{s, 1}(h, 0) \\
& +\exp \left(-\mathrm{i} h f_{2}(h) H_{2}\right) E_{s, 1}(h) \exp \left(-\mathrm{i} h f_{1}(h) H_{1}\right) \tag{5.3.16}
\end{align*}
$$

where $E_{s, 1}(h)$ is defined as

$$
\begin{equation*}
E_{s, 1}(h)=\mathrm{i} f_{1}(h)\left[\exp \left(\operatorname{ad}_{\mathrm{i} h f_{2}(h) H_{2}}\right) H_{1}-H_{1}\right]-\mathrm{i} h f_{1}^{\prime}(h) H_{1}-\mathrm{i} h f_{2}^{\prime}(h) H_{2} \tag{5.3.17}
\end{equation*}
$$

By applying Lemma 34 to Eq. (5.3.11) and Eq. (5.3.16), one has

$$
\begin{equation*}
U_{s, 1}(h, 0)=U(h, 0)+\int_{0}^{h} U(h, s) \exp \left(-\mathrm{i} s f_{2}(s) H_{2}\right) E_{s, 1}(s) \exp \left(-\mathrm{i} s f_{1}(s) H_{1}\right) d s \tag{5.3.18}
\end{equation*}
$$

It remains to derive the representation of $E_{s, 1}$. The representation of $E_{s, 1}$ can be derived from Taylor's theorem up to first-order. By Lemma 33

$$
\begin{align*}
& \exp \left(\operatorname{ad}_{\mathrm{i} h f_{2}(h) H_{2}}\right) H_{1}-H_{1} \\
= & \int_{0}^{h} \mathrm{i} f_{2}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} s f_{2}(s) H_{2}}\right)\left(\left[H_{2}, H_{1}\right]\right)\right) d s+\int_{0}^{h} \mathrm{i} s f_{2}^{\prime}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} s f_{2}(s) H_{2}}\right)\left(\left[H_{2}, H_{1}\right]\right)\right) d s \tag{5.3.19}
\end{align*}
$$

Therefore, one has

$$
\begin{align*}
E_{s, 1}(h)= & \int_{0}^{h} f_{1}(h) f_{2}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} s f_{2}(s) H_{2}}\right)\left(\left[H_{1}, H_{2}\right]\right)\right) d s-\mathrm{i} h f_{1}^{\prime}(h) H_{1}-\mathrm{i} h f_{2}^{\prime}(h) H_{2} \\
& +\int_{0}^{h} s f_{1}(h) f_{2}^{\prime}(s)\left(\exp \left(\operatorname{ad}_{\mathrm{i} s f_{2}(s) H_{2}}\right)\left(\left[H_{1}, H_{2}\right]\right)\right) d s \tag{5.3.20}
\end{align*}
$$

Before proceeding, we first define the following quantities needed in the error represen-
tations of the second order standard and generalized Trotter formulae

$$
\begin{align*}
& E_{s, 2}(h)=\mathrm{i} \int_{0}^{h} f_{1}^{\prime \prime}(s)(h-s) H_{1} d s-\frac{\mathrm{i}}{8} \int_{0}^{h} f_{1}^{\prime \prime}(s / 2)(2 h-s) H_{1} d s \\
& -\frac{\mathrm{i}}{4} \int_{0}^{h} f_{2}^{\prime \prime}(s / 2)(2 h-s) H_{2} d s \\
& -\frac{\mathrm{i}}{8} \int_{0}^{h}\left[f_{1}^{\prime \prime}(s / 2) \exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right) H_{1}\right](2 h-s) d s \\
& +\frac{1}{4} \int_{0}^{h}\left[f_{1}^{\prime}(s / 2) f_{2}(s / 2)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right) H_{1}\right)\right] h d s \\
& +\mathrm{i} \int_{0}^{h}\left[f_{2}^{\prime \prime}(s) \exp \left(\operatorname{ad}_{i \frac{s}{2} f_{1}(s / 2) H_{1}}\right) H_{2}\right](h-s) d s \\
& +\frac{1}{2} \int_{0}^{h}\left(f_{1}^{\prime}(s / 2) f_{2}(s / 2)+f_{1}(s / 2) f_{2}^{\prime}(s / 2)\right)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s \\
& -\frac{1}{2} \int_{0}^{h}\left(f_{2}^{\prime}(s) f_{1}(s / 2)+f_{2}(s) f_{1}^{\prime}(s / 2)\right)\left(\exp \left(\operatorname{ad}_{i \frac{s}{2} f_{1}(s / 2) H_{1}}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s \\
& +\frac{\mathrm{i}}{2} \int_{0}^{h}\left[f_{1}(s / 2) f_{2}^{2}(s / 2)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right)\right](h-s) d s \\
& -\frac{\mathrm{i}}{4} \int_{0}^{h}\left[f_{2}(s) f_{1}^{2}(s / 2)\left(\exp \left(\operatorname{ad}_{i \frac{s}{2} f_{1}(s / 2) H_{1}}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right)\right](h-s) d s \\
& +\frac{1}{8} \int_{0}^{h}\left[f_{1}^{\prime}(s / 2) f_{2}^{\prime}(s / 2)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right) H_{1}\right)\right] s h d s \\
& +\frac{1}{4} \int_{0}^{h}\left(f_{1}^{\prime}(s / 2) f_{2}^{\prime}(s / 2)+\frac{1}{2} f_{1}(s / 2) f_{2}^{\prime \prime}(s / 2)\right) \\
& \times\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{1}, H_{2}\right]\right) s(h-s) d s \\
& -\frac{1}{4} \int_{0}^{h}\left(f_{2}^{\prime}(s) f_{1}^{\prime}(s / 2)+\frac{1}{2} f_{2}(s) f_{1}^{\prime \prime}(s / 2)\right) \exp \left(\operatorname{ad}_{i \frac{5}{2} f_{1}(s / 2) H_{1}}\right)\left[H_{1}, H_{2}\right] s(h-s) d s \\
& +\frac{\mathrm{i}}{2} \int_{0}^{h}\left[f_{1}(s / 2) f_{2}(s / 2) f_{2}^{\prime}(s / 2)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right)\right] s(h-s) d s \\
& -\frac{\mathrm{i}}{4} \int_{0}^{h}\left[f_{2}(s) f_{1}(s / 2) f_{1}^{\prime}(s / 2)\left(\exp \left(\operatorname{ad}_{i_{2}^{s} f_{1}(s / 2) H_{1}}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right)\right] s(h-s) d s \\
& +\frac{\mathrm{i}}{8} \int_{0}^{h}\left[f_{1}(s / 2) f_{2}^{\prime 2}(s / 2)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right)\right] s^{2}(h-s) d s \\
& -\frac{\mathrm{i}}{16} \int_{0}^{h}\left[f_{2}(s) f_{1}^{\prime 2}(s / 2)\left(\exp \left(\operatorname{ad}_{i \frac{s}{2} f_{1}(s / 2) H_{1}}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right)\right] s^{2}(h-s) d s, \tag{5.3.21}
\end{align*}
$$

and

$$
\left.\left.\left.\begin{array}{rl}
E_{g, 2}(h)= & -\frac{h}{2} f_{1}(0) \int_{0}^{h} f_{2}^{\prime}(s) d s\left[H_{1}, H_{2}\right]+\frac{h}{4} f_{2}(0) \int_{0}^{h} f_{1}^{\prime}(s / 2) d s\left[H_{1}, H_{2}\right] \\
& -f_{2}(h) \int_{0}^{h}\left(f_{1}^{\prime}(s)-\frac{1}{4} f_{1}^{\prime}(s / 2)\right)\left(\operatorname { e x p } \left(\operatorname{ad}_{\left.\left.\mathrm{i} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s}\right.\right. \\
& +\frac{1}{2} f_{1}(h / 2) \int_{0}^{h} f_{2}^{\prime}(s)\left(\operatorname { e x p } \left(\operatorname{ad}_{-\mathrm{i}} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right.\right.
\end{array}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s\right] .
$$

Proof of Lemma 37. One first compute the derivative with respect to $h$ of $U_{s, 2}$

$$
\begin{align*}
\partial_{h} U_{s, 2}= & \left(-\mathrm{i} \frac{1}{2} f_{1}(h / 2)-\mathrm{i} \frac{h}{4} f_{1}^{\prime}(h / 2)\right) H_{1} \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right) \\
& \times \exp \left(-\mathrm{i} h f_{2}(h / 2) H_{2}\right) \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right) \\
+ & \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right)\left(-\mathrm{i} f_{2}(h / 2)-\mathrm{i} \frac{h}{2} f_{2}^{\prime}(h / 2)\right) \\
& \times H_{2} \exp \left(-\mathrm{i} h f_{2}(h / 2) H_{2}\right) \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right) \\
+ & \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right) \exp \left(-\mathrm{i} h f_{2}(h / 2) H_{2}\right) \\
& \times\left(-\mathrm{i} \frac{1}{2} f_{1}(h / 2)-\mathrm{i} \frac{h}{4} f_{1}^{\prime}(h / 2)\right) H_{1} \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right) \\
= & \left(-\mathrm{i} f_{1}(h) H_{1}-\mathrm{i} f_{2}(h) H_{2}\right) U_{s, 2} \\
& +\exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right) E_{s, 2}(h) \exp \left(-\mathrm{i} h f_{2}(h / 2) H_{2}\right) \exp \left(-\mathrm{i} \frac{h}{2} f_{1}(h / 2) H_{1}\right), \tag{5.3.23}
\end{align*}
$$

where $E_{s, 2}(h)$ is defined as

$$
\begin{align*}
E_{s, 2}(h)= & \mathrm{i} f_{1}(h) H_{1}-\mathrm{i} \frac{1}{2} f_{1}(h / 2) H_{1}-\mathrm{i} \frac{h}{4} f_{1}^{\prime}(h / 2) H_{1} \\
& -\left(\mathrm{i} \frac{1}{2} f_{1}(h / 2)+\mathrm{i} \frac{h}{4} f_{1}^{\prime}(h / 2)\right) \exp \left(\operatorname{ad}_{-\mathrm{i} h f_{2}(h / 2) H_{2}}\right) H_{1} \\
& +\mathrm{i} f_{2}(h) \exp \left(\operatorname{ad}_{i \frac{h}{2} f_{1}(h / 2) H_{1}}\right) H_{2}-\left(\mathrm{i} f_{2}(h / 2)+\frac{\mathrm{i} h}{2} f_{2}^{\prime}(h / 2)\right) H_{2} . \tag{5.3.24}
\end{align*}
$$

Similar as the proofs for first-order formulae, applying Lemma 34 gives

$$
\begin{align*}
& U_{s, 2}(h, 0)=U(h, 0)+\int_{0}^{h} U(h, s) \exp \left(-\mathrm{i} \frac{s}{2} f_{1}(s / 2) H_{1}\right) E_{s, 2}(s) \\
& \quad \times \exp \left(-\mathrm{i} s f_{2}(s / 2) H_{2}\right) \exp \left(-\mathrm{i} \frac{s}{2} f_{1}(s / 2) H_{1}\right) d s \tag{5.3.25}
\end{align*}
$$

The rest of the proof follows straightforward calculations. To be exact, one then applies the Taylor's theorem (Lemma 33) to expand each term in $E_{s, 2}$ to second-order in terms of $h$ with respect to 0 . The first three terms can be expressed as

$$
\begin{gather*}
\mathrm{i} f_{1}(h) H_{1}=\mathrm{i} f_{1}(0) H_{1}+\mathrm{i} h f_{1}^{\prime}(0) H_{1}+\mathrm{i} \int_{0}^{h} f_{1}^{\prime \prime}(s)(h-s) H_{1} d s,  \tag{5.3.26}\\
-\mathrm{i} \frac{1}{2} f_{1}(h / 2) H_{1}=-\mathrm{i} \frac{1}{2} f_{1}(0) H_{1}-\mathrm{i} \frac{h}{4} f_{1}^{\prime}(0) H_{1}-\mathrm{i} \frac{1}{8} \int_{0}^{h} f_{1}^{\prime \prime}(s / 2)(h-s) H_{1} d s,  \tag{5.3.27}\\
-\mathrm{i} \frac{h}{4} f_{1}^{\prime}(h / 2) H_{1}=-\mathrm{i} \frac{h}{4} f_{1}^{\prime}(0) H_{1}-\mathrm{i} \frac{h}{8} \int_{0}^{h} f_{1}^{\prime \prime}(s / 2) H_{1} d s, \tag{5.3.28}
\end{gather*}
$$

Similarly, let us apply the Taylor theorem to the fourth term in $E_{s, 2}$, which is the sum of

$$
\begin{align*}
& -\mathrm{i} \frac{1}{2} f_{1}(h / 2) \exp \left(\operatorname{ad}_{-\mathrm{i} h f_{2}(h / 2) H_{2}}\right) H_{1} \\
=- & \frac{\mathrm{i}}{2} f_{1}(0) H_{1}-\frac{\mathrm{i} h}{4} f_{1}^{\prime}(0) H_{1}+\frac{h}{2} f_{1}(0) f_{2}(0)\left[H_{1}, H_{2}\right] \\
& -\frac{\mathrm{i}}{2} \int_{0}^{h} d s \frac{1}{4} f_{1}^{\prime \prime}(s / 2) \exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right) H_{1}(h-s) \\
& -\frac{\mathrm{i}}{2} \int_{0}^{h} d s f_{1}(s / 2)\left(\mathrm{i} f_{2}(s / 2)+\frac{\mathrm{i} s}{2} f_{2}^{\prime}(s / 2)\right)^{2} \exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{2},\left[H_{1}, H_{2}\right]\right](h-s) \\
& -\frac{\mathrm{i}}{2} \int_{0}^{h} d s\left(\mathrm{i}\left(f_{1}^{\prime}(s / 2) f_{2}(s / 2)+f_{1}(s / 2) f_{2}^{\prime}(s / 2)\right)+\frac{\mathrm{i} s}{2} f_{1}^{\prime}(s / 2) f_{2}^{\prime}(s / 2)+\frac{\mathrm{i} s}{4} f_{1}(s / 2) f_{2}^{\prime \prime}(s / 2)\right) \\
& \quad \times \exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right)\left[H_{1}, H_{2}\right](h-s), \tag{5.3.29}
\end{align*}
$$

and

$$
\begin{align*}
& -\mathrm{i} \frac{h}{4} f_{1}^{\prime}(h / 2) \exp \left(\operatorname{ad}_{-\mathrm{i} h f_{2}(h / 2) H_{2}}\right) H_{1} \\
= & -\frac{\mathrm{i} h}{4} f_{1}^{\prime}(0) H_{1}-\frac{\mathrm{i} h}{4} \int_{0}^{h} d s \frac{1}{2} f_{1}^{\prime \prime}(s / 2) \exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right) H_{1} \\
& -\frac{\mathrm{i} h}{4} \int_{0}^{h} d s \mathrm{i}_{1}^{\prime}(s / 2)\left(f_{2}(s / 2)+\frac{s}{2} f_{2}^{\prime}(s / 2)\right) \exp \left(\operatorname{ad}_{-\mathrm{i} s f_{2}(s / 2) H_{2}}\right) H_{1}, \tag{5.3.30}
\end{align*}
$$

The fifth term in $E_{s, 2}$ reads

$$
\begin{align*}
& \quad \mathrm{i} f_{2}(h) \exp \left(\operatorname{ad}_{i \frac{h}{2} f_{1}(h / 2) H_{1}}\right) H_{2} \\
& =\mathrm{i} f_{2}(0) H_{2}+\mathrm{i} h f_{2}^{\prime}(0) H_{2}-\frac{h}{2} f_{2}(0) f_{1}(0)\left[H_{1}, H_{2}\right] \\
& +\mathrm{i} \int_{0}^{h} d s(h-s) f_{2}^{\prime \prime}(s) \exp \left(\operatorname{ad}_{i \frac{s}{2} f_{1}(s / 2) H_{1}}\right) H_{2}(h-s) \\
& \left.+\mathrm{i} \int_{0}^{h} d s(h-s) f_{2}(s)\left(\frac{\mathrm{i}}{2} f_{1}(s / 2)+\frac{\mathrm{i} s}{4} f_{1}^{\prime}(s / 2)\right)^{2} \exp \left(\operatorname{ad}_{i \frac{s}{2} f_{1}(s / 2) H_{1}}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right](h-s) \\
& +\mathrm{i} \int_{0}^{h} d s(h-s)\left(\frac{\mathrm{i}}{2} f_{2}^{\prime}(s) f_{1}(s / 2)+\frac{\mathrm{i}}{2} f_{2}(s) f_{1}^{\prime}(s / 2)+\frac{\mathrm{i} s}{4} f_{2}^{\prime}(s) f_{1}^{\prime}(s / 2)+\frac{\mathrm{i} s}{8} f_{2}(s) f_{1}^{\prime \prime}(s / 2)\right) \\
& \quad \times \exp \left(\operatorname{ad}_{\frac{s}{2} f_{1}(s / 2) H_{1}}\right)\left[H_{1}, H_{2}\right](h-s), \tag{5.3.31}
\end{align*}
$$

The last term in $E_{s, 2}$ is the sum of

$$
\begin{equation*}
-\mathrm{i} f_{2}(h / 2) H_{2}=-\mathrm{i} f_{2}(0) H_{2}-\mathrm{i} \frac{h}{2} f_{2}^{\prime}(0) H_{2}-\mathrm{i} \int_{0}^{h} \frac{1}{4} f_{2}^{\prime \prime}(s / 2)(h-s) d s \tag{5.3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{\mathrm{i} h}{2} f_{2}^{\prime}(h / 2) H_{2}=-\frac{\mathrm{i} h}{2} f_{2}^{\prime}(0) H_{2}-\frac{\mathrm{i} h}{4} \int_{0}^{h} f_{2}^{\prime \prime}(s / 2) H_{2} d s \tag{5.3.33}
\end{equation*}
$$

Notice that, if we add the above eight equations together, all the zeroth-order and first-order terms of $h$ cancel, then the desired expression of $E_{s, 2}(h)$ is achieved.

Proof of Lemma 38. The strategy for proving Lemma 38 is the same as that for Lemma 37. By taking derivatives with respect to $h$ in both $U(h, 0)$ and $U_{g, 2}(h, 0)$, we have Eq. (5.3.11)
and

$$
\begin{align*}
\partial_{h} U_{g, 2}(h, 0)= & \left(-\mathrm{i} f_{1}(h)+\frac{\mathrm{i}}{2} f_{1}(h / 2)\right) H_{1} U_{g, 2}(h, 0) \\
+ & \exp \left(-\mathrm{i} \int_{h / 2}^{h} f_{1}(s) d s H_{1}\right)\left(-\mathrm{i} f_{2}(h) H_{2}\right) \\
& \times \exp \left(-\mathrm{i} \int_{0}^{h} f_{2}(s) d s H_{2}\right) \exp \left(-\mathrm{i} \int_{0}^{h / 2} f_{1}(s) d s H_{1}\right) \\
+ & \exp \left(-\mathrm{i} \int_{h / 2}^{h} f_{1}(s) d s H_{1}\right) \exp \left(-\mathrm{i} \int_{0}^{h} f_{2}(s) d s H_{2}\right) \\
& \times\left(-\frac{\mathrm{i}}{2} f_{1}(h / 2) / H_{1}\right) \exp \left(-\mathrm{i} \int_{0}^{h / 2} f_{1}(s) d s H_{1}\right) \\
=- & \left(\mathrm{i} f_{1}(h) H_{1}+\mathrm{i} f_{2}(h) H_{2}\right) U_{g, 2}(h, 0) \\
& +\exp \left(-\mathrm{i} \int_{h / 2}^{h} f_{1}(s) d s H_{1}\right) E_{g, 2}(h) \\
& \times \exp \left(-\mathrm{i} \int_{0}^{h} f_{2}(s) d s H_{2}\right) \exp \left(-\mathrm{i} \int_{0}^{h / 2} f_{1}(s) d s H_{1}\right), \tag{5.3.34}
\end{align*}
$$

where $E_{g, 2}(h)$ denotes

$$
\left.\begin{array}{rl}
E_{g, 2}(h)= & i f_{2}(h) \exp \left(\operatorname{ad}_{\mathrm{i} \int_{h / 2}^{h} f_{1}(s) d s H_{1}}\right) H_{2}+\frac{\mathrm{i}}{2} f_{1}(h / 2) H_{1} \\
& -\mathrm{i} f_{2}(h) H_{2}-\frac{\mathrm{i}}{2} f_{1}(h / 2) \exp \left(\operatorname{ad}_{-\mathrm{i}} \int_{0}^{h} f_{2}(s) d s H_{2}\right.
\end{array}\right) H_{1}, ~=i f_{2}(h)\left[\exp \left(\operatorname{ad}_{\mathrm{i} \int_{h / 2}^{h} f_{1}(s) d s H_{1}}\right) H_{2}-H_{2}\right] .
$$

By applying Lemma 34, we have

$$
\begin{align*}
& U_{g, 2}(h, 0)=U(h, 0)+\int_{0}^{h} U(h, s) \exp \left(-\mathrm{i} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right) E_{g, 2}(s) \\
& \times \exp \left(-\mathrm{i} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right) \exp \left(-\mathrm{i} \int_{0}^{s / 2} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right) d s \tag{5.3.36}
\end{align*}
$$

It remains to derive the representation of $E_{g, 2}$. It follows from the Taylor's theorem (Lemma 33) that

$$
\begin{aligned}
& \quad \exp \left(\operatorname{ad}_{\mathrm{i} \int_{h / 2}^{h} f_{1}(s) d s H_{1}}\right) H_{2}-H_{2} \\
& =\frac{\mathrm{i} h}{2} f_{1}(0)\left[H_{1}, H_{2}\right]+\int_{0}^{h}\left(\mathrm{i} f_{1}^{\prime}(s)-\frac{1}{4} \mathrm{i} f_{1}^{\prime}(s / 2)\right)\left(\exp \left(\operatorname{ad}_{\mathrm{i}} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s \\
& \quad+\int_{0}^{h}\left(\mathrm{i} f_{1}(s)-\frac{1}{2} \mathrm{i} f_{1}(s / 2)\right)^{2}\left(\exp \left(\operatorname{ad}_{\mathrm{i} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right)(h-s) d s,
\end{aligned}
$$

and

$$
\left.\left.\begin{array}{rl} 
& \exp \left(\operatorname{ad}_{-\mathrm{i} \int_{0}^{h} f_{2}(s) d s H_{2}}\right) H_{1}-H_{1} \\
=- & \mathrm{i} h f_{2}(0)\left[H_{2}, H_{1}\right]-\int_{0}^{h} \mathrm{i} f_{2}^{\prime}(s)\left(\operatorname { e x p } \left(\operatorname{ad}_{-\mathrm{i}} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right.\right.
\end{array}\right)\left[H_{2}, H_{1}\right]\right)(h-s) d s .
$$

Thus we have

$$
\begin{aligned}
E_{g, 2}(h)= & \mathrm{i} f_{2}(h) \frac{\mathrm{i} h}{2} f_{1}(0)\left[H_{1}, H_{2}\right]+\frac{\mathrm{i}}{2} f_{1}(h / 2) \mathrm{i} h f_{2}(0)\left[H_{2}, H_{1}\right] \\
& +\mathrm{i} f_{2}(h) \int_{0}^{h}\left(\mathrm{i} f_{1}^{\prime}(s)-\frac{\mathrm{i}}{4} f_{1}^{\prime}(s / 2)\right)\left(\exp \left(\operatorname{ad}_{\mathrm{i} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s \\
& +\mathrm{i} f_{2}(h) \int_{0}^{h}\left(\mathrm{i} f_{1}(s)-\frac{\mathrm{i}}{2} f_{1}(s / 2)\right)^{2}\left(\exp \left(\operatorname{ad}_{\mathrm{i}} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right)(h-s) d s \\
& +\frac{\mathrm{i}}{2} f_{1}(h / 2) \int_{0}^{h} \mathrm{i} f_{2}^{\prime}(s)\left(\exp \left(\operatorname{ad}_{-\mathrm{i} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}}\right)\left[H_{2}, H_{1}\right]\right)(h-s) d s \\
& -\frac{\mathrm{i}}{2} f_{1}(h / 2) \int_{0}^{h}\left(\mathrm{i} f_{2}(s)\right)^{2}\left(\exp \left(\operatorname{ad}_{-\mathrm{i}} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right)\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right)(h-s) d s \\
= & -\frac{h}{2} f_{1}(0) \int_{0}^{h} f_{2}^{\prime}(s) d s\left[H_{1}, H_{2}\right]+\frac{h}{4} f_{2}(0) \int_{0}^{h} f_{1}^{\prime}(s / 2) d s\left[H_{1}, H_{2}\right] \\
& -f_{2}(h) \int_{0}^{h}\left(f_{1}^{\prime}(s)-\frac{1}{4} f_{1}^{\prime}(s / 2)\right)\left(\exp \left(\operatorname{ad}_{\mathrm{i} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s \\
& +\frac{1}{2} f_{1}(h / 2) \int_{0}^{h} f_{2}^{\prime}(s)\left(\exp \left(\operatorname{ad}_{-\mathrm{i}} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right)\left[H_{1}, H_{2}\right]\right)(h-s) d s \\
& -\mathrm{i} f_{2}(h) \int_{0}^{h}\left(f_{1}(s)-\frac{1}{2} f_{1}(s / 2)\right)^{2}\left(\exp \left(\operatorname{ad}_{\mathrm{i}} \int_{s / 2}^{s} f_{1}\left(s^{\prime}\right) d s^{\prime} H_{1}\right)\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right)(h-s) d s \\
& +\frac{\mathrm{i}}{2} f_{1}(h / 2) \int_{0}^{h} f_{2}^{2}(s)\left(\exp \left(\operatorname{ad}_{-\mathrm{i}} \int_{0}^{s} f_{2}\left(s^{\prime}\right) d s^{\prime} H_{2}\right)\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right)(h-s) d s .
\end{aligned}
$$

### 5.4 Operator norm error bounds

We first establish the operator norm error bounds. In this section we assume that $H_{1}$ and $H_{2}$ are two bounded operators. The operator norm error bounds can be directly obtained from the error representations by bounding the operator norms of all the unitaries by 1.

Theorem 40. The error of each standard/generalized Trotter step measured in the operator norm is as follows:

1. First-order standard Trotter formula:

$$
\begin{equation*}
\left\|U_{s, 1}(h, 0)-U(h, 0)\right\| \leq \alpha_{s, 1} h^{2}+\beta_{s, 1} h^{3} \tag{5.4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{s, 1}=\frac{1}{2}\left\|f_{1}^{\prime}\right\|_{\infty}\left\|H_{1}\right\|+\frac{1}{2}\left\|f_{2}^{\prime}\right\|_{\infty}\left\|H_{2}\right\|+\frac{1}{2}\left\|f_{1}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}\left\|\left[H_{1}, H_{2}\right]\right\| \tag{5.4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{s, 1}=\frac{1}{6}\left\|f_{1}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}\left\|\left[H_{1}, H_{2}\right]\right\| . \tag{5.4.3}
\end{equation*}
$$

2. First-order generalized Trotter formula:

$$
\begin{equation*}
\left\|U_{g, 1}(h, 0)-U(h, 0)\right\| \leq \alpha_{g, 1} h^{2} \tag{5.4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{g, 1}=\frac{1}{2}\left\|f_{1}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}\left\|\left[H_{1}, H_{2}\right]\right\| . \tag{5.4.5}
\end{equation*}
$$

3. Second-order standard Trotter formula:

$$
\begin{equation*}
\left\|U_{s, 2}(h, 0)-U(h, 0)\right\| \leq \alpha_{s, 2} h^{3}+\beta_{s, 2} h^{4}+\gamma_{s, 2} h^{5}, \tag{5.4.6}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha_{s, 2}= & \frac{7}{24}\left\|f_{1}^{\prime \prime}\right\|_{\infty}\left\|H_{1}\right\|+\frac{1}{12}\left\|f_{1}^{\prime}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}\left\|H_{1}\right\|+\frac{7}{24}\left\|f_{2}^{\prime \prime}\right\|_{\infty}\left\|H_{2}\right\| \\
& +\frac{1}{6}\left(\left\|f_{1}^{\prime}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}+\left\|f_{1}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}\right)\left\|\left[H_{1}, H_{2}\right]\right\| \\
& +\frac{1}{24}\left\|f_{1}\right\|_{\infty}^{2}\left\|f_{2}\right\|_{\infty}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\frac{1}{12}\left\|f_{1}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}^{2}\left\|\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right\|,  \tag{5.4.7}\\
\beta_{s, 2}= & \frac{1}{64}\left\|f_{1}^{\prime}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}\left\|H_{1}\right\| \\
+ & \left(\frac{1}{192}\left\|f_{1}\right\|_{\infty}\left\|f_{2}^{\prime \prime}\right\|_{\infty}+\frac{1}{192}\left\|f_{1}^{\prime \prime}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}+\frac{1}{48}\left\|f_{1}^{\prime}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}\right)\left\|\left[H_{1}, H_{2}\right]\right\| \\
+ & \frac{1}{96}\left\|f_{1}\right\|_{\infty}\left\|f_{1}^{\prime}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\frac{1}{48}\left\|f_{1}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}\left\|\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right\|, \tag{5.4.8}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{s, 2}=\frac{1}{960}\left\|f_{1}^{\prime}\right\|_{\infty}^{2}\left\|f_{2}\right\|_{\infty}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\frac{1}{480}\left\|f_{1}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}^{2}\left\|\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right\| . \tag{5.4.9}
\end{equation*}
$$

4. Second-order generalized Trotter formula:

$$
\begin{equation*}
\left\|U_{g, 2}(h, 0)-U(h, 0)\right\| \leq \alpha_{g, 2} h^{3} \tag{5.4.10}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha_{g, 2}= & \left(\frac{7}{12}\left\|f_{1}\right\|_{\infty}\left\|f_{2}^{\prime}\right\|_{\infty}+\frac{11}{24}\left\|f_{1}^{\prime}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}\right)\left\|\left[H_{1}, H_{2}\right]\right\| \\
& +\frac{3}{8}\left\|f_{1}\right\|_{\infty}^{2}\left\|f_{2}\right\|_{\infty}\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|+\frac{1}{12}\left\|f_{1}\right\|_{\infty}\left\|f_{2}\right\|_{\infty}^{2}\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\| . \tag{5.4.11}
\end{align*}
$$

Remark 41 (The preconstants in Theorem 40). First, the preconstants of the standard Trotter formula involve the norms of both the Hamiltonians as well as their commutators, while the preconstants of the generalized Trotter formula of the first order only involve the commutator $\left[H_{1}, H_{2}\right]$, and those of the second order involve further nested commutators. Second, the $p$-th order standard Trotter scheme $(p=1,2)$ depends on the $p$-th order derivatives of the control functions while the $p$-th generalized Trotter scheme depends only on $(p-1)$-th order derivatives. In this sense, when the time derivatives of $f_{1}$ and $f_{2}$ are large (or when the regularity of $f_{1}, f_{2}$ are limited), the generalized Trotter formula can further outperform the standard Trotter method.

Now we move on to the global error bounds. To obtain an approximation of the exact unitary evolution up to time $T$, we can divide the time interval $[0, T]$ into $L$ equilength segments and implement Trotter discretization on each segment. Since the evolutions for both continuous and discretized cases are unitary, the global error is simply a linear accumulation of local errors at each time step. For sufficiently large $L$, the total error can be controlled to be arbitrarily small.

Theorem 42. Let $T>0$ be the evolution time, and the dynamics Eq. (5.1.1) is discretized via standard and generalized Trotter formulae with $L$ equidistant time steps (thus the time step size $h=T / L)$. Then

$$
\begin{align*}
& \left\|\prod_{l=1}^{L} U_{s, 1}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)-U(T, 0)\right\| \leq \alpha_{s, 1} \frac{T^{2}}{L}+\beta_{s, 1} \frac{T^{3}}{L^{2}},  \tag{5.4.12}\\
& \left\|\prod_{l=1}^{L} U_{g, 1}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)-U(T, 0)\right\| \leq \alpha_{g, 1} \frac{T^{2}}{L},  \tag{5.4.13}\\
& \left\|\prod_{l=1}^{L} U_{s, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)-U(T, 0)\right\| \leq \alpha_{s, 2} \frac{T^{3}}{L^{2}}+\beta_{s, 2} \frac{T^{4}}{L^{3}}+\gamma_{s, 2} \frac{T^{5}}{L^{4}},  \tag{5.4.14}\\
& \left\|\prod_{l=1}^{L} U_{g, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)-U(T, 0)\right\| \leq \alpha_{g, 2} \frac{T^{3}}{L^{2}}, \tag{5.4.15}
\end{align*}
$$

where preconstants $\alpha$ and $\beta$ are defined in Theorem 40.

### 5.5 Vector norm error bounds

Now we consider the case when $H_{1}$ is an approximation of an unbounded operator, while $H_{2}$ remains reasonably bounded. In this section, we assume that $\left\|H_{1}\right\| \gg H_{2} \|$, and the functions $f_{1}, f_{2}$, as well as their first and second-order derivatives are bounded. To simplify the proof and emphasize our focus on overcoming the difficulty brought by $H_{1}$, throughout this section we will not track the explicit dependence on $H_{2}, f_{1}$ and $f_{2}$. We use the notation $\widetilde{C}$ with a tilde above to denote preconstants (with possibly varying sizes in different inequalities) which can depend polynomially on $H_{2},\left\|f_{1}^{(k)}\right\|_{\infty}$ and $\left\|f_{2}^{(k)}\right\|_{\infty}$ but do not depend on $H_{1}$. Furthermore, we make the following assumptions.

Assumption 43 (Bounds of commutators). We assume $H_{1}$ is a positive semidefinite operator, and there exists an operator $D_{1}$ such that $H_{1}=D_{1}^{\dagger} D_{1}$. Furthermore, we assume for any vector $\vec{v}$, there exist constants $\widetilde{C}_{1}, \widetilde{C}_{2}$ such that

$$
\begin{equation*}
\left\|\left[H_{1}, H_{2}\right] \vec{v}\right\| \leq \widetilde{C}_{1}\left(\left\|D_{1} \vec{v}\right\|+\|\vec{v}\|\right), \tag{5.5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right] \vec{v}\right\| \leq \widetilde{C}_{2}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) . \tag{5.5.2}
\end{equation*}
$$

Assumption 43 has been used in previous works [81, 75] related to the vector norm error bounds of time-independent Trotter formula and exponential integrators for $H=-\Delta+V(x)$, where $H_{1}=-\Delta$ is positive semidefinite and $H_{2}=V(x)$ is a bounded operator. It will be helpful to understand Assumption 43 from a continuous analog, in which $H_{1}=D_{1}^{\dagger} D_{1}$ and $D_{1}$ is a first-order differential operator. A direct calculation shows that the operator

$$
[-\Delta, V]=-\partial_{x}^{2} V-2\left(\partial_{x} V\right) \partial_{x}
$$

is a first-order differential operator, and

$$
\begin{equation*}
[-\Delta,[-\Delta, V]]=\partial_{x}^{4} V+4 \partial_{x}^{3} V \partial_{x}+4 \partial_{x}^{2} V \partial_{x}^{2} \tag{5.5.3}
\end{equation*}
$$

is a second-order differential operator, given that $V(x)$ is a $C^{4}$ function. These are exactly what Eqs. (5.5.1) and (5.5.2) are addressing. Furthermore, if the wavefunction $v$ is smooth enough with bounded derivatives, then the right hand sides of these inequalities are bounded, which provides the key motivation and possibility to establish vector norm error bounds and obtain improvement in complexity estimates. In the context of quantum simulation, since all matrices and vectors are finite dimensional, we omit the explicit statements of regularity assumptions of $v$ below.

As we have briefly discussed before, starting from the error representations, the vector norm error bounds are just linear combinations of the terms in the form of Eq. (5.2.12), and the key step to prove vector norm error bounds is to exchange the order of a Hamiltonian or an commutator with matrix exponentials. We find that such an exchange of order will not introduce any overhead in the error bounds. This is established by the following lemma.

Lemma 44. Under Assumption 43, we have the following:

1. For any vector $\vec{v}$,

$$
\begin{equation*}
\left\|D_{1} \vec{v}\right\| \leq\left\|H_{1} \vec{v}\right\|+\|\vec{v}\| . \tag{5.5.4}
\end{equation*}
$$

2. Let $\xi$ be any real number such that $\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right)|\xi| \leq 1 / 2$. Then for any vector $\vec{v}$,

$$
\begin{equation*}
\left\|H_{1} \exp \left(\mathrm{i} \xi H_{2}\right) \vec{v}\right\| \leq 2\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \tag{5.5.5}
\end{equation*}
$$

3. Let $K$ be a positive integer, and $H_{l_{k}}$ be either $H_{1}$ or $H_{2}$, and $\xi_{k}$ be some real numbers for $1 \leqslant k \leqslant K$. Assume that $\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right)\left|\xi_{k}\right| h \leq 1 / 2$, then for any vector $\vec{v}$, all the following inequalities hold:

$$
\begin{align*}
\left\|H_{1}\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| & \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \\
\left\|H_{2}\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| & \leq \widetilde{C}\|\vec{v}\| \\
\left\|\left[H_{1}, H_{2}\right]\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| & \leq \widetilde{C}\left(\sqrt{\|\vec{v}\|\left\|H_{1} \vec{v}\right\|}+\|\vec{v}\|\right),  \tag{5.5.6}\\
\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| & \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \\
\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| & \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) .
\end{align*}
$$

for some constant $\widetilde{C}>0$ depending only on $\left\|H_{2}\right\|$.
Proof. 1. By the definition of $D_{1}$ and the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left\|D_{1} \vec{v}\right\|^{2}=\left(D_{1} \vec{v}\right)^{\dagger} D_{1} \vec{v}=\vec{v}^{\dagger} H_{1} \vec{v} \leq\|\vec{v}\|\left\|H_{1} \vec{v}\right\| \leq\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right)^{2} . \tag{5.5.7}
\end{equation*}
$$

2. We start with Taylor's theorem of $\exp \left(\mathrm{i} t \xi H_{2}\right)$ up to first-order, then

$$
\begin{aligned}
H_{1} \exp \left(\mathrm{i} t \xi H_{2}\right) \vec{v} & =H_{1} \vec{v}+\int_{0}^{t} \mathrm{i} \xi H_{1} H_{2} \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v} d \alpha \\
& =H_{1} \vec{v}+\int_{0}^{t} \mathrm{i} \xi\left[H_{1}, H_{2}\right] \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v} d \alpha+\int_{0}^{t} \mathrm{i} \xi H_{2} H_{1} \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v} d \alpha
\end{aligned}
$$

The norm can be estimated using Eq. (5.5.1) as

$$
\begin{align*}
\left\|H_{1} \exp \left(\mathrm{i} t \xi H_{2}\right) \vec{v}\right\| \leq & \left\|H_{1} \vec{v}\right\|+\int_{0}^{t}|\xi|\left\|\left[H_{1}, H_{2}\right] \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v}\right\| d \alpha \\
& +\int_{0}^{t}|\xi|\left\|H_{2}\right\|\left\|H_{1} \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v}\right\| d \alpha \\
\leq & \left\|H_{1} \vec{v}\right\|+\widetilde{C}_{1}\|\xi\|\|\vec{v}\| t+\int_{0}^{t} \widetilde{C}_{1}|\xi|\left\|D_{1} \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v}\right\| d \alpha \\
& +\int_{0}^{t}|\xi|\left\|H_{2}\right\|\left\|H_{1} \exp \left(\mathrm{i} \alpha \xi H_{2}\right) \vec{v}\right\| d \alpha \tag{5.5.8}
\end{align*}
$$

Define $M(t):=\left\|H_{1} \exp \left(\mathrm{i} t \xi H_{2}\right) \vec{v}\right\|$, and it follows from Eq. (5.5.4) that

$$
\left\|D_{1} \exp \left(\mathrm{i} t \xi H_{2}\right) \vec{v}\right\| \leq M(t)+\|\vec{v}\| .
$$

Thus Eq. (5.5.8) can be rewritten as

$$
M(t) \leq\left\|H_{1} \vec{v}\right\|+2 \widetilde{C}_{1}|\xi|\|\vec{v}\| t+\int_{0}^{t}|\xi|\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right) M(\alpha) d \alpha
$$

Since $\left\|H_{1} \vec{v}\right\|+2 \widetilde{C}_{1}|\xi|\|\vec{v}\| t$ is non-decreasing with respect to $t$, applying Gronwall's inequality yields the bound

$$
M(t) \leq\left(\left\|H_{1} \vec{v}\right\|+2 \widetilde{C}_{1}|\xi|\|\vec{v}\| t\right) \exp \left(|\xi|\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right) t\right)
$$

Finally taking $t=1$ and applying the condition on $\xi$, the desired result is achieved

$$
\left\|H_{1} \exp \left(\mathrm{i} \xi H_{2}\right) \vec{v}\right\| \leq\left(\left\|H_{1} \vec{v}\right\|+2 \widetilde{C}_{1}|\xi|\|\vec{v}\|\right) \exp \left(|\xi|\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right)\right) \leq 2\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right)
$$

3. We first show that it suffices to only prove the first inequality in Eq. (5.5.6). Let $\vec{w}=\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}$. Since $H_{2}$ is bounded, $\left\|H_{2} \vec{w}\right\|$ is directly bounded by $\widetilde{C}\|\vec{v}\|$. By Eqs. (5.5.1) and (5.5.7), and the fact $\|\vec{w}\|=\|\vec{v}\|$, we have

$$
\begin{equation*}
\left\|\left[H_{1}, H_{2}\right] \vec{w}\right\| \leq \widetilde{C}_{1}\left(\left\|D_{1} \vec{w}\right\|+\|\vec{w}\|\right) \leq \widetilde{C}\left(\sqrt{\|\vec{w}\|\left\|H_{1} \vec{w}\right\|}+\|\vec{w}\|\right)=\widetilde{C}\left(\sqrt{\|\vec{v}\|\left\|H_{1} \vec{w}\right\|}+\|\vec{v}\|\right) \tag{5.5.9}
\end{equation*}
$$

Similarly Eq. (5.5.2) gives

$$
\begin{equation*}
\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right] \vec{w}\right\| \leq \widetilde{C}_{2}\left(\left\|H_{1} \vec{w}\right\|+\|\vec{w}\|\right)=\widetilde{C}_{2}\left(\left\|H_{1} \vec{w}\right\|+\|\vec{v}\|\right) \tag{5.5.10}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right] \vec{w}\right\| & \leq\left\|H_{2}\left[H_{2}, H_{1}\right] \vec{w}\right\|+\left\|\left[H_{2}, H_{1}\right] H_{2} \vec{w}\right\| \\
& \leq \widetilde{C}\left\|\left[H_{2}, H_{1}\right] \vec{w}\right\|+\widetilde{C}_{1}\left(\left\|D_{1} H_{2} \vec{w}\right\|+\left\|H_{2} \vec{w}\right\|\right) \\
& \leq \widetilde{C}\left(\left\|D_{1} \vec{w}\right\|+\|\vec{w}\|\right)+\widetilde{C}\left(\left\|H_{1} H_{2} \vec{w}\right\|+\left\|H_{2} \vec{w}\right\|\right) \\
& \leq \widetilde{C}\left(\left\|H_{1} \vec{w}\right\|+\|\vec{w}\|\right)+\widetilde{C}\left(\left\|\left[H_{1}, H_{2}\right] \vec{w}\right\|+\left\|H_{2} H_{1} \vec{w}\right\|+\|\vec{w}\|\right) \\
& \leq \widetilde{C}\left(\left\|H_{1} \vec{w}\right\|+\|\vec{w}\|\right)+\widetilde{C}\left(\left\|D_{1} \vec{w}\right\|+\|\vec{w}\|\right) \\
& \leq \widetilde{C}\left(\left\|H_{1} \vec{w}\right\|+\|\vec{w}\|\right)=\widetilde{C}\left(\left\|H_{1} \vec{w}\right\|+\|\vec{v}\|\right) \tag{5.5.11}
\end{align*}
$$

Therefore we only need to bound $\left\|H_{1} \vec{w}\right\|$ further by $\widetilde{C}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right)$.
Notice that $\left\|H_{1} \exp \left(\mathrm{i} \xi H_{1}\right) \vec{v}\right\|=\left\|\exp \left(\mathrm{i} \xi H_{1}\right) H_{1} \vec{v}\right\|=\left\|H_{1} \vec{v}\right\|$, together with Eq. (5.5.5),

$$
\begin{equation*}
\left\|H_{1} \exp \left(\mathrm{i} \xi H_{l}\right) \vec{v}\right\| \leq 2\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \tag{5.5.12}
\end{equation*}
$$

for $H_{l}$ being either $H_{1}$ or $H_{2}$. Then we have the recursive relation

$$
\begin{align*}
\left\|H_{1}\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| & \leq 2\left\|H_{1}\left[\prod_{k=1}^{K-1} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\|+2\left\|\left[\prod_{k=1}^{K-1} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| \\
& =2\left\|H_{1}\left[\prod_{k=1}^{K-1} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\|+2\|\vec{v}\| \tag{5.5.13}
\end{align*}
$$

By applying this estimation $K$ times, we obtain the desired result

$$
\begin{equation*}
\left\|H_{1}\left[\prod_{k=1}^{K} \exp \left(\mathrm{i} h \xi_{k} H_{l_{k}}\right)\right] \vec{v}\right\| \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \tag{5.5.14}
\end{equation*}
$$

Now we are ready to state our main theorems for the vector norm estimates.
Theorem 45. For any vector $v$ and time step size $h \leq\left(\left\|f_{1}\right\|_{\infty}+\left\|f_{2}\right\|_{\infty}\right)^{-1}\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right)^{-1} / 2$, there exists a constant $\widetilde{C}$ such that

$$
\begin{aligned}
& \left\|U_{s, 1}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| \leq \widetilde{C} h^{2}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \\
& \left\|U_{g, 1}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| \leq \widetilde{C} h^{2}\left(\sqrt{\| v}\| \| H_{1} \vec{v}\|+\| \vec{v} \|\right) \\
& \left\|U_{s, 2}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| \leq \widetilde{C} h^{3}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right) \\
& \left\|U_{g, 2}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| \leq \widetilde{C} h^{3}\left(\left\|H_{1} \vec{v}\right\|+\|\vec{v}\|\right)
\end{aligned}
$$

Proof. We start with the error representations (?? 35-38). By multiplying a vector $\vec{v}$ on the right of the error representations, bounding all the $f_{j}^{(k)}$ by its supremum, bounding all the higher order terms involving the (nested) commutators by second-order terms, and bounding all the unitaries multiplied on the left by 1 , we obtain

$$
\begin{aligned}
\left\|U_{s, 1}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| & \leq \widetilde{C} \theta_{s, 1} h^{2}, \\
\left\|U_{g, 1}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| & \leq \widetilde{C} \theta_{g, 1} h^{2}, \\
\left\|U_{s, 2}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| & \leq \widetilde{C} \theta_{s, 2} h^{3}, \\
\left\|U_{g, 2}(h, 0) \vec{v}-U(h, 0) \vec{v}\right\| & \leq \widetilde{C} \theta_{g, 2} h^{3},
\end{aligned}
$$

where $\theta_{s}$ and $\theta_{g}$ are linear combinations of the terms in the form of Eq. (5.5.6), with an exception that $\theta_{g, 1}$ only consists terms like $\left\|\left[H_{1}, H_{2}\right] \vec{w}\right\|$. Then part 3 of Lemma 44 completes the proof.

Similar to the operator norm error bound case, from Theorem 45, we can establish the global error bound and estimate the total number of time steps we need to achieve a desired accuracy using standard and generalized Trotter formulae. The proof of the global error bound is essentially the same as the standard argument for error accumulation in quantum computing, that is, to replace the exact evolution operator by numerical evolution operator step by step and bound each step by local error bound. In the operator norm case, it does not matter whether we replace the local evolution operator in a forward or backward fashion. However, in the vector norm case, the order of the replacements indeed matters. In particular, we would like to obtain an error bound that depends on the exact, instead of the numerical solution of the dynamics. We state our vector norm global error bound in Theorem 46, and provide a complete proof for the second-order generalized Trotter formula.

Theorem 46. Let $T>0$ be the evolution time, $\vec{\psi}(t)$ be the exact solution of the dynamics Eq. (5.1.1), and the dynamics Eq. (5.1.1) is discretized via standard and generalized Trotter formulae with $L$ time steps such that the time step size $h=T / L$ is bounded by $\left(\left\|f_{1}\right\|_{\infty}+\right.$
$\left.\left\|f_{2}\right\|_{\infty}\right)^{-1}\left(\widetilde{C}_{1}+\left\|H_{2}\right\|\right)^{-1} / 2$. Then there exists a constant $\widetilde{C}$ such that

$$
\begin{align*}
& \left\|\left(\prod_{l=1}^{L} U_{s, 1}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)-U(T, 0) \vec{\psi}(0)\right\| \leq \widetilde{C} \frac{T^{2}}{L}\left(\sup _{t \in[0, T]}\left\|H_{1} \vec{\psi}(t)\right\|+\|\vec{\psi}(0)\|\right),  \tag{5.5.15}\\
& \left\|\left(\prod_{l=1}^{L} U_{g, 1}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)-U(T, 0) \vec{\psi}(0)\right\| \\
& \leq \widetilde{C} \frac{T^{2}}{L}\left(\sup _{t \in[0, T]} \sqrt{\|\vec{\psi}(0)\|\left\|H_{1} \vec{\psi}(t)\right\|}+\|\vec{\psi}(0)\|\right),  \tag{5.5.16}\\
& \left\|\left(\prod_{l=1}^{L} U_{s, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)-U(T, 0) \vec{\psi}(0)\right\| \leq \widetilde{C} \frac{T^{3}}{L^{2}}\left(\sup _{t \in[0, T]}\left\|H_{1} \vec{\psi}(t)\right\|+\|\vec{\psi}(0)\|\right),  \tag{5.5.17}\\
& \left\|\left(\prod_{l=1}^{L} U_{g, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)-U(T, 0) \vec{\psi}(0)\right\| \leq \widetilde{C} \frac{T^{3}}{L^{2}}\left(\sup _{t \in[0, T]}\left\|H_{1} \vec{\psi}(t)\right\|+\|\vec{\psi}(0)\|\right) \tag{5.5.18}
\end{align*}
$$

Remark Although the error for the first-order generalized Trotter formula can also be bounded by $\sup _{t \in[0, T]}\left\|H_{1} \vec{\psi}(t)\right\|+\|\vec{\psi}(0)\|$ as the other schemes by a direct application of the Cauchy-Schwarz inequality, we keep it as $\sup _{t \in[0, T]} \sqrt{\|\vec{\psi}(0)\|\left\|H_{1} \vec{\psi}(t)\right\|}+\|\vec{\psi}(0)\|$ which promotes a better dependence on $\left\|H_{1} \vec{\psi}(t)\right\|$. This improvement is achievable only for the firstorder generalized Trotter formula since its error only contains terms depending on [ $H_{1}, H_{2}$ ] which process a better bound as in Eq. (5.5.6), while the other schemes also contains terms depending on $H_{1}$ and/or the nested commutators $\left[H_{1},\left[H_{1}, H_{2}\right]\right]$ and $\left[H_{1},\left[H_{2}, H_{1}\right]\right.$ ].
Proof. We only present the proof for second-order generalized Trotter formula Eq. (5.5.18). The other three cases can be proved using the same approach.

For the second-order generalized Trotter formula, according to Theorem 45 and notice
that $\|\vec{\psi}(t)\|=\|\vec{\psi}(0)\|$ for all $t \in[0, T]$, we obtain

$$
\begin{align*}
& \left\|\left(\prod_{l=1}^{L} U_{g, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)-U(T, 0) \vec{\psi}(0)\right\| \\
= & \left\|\left(\prod_{l=1}^{L} U_{g, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)-\left(\prod_{l=1}^{L} U\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)\right\| \\
\leq & \sum_{k=1}^{L} \|\left(\prod_{l=k+1}^{L} U_{g, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right)\left(\prod_{l=1}^{k} U\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0) \\
& -\left(\prod_{l=k}^{L} U_{g, 2}\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right)\left(\prod_{l=1}^{k-1} U\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0) \| \\
\leq & \sum_{k=1}^{L} \|\left(\prod_{l=1}^{k} U\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0) \\
= & \sum_{k=1}^{L}\left\|\left(U_{g, 2} U\left(\frac{k T}{L}, \frac{k-1) T}{L}\right)-\frac{(k-1) T}{L}\right)\left(\prod_{l=1}^{k-1} U\left(\frac{l T}{L}, \frac{(l-1) T}{L}\right)\right) \vec{\psi}(0)\right\| \\
\leq & \left.\widetilde{C} \frac{T_{g, 2}^{3}}{L^{3}} \sum_{k=1}^{L}\left(\| H_{1}^{L}, \frac{(k-1) T}{L}\right)\right) \vec{\psi}((k-1) T / L) \| \\
\leq & \widetilde{C} \frac{T^{3}}{L^{2}}\left(H_{t \in[0, T]}^{\sup ^{2}}\left\|H_{1} \vec{\psi}(t)\right\|+\|\vec{\psi}(0)\|\right) .
\end{align*}
$$

Now we compare the error bounds in terms of operator norm (Theorem 42) with those in terms of vector norm (Theorem 46). We notice that the scalings with respect to $T$ and $L$ are the same for schemes of the same order, and the difference is in the dependence of the preconstants on $H_{1}$ and $H_{2}$. More precisely, the operator norm error bounds still depend on $\left\|H_{1}\right\|$ for standard Trotter formula and depend on norms of commutators like $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|$ for generalized Trotter formula. On the other hand, the vector norm error bounds only depend on $\left\|H_{2}\right\|$, and the dependence on $H_{1}$ only appears in the form of $\left\|H_{1} \vec{\psi}\right\|$. Such a difference implies that the vector norm bounds can be much sharper than the operator norm bounds when $\left\|H_{1}\right\|$ is very large, but $\left\|H_{1} \vec{\psi}\right\|$ and $\left\|H_{2}\right\|$ are relatively small. We will show later that this is indeed the case for the model of interest in Eq. (5.1.3). Furthermore,
the difference in the error bounds can influence the scaling of total required Trotter steps with respect to the accuracy $\epsilon$.

### 5.6 Application to Schrödinger equation with time-dependent effective mass and frequency

The model of the Schrödinger equation with a time-dependent effective mass and frequency in Eq. (5.1.3) has been studied in many works [49, 128, 127, 83, 56, 139]. Our goal is to study the complexity to obtain an $\epsilon$-approximation of the wavefunction at time $T \sim \mathcal{O}(1)$, where $D=[0,1]$ with periodic boundary conditions. Throughout the section we make the following assumptions.

1. $M_{\mathrm{eff}}(t)$ is positive function, and is uniformly bounded from below.
2. $M_{\mathrm{eff}}(t), \omega(t)$ are second-order continuously differentiable functions in $t$ with uniformly bounded function and derivative values up to second order.
3. $V(x)$ is a fourth-order continuously differentiable function in $x$ with bounded function and derivative values up to fourth order.

Here the fourth order derivative of $V(x)$ is required when estimating the errors of the secondorder formulae in the operator norm. To be specific, it guarantees the nested commutator [ $\left.H_{1},\left[H_{1}, H_{2}\right]\right]$ in its spatial discretization with $n$ spatial grids to have an operator norm bounded by $n^{2}$ (instead of $n^{4}$ ). Without going into details of the discretization, which will be presented in the proofs, here we provide an intuition of this requirement on the continuous level - the presence of the fourth derivative of $V$ in $[-\Delta,[-\Delta, V]]$ as in Eq. (5.5.3). Since the control functions and potential are bounded, throughout we will not track explicitly the dependence on them and absorb them into the preconstant denoted by $\widetilde{C}$ or the big-O notation $\mathcal{O}$ in our estimates.

We discretize the dynamics Eq. (5.1.3) as follows. First we perform spatial discretization using a central finite difference scheme with $n$ equidistant nodes $x_{k}=k / n, 0 \leq k \leq n-1$. Then the semi-discretized dynamics becomes $\mathrm{i}_{t} \vec{\psi}(t)=H(t) \vec{\psi}(t)$. Here the $k$-th entry of $\vec{\psi}(t)$ will be an approximation of the exact wavefunction evaluated at $t$ and $x=(k-1) / n$. $H(t)=f_{1}(t) H_{1}+f_{2}(t) H_{2}$ with

$$
H_{1}=n^{2}\left(\begin{array}{ccccc}
2 & -1 & & & -1  \tag{5.6.1}\\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
-1 & & & -1 & 2
\end{array}\right)
$$

and

$$
\begin{equation*}
H_{2}=\operatorname{diag}(V(0), V(1 / n), \cdots, V((n-1) / n)) . \tag{5.6.2}
\end{equation*}
$$

The standard or generalized Trotter formulae are used to discretize the dynamics in time with equidistant time steps and obtain numerical approximation of the wavefunction.

Furthermore, the $H_{1}$ and $H_{2}$ under central finite difference scheme using $n$ equidistant nodes satisfy Assumption 43 with $H_{1}=D_{1}^{\dagger} D_{1}$,

$$
D_{1}=n\left(\begin{array}{ccccc}
-1 & & & & 1  \tag{5.6.3}\\
1 & -1 & & & \\
& \ddots & \ddots & & \\
& & 1 & -1 & \\
& & & 1 & -1
\end{array}\right)
$$

and therefore the vector norm error bounds proved in Section 5.5 can be applied. This can be verified by straightforward but somewhat tedious matrix computations. We formally state the result in Lemma 47.

Lemma 47. Consider $H_{1}$ and $H_{2}$ defined in Eqs. (5.6.1) and (5.6.2), then Assumption 43 is satisfied under the rescaled 2-norm $\|\cdot\|_{\star}$ with $D_{1}$ defined in Eq. (5.6.3).

Proof. Let $V_{k}^{(0)}=V_{k}=V\left(x_{k}\right)$ for $0 \leq k \leq n-1$ and $V_{k+n}=V_{k}=V_{k-n}$ defined in a cyclic manner. Recursively we define $V_{k}^{(j+1)}=n\left(V_{k+1}^{(j)}-V_{k}^{(j)}\right)$. Notice that $V_{k}^{(j)}$ is an approximation of the $j$-th order derivative of $V(x)$ evaluated at $x=x_{k}$. By Taylor's theorem and the assumption that $V(x)$ has bounded derivatives up to fourth order, we obtain that $V_{k}^{(j)}$ is bounded for any $k$ and $0 \leq j \leq 4$. The equality $H_{1}=D_{1}^{\dagger} D_{1}$ directly follows from the definition. We focus on the proof of the commutator bounds.

We start with the calculation of an explicit expression of $\left[H_{1}, H_{2}\right]$,

$$
\begin{gather*}
H_{1} H_{2}=n^{2}\left(\begin{array}{ccccc}
2 V_{0} & -V_{1} & & & -V_{n-1} \\
-V_{0} & 2 V_{1} & -V_{2} & & \\
& \ddots & \ddots & \ddots & \\
-V_{0} & & & -V_{n-3} & 2 V_{n-2} \\
-V_{n-2} & -V_{n-1} & 2 V_{n-1}
\end{array}\right),  \tag{5.6.4}\\
H_{2} H_{1}=n^{2}\left(\begin{array}{ccccc}
2 V_{0} & -V_{0} & & & -V_{0} \\
-V_{1} & 2 V_{1} & -V_{1} & & \\
& \ddots & \ddots & \ddots & \\
& & -V_{n-2} & 2 V_{n-2} & -V_{n-2} \\
-V_{n-1} & & & -V_{n-1} & 2 V_{n-1}
\end{array}\right) . \tag{5.6.5}
\end{gather*}
$$

Then

$$
\begin{align*}
{\left[H_{1}, H_{2}\right]=} & n^{2}\left(\begin{array}{ccccc}
0 & V_{0}-V_{1} & & V_{0}-V_{n-1} \\
V_{1}-V_{0} & 0 & V_{1}-V_{2} & \ddots & \\
& \ddots & \ddots & V_{n-2}-V_{n-3} & 0 \\
V_{n-1}-V_{0} & & & V_{n-1}-V_{n-2} & V_{n-2}-V_{n-1} \\
& & & \\
& =n\left(\begin{array}{ccccc}
0 & -V_{0}^{(1)} & & & V_{n-1}^{(1)} \\
V_{0}^{(1)} & 0 & -V_{1}^{(1)} & & \\
& \ddots & \ddots & \ddots & \\
& & V_{n-3}^{(1)} & 0 & -V_{n-2}^{(1)} \\
-V_{n-1}^{(1)} & & & V_{n-2}^{(1)} & 0
\end{array}\right)
\end{array}\right.
\end{align*}
$$

We further split $\left[H_{1}, H_{2}\right]=D_{L}+D_{R}+S$ where

$$
\begin{align*}
& D_{L}=n\left(\begin{array}{ccccc}
-V_{n-1}^{(1)} & & & & V_{n-1}^{(1)} \\
V_{0}^{(1)} & -V_{0}^{(1)} & & & \\
& \ddots & \ddots & & \\
& & V_{n-3}^{(1)} & \begin{array}{c}
-V_{n-3}^{(1)} \\
V_{n-2}^{(1)}
\end{array} & -V_{n-2}^{(1)}
\end{array}\right),  \tag{5.6.7}\\
& D_{R}=n\left(\begin{array}{cccccc}
V_{0}^{(1)} & -V_{0}^{(1)} & & & \\
& V_{1}^{(1)} & -V_{1}^{(1)} & & \\
& & \ddots & \ddots & \\
-V_{n-1}^{(1)} & & & V_{n-2}^{(1)} & -V_{n-2}^{(1)} \\
& & & & V_{n-1}^{(1)}
\end{array}\right) . \tag{5.6.8}
\end{align*}
$$

and $S=-\operatorname{diag}\left(V_{n-1}^{(2)}, V_{0}^{(2)}, V_{1}^{(2)}, \cdots, V_{n-2}^{(2)}\right)$. Notice that for any vector $\vec{v}=\left(v_{k}\right)_{k=0}^{n-1}$,

$$
\begin{align*}
\left\|D_{L} \vec{v}\right\|_{\star}^{2} & =n \sum_{k=0}^{n-1}\left|V_{k-1}^{(1)}\right|^{2}\left|v_{k-1}-v_{k}\right|^{2} \\
& \leq n \sup \left|V_{k}^{(1)}\right|^{2} \sum_{k=0}^{n-1}\left|v_{k-1}-v_{k}\right|^{2}=n \sup \left|V_{k}^{(1)}\right|^{2}\left(\vec{v}^{\dagger} \frac{H_{1}}{n^{2}} \vec{v}\right) \\
& =\frac{1}{n} \sup \left|V_{k}^{(1)}\right|^{2}\left(\vec{v}^{\dagger} H_{1} \vec{v}\right)=\sup \left|V_{k}^{(1)}\right|^{2}\left\|D_{1} \vec{v}\right\|_{\star}^{2}, \tag{5.6.9}
\end{align*}
$$

and similarly $\left\|D_{R} \vec{v}\right\|_{\star}^{2} \leq \sup \left|V_{k}^{(1)}\right|^{2}\left\|D_{1} \vec{v}\right\|_{\star}^{2}$. Furthermore we have $\|S \vec{v}\|_{\star} \leq \sup \left|V_{k}^{(2)}\right|\|\vec{v}\|_{\star}$, thus there exists $\widetilde{C}$ such that

$$
\begin{equation*}
\left\|\left[H_{1}, H_{2}\right] \vec{v}\right\|_{\star} \leq\left\|D_{L} \vec{v}\right\|_{\star}+\left\|D_{R} \vec{v}\right\|_{\star}+\|S \vec{v}\|_{\star} \leq \widetilde{C}\left(\left\|D_{1} \vec{v}\right\|_{\star}+\|\vec{v}\|_{\star}\right) . \tag{5.6.10}
\end{equation*}
$$

To bound $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right] \vec{v}\right\|_{\star}$, we first compute $\left[H_{1},\left[H_{1}, H_{2}\right]\right]$ and it gives

$$
\left[H_{1},\left[H_{1}, H_{2}\right]\right]=n^{2}\left(\begin{array}{ccccccc}
-2 V_{n-1}^{(2)} & & V_{0}^{(2)} & & & V_{n-2}^{(2)} &  \tag{5.6.11}\\
& -2 V_{0}^{(2)} & & V_{1}^{(2)} & & & V_{n-1}^{(2)} \\
V_{0}^{(2)} & & -2 V_{2}^{(2)} & & & & \\
& V_{1}^{(2)} & & -2 V_{3}^{(2)} & & & \\
& & \ddots & \ddots & \ddots & \ddots & V_{n-3}^{(2)} \\
V_{n-2}^{(2)} & & & & & -2 V_{n-3}^{(2)} & \\
& V_{n-1}^{(2)} & & & V_{n-3}^{(2)} & & -2 V_{n-2}^{(2)}
\end{array}\right) \text {, }
$$

i.e. the only non-zero entries are

$$
\left[H_{1},\left[H_{1}, H_{2}\right]\right]_{k+1, k+1}=-2 V_{k}^{(2)}, \quad\left[H_{1},\left[H_{1}, H_{2}\right]\right]_{k, k+2}=\left[H_{1},\left[H_{1}, H_{2}\right]\right]_{k+2, k}=V_{k}^{(2)}
$$

Then we split $\left[H_{1},\left[H_{1}, H_{2}\right]\right]=H_{L}+H_{R}+2 H_{C}+2 D_{D L}+2 D_{D R}+W$ where

$$
\begin{align*}
& H_{L}=n^{2}\left(\begin{array}{ccccc}
V_{n-2}^{(2)} & & & V_{n-2}^{(2)} & -2 V_{n-2}^{(2)} \\
-2 V_{n-1}^{(2)} & V_{n-1}^{(2)} & & & V_{n-1}^{(2)} \\
& & \ddots & \ddots & \\
& & & \ddots & \\
V_{n-3}^{(2)} & & & -2 V_{n-3}^{(2)} & V_{n-3}^{(2)}
\end{array}\right),  \tag{5.6.12}\\
& H_{R}=n^{2}\left(\begin{array}{ccccc}
V_{0}^{(2)} & -2 V_{0}^{(2)} & V_{0}^{(2)} & \\
& V_{1}^{(2)} & -2 V_{1}^{(2)} & V_{1}^{(2)} \\
& & \ddots & \ddots & \\
H_{C} & =n^{2}\left(\begin{array}{ccccc}
-2 V_{n-1}^{(2)} & V_{n-1}^{(2)} & & & \ddots
\end{array}\right), \\
V_{0}^{(2)} & V_{n-1}^{(2)} & & & \\
& & V_{0}^{(2)} & V_{0}^{(2)} & \\
V_{n-1}^{(2)}
\end{array}\right)  \tag{5.6.13}\\
& V_{n-2}^{(2)}  \tag{5.6.14}\\
&
\end{align*}
$$

$$
\begin{gather*}
D_{D L}=n\left(\begin{array}{ccccc}
V_{n-2}^{(3)} & & & & -V_{n-2}^{(3)} \\
-V_{n-1}^{(3)} & V_{n-1}^{(3)} & & & \\
& \ddots & \ddots & & \\
& & -V_{n-4}^{(3)} & V_{n-4}^{(3)} \\
& & & -V_{n-3}^{(3)} & V_{n-3}^{(3)}
\end{array}\right),  \tag{5.6.15}\\
D_{D R}=n\left(\begin{array}{ccccc}
-V_{n-1}^{(3)} & V_{n-1}^{(3)} & & & \\
& -V_{0}^{(3)} & V_{0}^{(3)} & & \\
& & \ddots & \ddots & \\
V_{n-2}^{(3)} & & & -V_{n-3}^{(3)} & V_{n-3}^{(3)} \\
& & & & -V_{n-2}^{(3)}
\end{array}\right) \tag{5.6.16}
\end{gather*}
$$

and $W=n^{2} \operatorname{diag}\left(V_{k}^{(2)}+V_{k-2}^{(2)}-2 V_{k-1}^{(2)}\right)_{k=0}^{n-1}$. Notice that $H_{L}, H_{R}, H_{C}$ are modifications from $H_{1}$, with the center of the central formula to be on the diagonal or subdiagonal and multiplying each row by different bounded parameters. $D_{D L}$ and $D_{D R}$ are very similar to $D_{L}$ and $D_{R}$, with higher order potential. Furthermore, we have

$$
\begin{align*}
\left\|H_{L} \vec{v}\right\|_{\star}^{2} & =n^{3} \sum_{k=0}^{n-1}\left|V_{k-2}^{(2)}\right|^{2}\left|v_{k}-2 v_{k-1}+v_{k-2}\right|^{2} \\
& \leq n^{3} \sup \left|V_{k}^{(2)}\right|^{2} \sum_{k=0}^{n-1}\left|v_{k}-2 v_{k-1}+v_{k-2}\right|^{2} \\
& =\sup \left|V_{k}^{(2)}\right|^{2}\left\|H_{1} \vec{v}\right\|_{\star}^{2}, \tag{5.6.17}
\end{align*}
$$

and similarly

$$
\left\|H_{R} \vec{v}\right\|_{\star} \leq \widetilde{C}\left\|H_{1} \vec{v}\right\|_{\star}, \quad\left\|H_{C} \vec{v}\right\|_{\star} \leq \widetilde{C}\left\|H_{1} \vec{v}\right\|_{\star}
$$

For $D_{D L}$ and $D_{D R}$, they can be bounded by the same way we bound $D_{L}$ and $D_{R}$ before, and thus

$$
\left\|D_{D L} \vec{v}\right\|_{\star} \leq \widetilde{C}\left\|D_{1} \vec{v}\right\|_{\star} \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|_{\star}+\|\vec{v}\|_{\star}\right)
$$

and

$$
\left\|D_{D R} \vec{v}\right\|_{\star} \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|_{\star}+\|\vec{v}\|_{\star}\right)
$$

Finally since $V$ has bounded fourth order derivative, the term $n^{2}\left(V_{k}^{(2)}+V_{k-2}^{(2)}-2 V_{k-1}^{(2)}\right)$ is bounded. Therefore

$$
\|W \vec{v}\|_{\star} \leq \widetilde{C}\|\vec{v}\|_{\star}
$$

Combining all the estimates together, we have

$$
\begin{align*}
\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right] \vec{v}\right\|_{\star} & \leq\left\|H_{L} \vec{v}\right\|_{\star}+\left\|H_{R} \vec{v}\right\|_{\star}+2\left\|H_{C} \vec{v}\right\|_{\star}+2\left\|D_{D L} \vec{v}\right\|_{\star}+2\left\|D_{D R} \vec{v}\right\|_{\star}+\|W \vec{v}\|_{\star} \\
& \leq \widetilde{C}\left(\left\|H_{1} \vec{v}\right\|_{\star}+\|\vec{v}\|_{\star}\right) . \tag{5.6.18}
\end{align*}
$$

Lemma 47 can be directly used to provide the scaling of the Hamiltonians and their commutators in terms of $n$. Using the fact that the matrix 2-norms can be estimated by considering its 1 -norm (the maximum absolute column sum) and $\infty$-norm (the maximum absolute row sum) by virtue of the fact that $\|M\|_{2} \leq \sqrt{\|M\|_{1}\|M\|_{\infty}}$, we obtain the following Lemma. Notice that this result is consistent with the continuous picture that their continuous analogs $[-\Delta, V]$ and $[V,[-\Delta, V]]$ are differential operators of the first order and $[-\Delta,[-\Delta, V]]$ of second order.

Lemma 48. Consider $H_{1}, H_{2}$ and $D_{1}$ defined in Eqs. (5.6.1) to (5.6.3), then

$$
\begin{equation*}
\left\|H_{1}\right\|=\mathcal{O}\left(n^{2}\right), \quad\left\|H_{2}\right\|=\mathcal{O}(1), \quad\left\|D_{1}\right\|=\mathcal{O}(n) \tag{5.6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[H_{1}, H_{2}\right]\right\|=\mathcal{O}(n),\left\|\left[H_{2},\left[H_{1}, H_{2}\right]\right]\right\| \leqslant 2\left\|\left[H_{2}\| \|\left[H_{1}, H_{2}\right]\right]\right\|=\mathcal{O}(n),\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|=\mathcal{O}\left(n^{2}\right) \tag{5.6.20}
\end{equation*}
$$

Remark 49. Although $\left\|H_{1}\right\|$ depends quadratically in $n$, the time-independent simulations $\exp \left(-\mathrm{i} H_{1}\right)$ and $\exp \left(-\mathrm{i} H_{2}\right)$ can still be performed efficiently. For $H_{1}$, it can be diagonalized under Fourier transform. Specifically, let $F=\left(\omega^{j k} / \sqrt{n}\right)_{j, k=0}^{n-1}$ be the Fourier transform unitary matrix with $\omega=\exp (2 \pi \mathrm{i} / n)$, then $H_{1}=F \Lambda F^{\dagger}$ where $\Lambda=\operatorname{diag}\left(2 n^{2}(1-\cos (2 \pi \mathrm{i} j / n))\right)_{j=0}^{n-1}$. Therefore $\exp \left(-\mathrm{i} H_{1}\right)=F \exp (-\mathrm{i} \Lambda) F^{\dagger}$ can be simulated efficiently, by first applying inverse quantum Fourier transform $F^{\dagger}$, then applying fast-forwarding techniques [40, 1] for $\exp (-\mathrm{i} \Lambda)$, and finally applying quantum Fourier transform $F$. For $H_{2}$, it can be implemented via either QSP technique [109] due to the boundedness of $\left\|H_{2}\right\|$, or fast-forwarding techniques since $H_{2}$ is a diagonal matrix as well. Due to the efficiency of simulating $\exp \left(-\mathrm{i} H_{1}\right)$ and $\exp \left(-\mathrm{i} H_{2}\right)$, it is reasonable to estimate the query complexity by counting the total number of Trotter steps.

Now we are ready to analyze the errors. We measure the discretization errors using rescaled 2-norm, i.e. $\left\|\overrightarrow{\widetilde{\psi}}(t)-(\phi(t, k / n))_{k=0}^{n-1}\right\|_{\star}$, where $\overrightarrow{\widetilde{\psi}}(t)$ is the numerical solution after spatial and time discretization at time $t$, and $\phi(t, x)$ denotes the exact solution. As discussed before, the reason why we use rescaled 2-norm, rather than regular 2-norm, to measure
the error is because the exact solution $(\phi(t, k / n))_{k=0}^{n-1}$ is a discrete representation of the function $\phi$, which is normalized under continuous $L^{2}$ norm rather than discrete 2 -norm. Furthermore, if we encode the spatial discretized solution $\vec{\psi}$ into a quantum state, then the normalized condition requires $|\psi\rangle \sim \frac{1}{\sqrt{n}} \vec{\psi}$, thus $\||\psi\rangle\left\|\sim \frac{1}{\sqrt{n}}\right\| \vec{\psi}\|=\| \vec{\psi} \|_{\star}$, that is, under correct normalization in each scenario, bounding regular 2-norm error for quantum states is equivalent to bounding rescaled 2-norm error for spatial discretized vectors. We remark that if we would like to control the relative error, then it does not matter whether the rescaled 2-norm or the 2-norm is used.

The errors are from two sources: spatial discretization of the Laplacian and potential operator, and the time discretization by Trotter formulae. We first bound the error from spatial discretization in Lemma 50.

Lemma 50. Let the exact solution of the Schrödinger equation with Hamiltonian Eq. (5.1.3) be $\phi(t, x)$. Then

1. for any $0 \leqslant t \leqslant T, x \in[0,1]$,

$$
\begin{align*}
& \left|n^{2}(\phi(t, x+1 / n)-2 \phi(t, x)+\phi(t, x-1 / n))-\Delta \phi(t, x)\right| \\
\leq & \frac{1}{3 n^{2}} \sup _{y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(t, y)\right| . \tag{5.6.21}
\end{align*}
$$

2. Let $\vec{\psi}(t)$ denote the solution of the dynamics

$$
\begin{equation*}
\mathrm{i} \partial_{t} \vec{\psi}(t)=\left(f_{1}(t) H_{1}+f_{2}(t) H_{2}\right) \vec{\psi}(t) \tag{5.6.22}
\end{equation*}
$$

where $H_{1}$ and $H_{2}$ are the discretized Hamiltonian defined in Eq. (5.6.1) and Eq. (5.6.2), then for any $0 \leqslant t \in T$,

$$
\begin{equation*}
\left\|(\phi(t, k / n))_{k=0}^{n-1}-\vec{\psi}(t)\right\|_{\star} \leq \frac{t}{3 n^{2}}\left\|f_{1}\right\|_{\infty} \sup _{s \in[0, t], y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(s, y)\right| . \tag{5.6.23}
\end{equation*}
$$

Proof. 1. From Taylor's theorem,

$$
\begin{align*}
& n^{2}(\phi(t, x+1 / n)-2 \phi(t, x)+\phi(t, x-1 / n))-\Delta \phi(t, x) \\
= & \frac{n^{2}}{6}\left[\int_{x-1 / n}^{x}(y-(x-1 / n))^{3} \frac{\partial^{4}}{\partial x^{4}} \phi(t, y) d y+\int_{x}^{x+1 / n}(x+1 / n-y)^{3} \frac{\partial^{4}}{\partial x^{4}} \phi(t, y) d y\right] . \tag{5.6.24}
\end{align*}
$$

Therefore

$$
\begin{align*}
& \left|n^{2}(\phi(t, x+1 / n)-2 \phi(t, x)+\phi(t, x-1 / n))-\Delta \phi(t, x)\right| \\
\leq & \frac{1}{6 n}\left[\int_{x-1 / n}^{x}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(t, y)\right| d y+\int_{x}^{x+1 / n}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(t, y)\right| d y\right] \\
\leq & \frac{1}{3 n^{2}} \sup _{y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(t, y)\right| . \tag{5.6.25}
\end{align*}
$$

2. Since $\phi(t, x)$ satisfies the equation

$$
\begin{align*}
\mathrm{i} \partial_{t} \phi(t, x)= & H(t) \phi(t, x) \\
= & -f_{1}(t) n^{2}(\phi(t, x+1 / n)-2 \phi(t, x)+\phi(t, x-1 / n)) \\
& +f_{2}(t) V(x) \phi(t, x)+f_{1}(t) r(t, x) \tag{5.6.26}
\end{align*}
$$

where $r(t, x)=n^{2}(\phi(t, x+1 / n)-2 \phi(t, x)+\phi(t, x-1 / n))-\Delta \phi(t, x)$, the vector $\vec{\phi}(t)=$ $(\phi(t, k / n))_{k=0}^{n-1}$ satisfies the ordinary differential equation

$$
\begin{equation*}
\mathrm{i} \partial_{t} \vec{\phi}(t)=\left(f_{1}(t) H_{1}+f_{2}(t) H_{2}\right) \vec{\phi}(t)+f_{1}(t) \vec{R}(t) \tag{5.6.27}
\end{equation*}
$$

where $\vec{R}(t)=(r(t, k / n))_{k=0}^{n-1}$. Same as our previous notations, let $U(t, s)$ denote the evolution operator from time $s$ to $t$ of the dynamics Eq. (5.1.1) with Hamiltonian Eq. (5.1.3). By the variation of parameters formula (Lemma 34),

$$
\begin{equation*}
\vec{\phi}(t)=\vec{\psi}(t)+\int_{0}^{t} U(t, s) f_{1}(s) \vec{R}(s) d s \tag{5.6.28}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\|\vec{\phi}(t)-\vec{\psi}(t)\|_{\star} \leq t\left\|f_{1}\right\|_{\infty} \sup _{s \in[0, t]}\|\vec{R}(s)\|_{\star} \tag{5.6.29}
\end{equation*}
$$

It remains to bound $\|\vec{R}(s)\|_{\star}$.
By the definition of $\vec{R}$ and the first part of this lemma, for any $s$,

$$
\begin{align*}
\|\vec{R}(s)\|_{\star}^{2} & =\frac{1}{n} \sum_{k=0}^{n-1}|r(s, k / n)|^{2} \\
& \leq \frac{1}{n} \sum_{k=0}^{n-1}\left(\frac{1}{3 n^{2}} \sup _{y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(s, y)\right|\right)^{2} \\
& \leq \frac{1}{9 n^{4}}\left(\sup _{y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(s, y)\right|\right)^{2} \tag{5.6.30}
\end{align*}
$$

Plug this estimate back to Eq. (5.6.29), we complete the proof.

Lemma 50 shows that in order to make the vector error induced by the spatial discretization bounded by $\epsilon$, it suffices to choose

$$
\begin{equation*}
n=\mathcal{O}\left(\frac{T^{1 / 2}}{\epsilon^{1 / 2}}\left(\sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|\right)^{1 / 2}\right) \tag{5.6.31}
\end{equation*}
$$

The second source of the error is the time discretization using standard or generalized Trotter formula by applying the aforementioned Theorems for the errors in the operator and vector norm. The following lemma makes explicit the scaling in $n$.

Lemma 51. Let $\vec{\psi}(t)$ be the solution of spatially discretized Schrödinger equation Eq. (5.1.3) using finite difference with $n$ grid points, and $U(t, 0)$ be the evolution operator. Let $\vec{\psi}_{s, p}(t)$ and $\vec{\psi}_{g, p}(t)$ be the corresponding numerical solution from $p$-th order standard and generalized Trotter formula with $L$ equidistant time steps, respectively, and $U_{s, p}(t, 0), U_{g, p}(t, 0)$ be the corresponding evolution operators. Assume that $L$ is sufficiently large, then there exists a constant $\widetilde{C}>0$, independent of $T, L, H_{1}, n, \vec{\psi}, \phi$, such that
1.

$$
\begin{align*}
&\left\|U_{s, 1}(T, 0)-U(T, 0)\right\| \leq \widetilde{C} \frac{n^{2} T^{2}}{L} \\
&\left\|U_{g, 1}(T, 0)-U(T, 0)\right\| \leq \widetilde{C} \frac{n T^{2}}{L}  \tag{5.6.32}\\
&\left\|U_{s, 2}(T, 0)-U(T, 0)\right\| \leq \widetilde{C} \frac{n^{2} T^{3}}{L^{2}} \\
&\left\|U_{g, 2}(T, 0)-U(T, 0)\right\| \leq \widetilde{C} \frac{n^{2} T^{3}}{L^{2}}
\end{align*}
$$

2. 

$$
\begin{align*}
\left\|\vec{\psi}_{s, 1}(T)-\vec{\psi}(T)\right\|_{\star} \leq & \widetilde{C} \frac{T^{2}}{L}\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|+\sup _{y \in[0,1]}|\phi(0, y)|\right) \\
\left\|\vec{\psi}_{g, 1}(T)-\vec{\psi}(T)\right\|_{\star} \leq & \widetilde{C} \frac{T^{2}}{L}\left[\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|\right)^{1 / 2}\left(\sup _{y \in[0,1]}|\phi(0, y)|\right)^{1 / 2}\right] \\
& +\widetilde{C} \frac{T^{2}}{L} \sup _{y \in[0,1]}|\phi(0, y)| \\
\left\|\vec{\psi}_{s, 2}(T)-\vec{\psi}(T)\right\|_{\star} \leq & \widetilde{C} \frac{T^{3}}{L^{2}}\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|+\sup _{y \in[0,1]}|\phi(0, y)|\right) \\
\left\|\vec{\psi}_{g, 2}(T)-\vec{\psi}(T)\right\|_{\star} \leq & \widetilde{C} \frac{T^{3}}{L^{2}}\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|+\sup _{y \in[0,1]}|\phi(0, y)|\right) \tag{5.6.33}
\end{align*}
$$

where the notation sup without any subscript should be interpreted as $\sup _{t \in[0, T], x \in[0,1]}$.
Remark 52. The condition that $L$ should be sufficiently large is to ensure that the lowest order term in the error bounds are dominant and to allow us to discard the higher order terms. This can be guaranteed by requiring the desired level of error $\epsilon$ to be sufficiently small in the complexity estimate later.

Proof. 1. The result follows by combining Theorem 42 and the scaling of the matrix norms provided in Lemma 48.
2. According to Theorem 46 and the fact that $\|\vec{\psi}(0)\|_{\star} \leq \sup _{y \in[0,1]}|\psi(0, y)|$, we only need to bound $\left\|H_{1} \vec{\psi}(t)\right\|_{\star}$ for any $t \in[0, T]$. Let $r(t, x)=n^{2}(\phi(t, x+1 / n)-2 \phi(t, x)+\phi(t, x-$ $1 / n))-\Delta \phi(t, x)$ where $\phi(t, x)$ is the exact solution before any discretization. By Lemma 50 ,

$$
\begin{align*}
\left\|H_{1} \vec{\psi}(t)\right\|_{\star} \leq & \left\|H_{1}\left(\vec{\psi}(t)-(\phi(t, k / n))_{k=0}^{n-1}\right)\right\|_{\star}+\left\|H_{1}(\phi(t, k / n))_{k=0}^{n-1}\right\|_{\star} \\
\leq & \| H_{1}\left(\vec{\psi}(t)-(\phi(t, k / n))_{k=0}^{n-1}\left\|_{\star}+\right\|\left((\Delta \phi(t, k / n))_{k=0}^{n-1}\left\|_{\star}+\right\|(r(t, k / n))_{k=0}^{n-1} \|_{\star}\right.\right. \\
\leq & \widetilde{C}\left(t \sup _{s \in[0, T], y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(s, y)\right|+\sup _{y \in[0,1]}\left|\frac{\partial^{2}}{\partial x^{2}} \phi(t, y)\right|\right. \\
& \left.\quad+\frac{1}{n^{2}} \sup _{s \in[0, T], y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(s, y)\right|\right) \\
& =\widetilde{C}\left((T+1) \sup _{s \in[0, T], y \in[0,1]}\left|\frac{\partial^{4}}{\partial x^{4}} \phi(s, y)\right|+\sup _{s \in[0, T], y \in[0,1]}\left|\frac{\partial^{2}}{\partial x^{2}} \phi(s, y)\right|\right) \tag{5.6.34}
\end{align*}
$$

Finally, we combine both spatial and temporal errors. It is not possible to obtain an operator norm error bound between the evolution operator of an unbounded operator and that of a finite dimensional matrix. Hence the operator norm bounds below are obtained by plugging in the estimate of $n$ that achieves the vector norm error with precision $\epsilon$. In particular, the operator norm error bound involves the derivatives of the exact solution of interest $\phi$. Combining Eq. (5.6.31) and Lemma 51, we obtain the total complexity estimates.

Theorem 53. We use central finite difference for spatial discretization and Trotter formulae for time discretization to obtain an $\epsilon$-approximation in rescaled 2-norm of the solution $\phi(t, x)$. Let $L_{\text {ope,s, } 1}$ and $L_{\text {ope }, g, 1}$ denote the total number of required time steps of first-order standard and generalized Trotter estimated from operator norm error bounds, respectively, $L_{v e c, s, 1}$ and $L_{\text {vec }, g, 1}$ denote the estimates from vector norm error bounds, and $L_{\text {ope }, s, 2}, L_{\text {ope }, g, 2}, L_{\text {vec }, s, 2}$, $L_{v e c, g, 2}$ are the corresponding estimates for second-order schemes. Then for sufficiently small $\epsilon$,

$$
\begin{aligned}
& L_{\text {ope }, s, 1}=\mathcal{O}\left(\frac{T^{3}}{\epsilon^{2}}\left(\sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|\right)\right) \\
& L_{\text {ope }, g, 1}=\mathcal{O}\left(\frac{T^{5 / 2}}{\epsilon^{3 / 2}}\left(\sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|\right)^{1 / 2}\right), \\
& L_{\text {vec }, s, 1}=\mathcal{O}\left(\frac{T^{2}}{\epsilon}\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|+\sup _{y \in[0,1]}|\phi(0, y)|\right)\right) \\
& L_{\text {vec }, g, 1} \\
& =\mathcal{O}\left(\frac{T^{2}}{\epsilon}\left[\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|\right)^{1 / 2}\left(\sup _{y \in[0,1]}|\phi(0, y)|\right)^{1 / 2}+\sup _{y \in[0,1]}|\phi(0, y)|\right]\right)
\end{aligned}
$$

and

$$
\begin{align*}
& L_{o p e, s, 2}=L_{\text {ope }, g, 2}=\mathcal{O}\left(\frac{T^{2}}{\epsilon}\left(\sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|\right)^{1 / 2}\right) \\
& L_{v e c, s, 2}=L_{v e c, g, 2}=\mathcal{O}\left(\frac{T^{3 / 2}}{\epsilon^{1 / 2}}\left((T+1) \sup \left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|+\sup \left|\frac{\partial^{2} \phi}{\partial x^{2}}\right|+\sup _{y \in[0,1]}|\phi(0, y)|\right)^{1 / 2}\right) \tag{5.6.35}
\end{align*}
$$

Proof. The complexity can be estimated by requiring both error bounds in Lemma 50 and Lemma 51 to be smaller than $\epsilon$. First, by requiring the right hand side of Eq. (5.6.23)
to be bounded by $\epsilon$, the scaling of $n$ should be that in Eq. (5.6.31). Plug this back into Lemma 51 and also let the bounds in Lemma 51 to be bounded by $\epsilon$, we obtain the complexity estimates.

Theorem 53 clearly illustrates the advantage of vector norm error bounds in terms of the desired level of error $\epsilon$. More precisely, the total number of required Trotter steps estimated from vector norm bounds only scales $\mathcal{O}\left(1 / \epsilon^{1 / p}\right)$ for $p$-th order schemes. This is because the operator norm error bounds depend on the spatial discretization $n$, where $n=\mathcal{O}\left(1 / \epsilon^{1 / 2}\right)$ for second order spatial discretization, but the vector norm error bounds do not. We summarize our complexity estimates in terms of the spatial discretization as well as the error level $\epsilon$ in Table 5.2, where the simulation time $T$ is $\mathcal{O}(1)$.

The best scaling is achieved by the second order standard and generalized Trotter formulae with the vector norm error bound, which is the result we are referring to as 'This work' in Table 5.1 for comparison with existing estimates. As discussed earlier, in order to demonstrate the behavior of the Trotter formulae for unbounded operators, we require $n$ to grow as poly $(1 / \epsilon)$. Therefore we choose $V(x)$ to be a $C^{4}$ function so that the commutator scaling of the second order Trotter formulae are valid.

Numerical tests in Section 5.7 demonstrate that the complexity estimates from vector norm error bounds are sharp in terms of $\epsilon$ for all the schemes we consider.

Remark 54 (a priori estimates of the solution $\phi$ ). Due to the potential growth of the derivatives of the exact solution with respect to $T$, a priori estimates are required if we would like to obtain the overall scalings in $T$. Such a priori estimates, where the spatial derivatives are bounded by polynomials of $T$, have been established in the literature for various special cases, such as when $f_{1} \equiv 1, f_{2}$ is smooth in $t$ and $V$ is a real potential, smooth in $x$ and periodic in $x$ as considered in [25], and for strictly positive $f_{1}$ in [118]. The corresponding estimates are usually technical, while the common approach to derive them is a combination of various analytical tools and a careful capture on the resonance in the dynamics. Detailed discussions are orthogonal to the topic here and are omitted.

As we have already observed in Theorem 42, the generalized Trotter formula exhibits commutator type error bounds, while the standard Trotter formula does not. However, the commutator error bound only translates to improved asymptotic complexity for the first order generalized Trotter scheme. For second order schemes, there is no significant difference in the scaling with respect to $\epsilon$ between the standard and generalized Trotter formulae. As discussed before, this is due to the fact that $\left\|H_{1}\right\|$ and $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|$ have the same asymptotic scaling in $n$. The generalized Trotter is less restrictive on the control functions, namely, the $p$-th order generalized Trotter formula $(p=1,2)$ only requires the boundedness of the derivatives of control functions up to the $(p-1)$-th order while the $p$-th
standard one requires the boundedness up to the $p$-th order. We expect the same situation for higher order Trotter formulae.

### 5.7 Numerical Results

To illustrate the difference between the operator norm and vector norm, we consider the following Hamiltonian

$$
\begin{equation*}
H(t)=-\frac{1}{2}(2+\sin (a t+0.5)) \Delta+(1+\cos (t)) V(x), \quad V(x)=1-\cos (x), \quad x \in[-\pi, \pi] \tag{5.7.1}
\end{equation*}
$$

with periodic boundary conditions. Here $a>0$ controls the magnitude of the derivatives $\left\|f_{1}^{\prime}\right\|_{\infty}$ and $\left\|f_{1}^{\prime \prime}\right\|_{\infty}$. These sizes play a role in the preconstants of the errors as shown in Theorem 40. As discussed in Section 5.6, $H_{1}$ and $H_{2}$ correspond to the discretized matrices of $-\Delta$ and $V(x)$, respectively. Besides the second order finite difference scheme, we also demonstrate that our estimates are equally applicable to the Fourier discretization. Though in this particular example $V(x)$ is smooth, the scaling of $n$ is still chosen according to Eq. (5.6.31), which only requires the regularity of $V$ up to its fourth order derivatives and hence works for more general potentials.

We first demonstrate the scaling of the vector norms and the operator norms, respectively. Consider the vector $\vec{v}$ as the discretization of the smooth function $\cos (x)$. Fig. 5.7.1 plots the operator norms and the vector norms for various number of spatial grids $n$ using the finite difference and Fourier spatial discretization. We find that $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|$ grows quadratically with respect the the number of spatial grids while $\left\|\left[H_{1}, H_{2}\right]\right\|$ scales linearly, which agrees with Lemma 48. However, the vector norms $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right] \vec{v}\right\|_{\star},\left\|\left[H_{1}, H_{2}\right] \vec{v}\right\|_{\star}$ remain of the same scale. This behavior is not restricted to the specific spatial discretization. Moreover, the scalings of $\left\|D_{1} \vec{v}\right\|_{\star}$ and $\left\|H_{1} \vec{v}\right\|_{\star}$ are found to be the same as those of $\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right] \vec{v}\right\|_{\star}$ and $\left\|\left[H_{1}, H_{2}\right] \vec{v}\right\|_{\star}$. This verifies the in assumptions Eqs. (5.5.1) and (5.5.2), which is also proved for the finite difference scheme in Lemma 47.

We then verify the scaling of the errors with respect to $n$. The initial wavefunction is $\phi(x, 0)=\cos (x)$. The time step size $h$ is fixed to be $10^{-4}$. We run the Trotter formulae for 10 steps, which is sufficient for demonstrating the difference in scalings. The relative errors for both the operator and vector norms are plotted in Fig. 5.7.2 for $a=1$ and $a=10$. In terms of the operator norm, the generalized Trotter formula has a smaller error compared to the standard one: the relative error in the operator norms for the first-order standard Trotter scheme scales quadratically with respect to the number of grids while the first-order generalized Trotter schemes admits a linear scaling thanks to the commutator bounds. On the other hand, the relative errors in the vector norm do not grow with respect to $n$.

For second-order schemes, it can been seen that the errors measured by the operator norm for both methods grow quadratically with respect to $n$, while the corresponding errors


Figure 5.7.1: Operator and vector norms of a smooth vector for various numbers of spatial grids $n .\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|$ and $\left\|\left[H_{1}, H_{2}\right]\right\|$ scales quadratically and linearly with respect to $n$, but the vector norms do not grow as $n$ gets larger.
in the vector norm are stable as $n$ increases. These results agree with Lemma 51. Note that though the operator norm errors of the second-order schemes have the same asymptotic scaling in $n$, their preconstants may differ. When $a=1$, the sizes of $\left\|f_{1}\right\|_{\infty},\left\|f_{1}^{\prime}\right\|_{\infty},\left\|f_{1}^{\prime \prime}\right\|_{\infty}$ are comparable, and there is no significant difference in the preconstants. However, when $a=10,\left\|f_{1}^{\prime \prime}\right\|_{\infty}$ is one order of magnitude larger than $\left\|f_{1}^{\prime}\right\|_{\infty},\left\|f_{1}\right\|_{\infty}$. In this case, we find from Fig. 5.7.2 that the generalized Trotter formula has a smaller preconstant, which agrees with the preconstant estimates as described in Theorem 40.

Moreover, we compare the scaling of the number of Trotter steps for various precision $\epsilon$, measuring the relative error via the vector norm. We fix $a=10, T=0.16$, and consider the precision $\epsilon$ as $2^{-10}, 2^{-12}, 2^{-14}, 2^{-16}, 2^{-18}, 2^{-20}$ and take $n \propto \epsilon^{-0.5}$ as $2^{5}, 2^{6}, 2^{7}, 2^{8}, 2^{9}$ and $2^{10}$. As is presented in Fig. 5.7.3, both second-order Trotter formulae requires the number of Trotter steps $L=\mathcal{O}\left(\epsilon^{-0.5}\right)$ while it requires $L=\mathcal{O}\left(\epsilon^{-1}\right)$ for both first-order Trotter formulae. These results agree with Theorem 53.

### 5.8 Conclusion

We have studied in detail the behavior of first and second order standard and generalized Trotter formulae for time-dependent Hamiltonian simulation with unbounded, control type


Figure 5.7.2: Relative Errors in the operator and vector norms. In the legend, "g" stands for the generalized Trotter formula and "s" for the standard Trotter formula. The error in operator norm is labeled as "ope" while the one in vector norm as "vec". First Row: $a=1$ with slowly varying control functions. Second Row: $a=10$ with fast varying control functions.


Figure 5.7.3: The number of Trotter steps required to achieve various precision for the relative error in the vector norm. The spatial discretization is finite difference. Both secondorder Trotter formulae scales proportionally to $\epsilon^{-0.5}$ while the first-order formulae scales as $\epsilon^{-1}$, which agrees with the theoretical bounds.

Hamiltonians. We demonstrated that the error of the Hamiltonian simulation for a given initial state can often be overestimated using the standard analysis based on operator norms, which overestimates the computational cost. By taking into account the information of the initial state in the error analysis, sharper error estimates can be derived via the vector norm scaling. As a side product, we also obtained improved error bounds of the standard and generalized Trotter formulae in operator norm as well in the time-dependent setting.

As an example, we applied our results to the time-dependent Schrödinger equation with a time-dependent effective mass and frequency. While the complexities of existing quantum algorithms for time-dependent Hamiltonian simulation scale at least linearly in the spatial discretization parameter $n$, we demonstrate that, the error bounds in vector norm do not suffer from such overheads (for both the standard and generalized Trotter formulae). Thus in this setting, our results outperform all existing quantum algorithms, including higher order Trotter and post-Trotter methods.

The bilinear form in Eq. (5.1.2) facilitates the discussion of the error of the Trotter formulae. For the most general Hamiltonian $H(t)=H_{1}(t)+H_{2}(t)$, it has been demonstrated that the error bound can be much more complicated even in the second order case [78]. Nevertheless, under suitable modifications, the main conclusion of this chapter can still be applicable to more general time-dependent Hamiltonian under further assumption that
$\partial_{t}^{k} H_{j}(s)$ and $\partial_{t}^{k^{\prime}} H_{j}\left(s^{\prime}\right)$ commute for any $j=1,2$ and $k, k^{\prime}, s, s^{\prime}$ (thus no essential difference is introduced in taking derivatives of unitaries and deriving error representation). This allows us to simulate e.g. Schrödinger equation governed by $H=-\Delta+V(x, t)$ where the mass is no longer time-dependent but the potential $V(x, t)$ can have general anisotropy time dependency beyond control form.

A natural extension of this chapter is to consider general high order time-dependent standard and generalized Trotter formulae defined by Suzuki recursion [145, 155]. For the operator norm error bound, our results can be generalized to higher order case with a control Hamiltonian Eq. (5.1.2). More specifically, let $\mathcal{C}_{k}$ denote the set of the norms of all possible $k$-th order nested commutators of $H_{1}$ and $H_{2}$, for example $\mathcal{C}_{0}=\left\{\left\|H_{1}\right\|,\left\|H_{2}\right\|\right\}$, $\mathcal{C}_{1}=\left\{\left\|\left[H_{1}, H_{2}\right]\right\|\right\}$, and $\mathcal{C}_{2}=\left\{\left\|\left[H_{1},\left[H_{1}, H_{2}\right]\right]\right\|,\left\|\left[H_{2},\left[H_{2}, H_{1}\right]\right]\right\|\right\}$. For $p$-th order schemes, we expect that the one-step operator norm error bounds for the standard and generalized Trotter formula scales as $\mathcal{O}\left(\alpha_{s, p} h^{p+1}\right), \mathcal{O}\left(\alpha_{g, p} h^{p+1}\right)$, respectively. Here $\alpha_{s, p}$ is a linear combination of terms in the set $\bigcup_{k=0}^{p} \mathcal{C}_{k}$, while $\alpha_{g, p}$ is expressed as a linear combination of terms in the set $\bigcup_{k=1}^{p} \mathcal{C}_{k}$. Hence the difference lies in whether $\mathcal{C}_{0}$ is included, and generalized Trotter formula allows a commutator scaling. Notice that such an error bound will improve the best existing estimate [155], which depends on the norms of the Hamiltonians as well as their high order derivatives, and does not demonstrate possible commutator scalings.

The extension of our vector norm error bounds to $p$-th order time-dependent Trotter formula is also possible. The corresponding assumption on the bounds of commutators (i.e. counterpart of Assumption 43 in this work) becomes

$$
\begin{equation*}
\|[\underbrace{H_{1},\left[H_{1}, \cdots,\left[H_{1}\right.\right.}_{k \text { repeats }}, H_{2}]] \cdots] \vec{v} \| \leq \mathcal{O}\left(\left\|H_{1}^{k / 2} \vec{v}\right\|+\|\vec{v}\|\right) \tag{5.8.1}
\end{equation*}
$$

for any $1 \leq k \leq p$. Compared with the operator norm error bounds, for the Schrödinger equation with a time-dependent mass and frequency, such vector norm error bounds can still remove the dependence on the spatial discretization thus provide speedup in terms of the accuracy. However, the significance of such improvement might be subtle: in order to satisfy the assumption in Eq. (5.8.1), the potential function $V(x)$ needs to be much smoother with bounded higher order derivatives. Hence, the dependence of $n$ on the error $\epsilon$ may become much weaker by employing higher order discretization schemes. In such a scenario, the spectral norms $\left\|H_{1}\right\|$ and $\left\|H_{2}\right\|$ may even become comparable, and the Hamiltonian $H(t)$ may not be regarded as an unbounded operator after all.

In this chapter, we mainly focus on the improvement brought by vector norm error bounds in terms of the accuracy. It is also interesting to study whether vector norm error bounds can improve the scalings of other parameters. For example, if the Schrödinger equation is in $d$ dimension rather than one dimension considered in this chapter, then a vector norm error bound may offer speedup in terms of $d$, since the degree of freedom for spatial discretization
can scale linearly in $d$ [95]. Another related topic is the scaling with respect to the number of the particles in quantum many-body systems. Recently [143] obtained an improved estimate in terms of the number of electrons for electronic structure problem with plane-wave basis functions in a second quantized formulation, by combining sparsity, commutator scalings and initial-state knowledge and bounding the operator norm on an $\eta$-electron sub-manifold. Although much smaller than that on the entire space, the operator norm on the $\eta$-electron sub-manifold may still overestimate the error, and a vector norm error bound might offer further improvement by taking the smoothness and low-energy property of the wavefunction into consideration. It is also an interesting question to investigate whether a vector norm error bound can provide any benefit for other applications such as spin systems.

This chapter suggests that it may be of interest to explore the gap between the operator norm and vector norm error bounds in other schemes for Hamiltonian simulations with unbounded operators. Note that such a gap may not exist in all methods. For instance, for time-independent Hamiltonian simulation, the quantum signal processing (QSP) method [109] is based on the polynomial approximation to the function $\cos (x t)$ and $\sin (x t)$, and we do not expect that the error bound can be significantly improved by considering vector norms. However, it may be possible to prove vector norm error bounds for other post-Trotter methods.

## Chapter 6

## Quantum linear system solver based on time-optimal adiabatic quantum computing and quantum approximate optimization algorithm

### 6.1 Introduction

Linear system solvers are used ubiquitously in scientific computing. Quantum algorithms for solving large systems of linear equations, also called the quantum linear system problem (QLSP), have received much attention recently [73, 43, 37, 64, 144, 157, 33, 158, 26]. The goal of QLSP is to efficiently compute $|x\rangle=A^{-1}|b\rangle / \| A^{-1}|b\rangle \|_{2}$ on a quantum computer, where $A \in \mathbb{C}^{N \times N}$, and $|b\rangle \in \mathbb{C}^{N}$ is a normalized vector (for simplicity we assume $N=2^{n}$, and $\|A\|_{2}=1$ ). The ground-breaking Harrow, Hassidim, and Lloyd (HHL) algorithm obtains $|x\rangle$ with cost $\mathcal{O}\left(\operatorname{poly}(n) \kappa^{2} / \epsilon\right)$, where $\kappa$ is the condition number of $A$, and $\epsilon$ is the target accuracy. On the other hand, the best classical iterative algorithm is achieved by the conjugate gradient method, where the cost is at least $\mathcal{O}(N \sqrt{\kappa} \log (1 / \epsilon))$, with the additional assumptions that $A$ should be Hermitian positive definite and a matrix-vector product can be done with $\mathcal{O}(N)$ cost [135]. The complexity of direct methods based on the Gaussian elimination procedure removes the dependence on $\kappa$, but the dependence on $N$ is typically super-linear even for sparse matrices [107]. Therefore the HHL algorithm can be exponentially faster than classical algorithms with respect to $N$. The undesirable dependence with respect to $\epsilon$ is due to the usage of the quantum phase estimation (QPE) algorithm. Recent progresses based on linear combination of unitaries (LCU) [43] and quantum signal processing (QSP) [109, 64] have further improved the scaling to $\mathcal{O}\left(\kappa^{2} \operatorname{poly}(\log (\kappa / \epsilon))\right)$ under different query models, without
using QPE. However, the $\mathcal{O}\left(\kappa^{2}\right)$ scaling can be rather intrinsic to the methods, at least before complex techniques such as variable time amplitude amplification (VTAA) algorithm [3] are applied.

The VTAA algorithm is a generalization of the conventional amplitude amplification algorithm, and allows to quadratically amplify the success probability of quantum algorithms in which different branches stop at different time. In [3], VTAA was first used to successfully improve the complexity of HHL algorithm to $\tilde{\mathcal{O}}(\kappa / \epsilon)$. In [43], the authors further combine VTAA algorithm and a low-precision phase estimate to improve the complexity of LCU to $\tilde{\mathcal{O}}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$, which is near-optimal with respect to both $\kappa$ and $\epsilon$. It is worth noting that the VTAA algorithm is a complicated procedure and is considerably difficult to implement. Thus it remains of great interest to obtain alternative algorithms to solve QLSP with near-optimal complexity scaling without resorting to VTAA.

Some of the alternative routes for solving QLSP are provided by the adiabatic quantum computing (AQC) [82, 2] and a closely related method called the randomization method (RM) [21, 144]. The key idea of both AQC and RM is to solve QLSP as an eigenvalue problem with respect to a transformed matrix. Assume that a Hamiltonian simulation can be efficiently performed on a quantum computer, it is shown that the runtime of RM scales as $\mathcal{O}(\kappa \log (\kappa) / \epsilon)$ [144], which achieves near-optimal complexity with respect to $\kappa$ without using VTAA algorithm as a subroutine. The key idea of the RM is to approximately follow the adiabatic path based on the quantum Zeno effect (QZE) using a Monte Carlo method. Although RM is inspired by AQC, the runtime complexity of the (vanilla) AQC is at least $\mathcal{O}\left(\kappa^{2} / \epsilon\right)[144,20,2]$. Therefore the RM is found to be at least quadratically faster than AQC with respect to $\kappa$.

In this chapter, we find that with a simple modification of the scheduling function to traverse the adiabatic path, the gap between AQC and RM can be fully closed, along the following two aspects. 1) We propose a family of rescheduled AQC algorithms called AQC(p). Assuming $\kappa$ (or its upper bound) is known, we demonstrate that for any matrix $A$ (possibly non-Hermitian or dense), when $1<p<2$, the runtime complexity of $\mathrm{AQC}(\mathrm{p})$ can be only $\mathcal{O}(\kappa / \epsilon)$. Thus AQC $(\mathrm{p})$ removes a logarithmic factor with respect to $\kappa$ when compared to RM. 2) We propose another rescheduled algorithm called AQC(exp), of which the runtime is $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$. The main benefit of $\mathrm{AQC}(\exp )$ is the improved dependence with respect to the accuracy $\epsilon$, and this is the near optimal complexity (up to logarithmic factors) with respect to both $\kappa$ and $\epsilon$. The scheduling function of AQC( $\exp$ ) is also universal in the sense that we do not even need the knowledge of an upper bound of $\kappa$. Existing works along this line $[121,62]$ only suggest that runtime complexity is $\mathcal{O}\left(\kappa^{3} \operatorname{poly}(\log (\kappa / \epsilon))\right)$, which improves the dependence with respect to $\epsilon$ at the expense of a much weaker dependence on $\kappa$. Our main technical contribution is to again improve the dependence on $\kappa$. Since a generic QLSP solver with cost less than $\mathcal{O}(\kappa)$ does not exist [73], our result achieves the near-optimal complexity up to logarithmic factors.

The quantum approximate optimization algorithm (QAOA) [55], as a quantum variational algorithm (QVA), has received much attention recently thanks to the feasibility of being implemented on near-term quantum devices. Due to the natural connection between AQC and QAOA, our result immediately suggests that the time-complexity for solving QLSP with QAOA is also at most $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$, which is also confirmed by numerical results. We also remark that both QAOA and AQC schemes prepares an approximate solution to the QLSP in the form of a pure state, while RM prepares a mixed state. All methods above can be efficiently implemented on gate-based computers, and are much simpler compared with those that use VTAA algorithm as a subroutine.

The rest of this chapter is organized as follows. Section 6.2 defines the quantum linear system problem. We first focus on the Hermitian positive definite case, and discuss how AQC with a linear interpolation function can solve this problem as well as its complexity in Section 6.3. Two improved AQC-based algorithms are proposed in Section 6.4 and Section 6.5, followed by a discuss on their gate-based implementation in Section 6.6. In Section 6.7, the approach of using QAOA to solve the quantum linear system problem is discussed. We then generalize all of our new methods to the non-Hermitian matrices case in Section 6.8. Numerical results are given in Section 6.9, which verify the effectiveness and theoretical scalings of our methods. Finally, full proofs of all the theorems in this chapter are provided in Section 6.10 and Section 6.11 with thorough technical details.

### 6.2 Quantum Linear System Problem

Assume $A \in \mathbb{C}^{N \times N}$ is an invertible matrix with condition number $\kappa$ and $\|A\|_{2}=1$. Let $|b\rangle \in \mathbb{C}^{N}$ be a normalized vector. Given a target error $\epsilon$, the goal of QLSP is to prepare a normalized state $\left|x_{\mathrm{a}}\right\rangle$, which is an $\epsilon$-approximation of the normalized solution of the linear system $|x\rangle=A^{-1}|b\rangle / \| A^{-1}|b\rangle \|_{2}$, in the sense that $\|\left|x_{\mathrm{a}}\right\rangle\left\langle x_{\mathrm{a}}\right|-|x\rangle\langle x| \|_{2} \leqslant \epsilon$.

For simplicity, we first assume $A$ is Hermitian and positive definite and will discuss the generalization to non-Hermitian case later.

### 6.3 Vanilla AQC

Let $Q_{b}=I_{N}-|b\rangle\langle b|$. We introduce

$$
H_{0}=\sigma_{x} \otimes Q_{b}=\left(\begin{array}{cc}
0 & Q_{b} \\
Q_{b} & 0
\end{array}\right)
$$

then $H_{0}$ is a Hermitian matrix and the null space of $H_{0}$ is $\operatorname{Null}\left(H_{0}\right)=\operatorname{span}\{|\widetilde{b}\rangle,|\bar{b}\rangle\}$. Here $|\tilde{b}\rangle=|0, b\rangle:=(b, 0)^{\top},|\bar{b}\rangle=|1, b\rangle:=(0, b)^{\top}$. The dimension of $H_{0}$ is $2 N$ and one ancilla qubit
is needed to enlarge the matrix block. We also define

$$
H_{1}=\sigma_{+} \otimes\left(A Q_{b}\right)+\sigma_{-} \otimes\left(Q_{b} A\right)=\left(\begin{array}{cc}
0 & A Q_{b} \\
Q_{b} A & 0
\end{array}\right)
$$

Here $\sigma_{ \pm}=\frac{1}{2}\left(\sigma_{x} \pm \mathrm{i} \sigma_{y}\right)$. Note that if $|x\rangle$ satisfies $A|x\rangle \propto|b\rangle$, we have $Q_{b} A|x\rangle=Q_{b}|b\rangle=0$. Then $\operatorname{Null}\left(H_{1}\right)=\operatorname{span}\{|\widetilde{x}\rangle,|\bar{b}\rangle\}$ with $|\widetilde{x}\rangle=|0, x\rangle$. Since $Q_{b}$ is a projection operator, the gap between 0 and the rest of the eigenvalues of $H_{0}$ is 1 . The gap between 0 and the rest of the eigenvalues of $H_{1}$ is bounded from below by $1 / \kappa$ (see supplemental materials).

QLSP can be solved if we can prepare the zero-energy state $|\widetilde{x}\rangle$ of $H_{1}$, which can be achieved by AQC approach. Let $H(f(s))=(1-f(s)) H_{0}+f(s) H_{1}, 0 \leqslant s \leqslant 1$. The function $f:[0,1] \rightarrow[0,1]$ is called a scheduling function, and is a strictly increasing mapping with $f(0)=0, f(1)=1$. The simplest choice is $f(s)=s$, which gives the "vanilla AQC". We sometimes omit the $s$-dependence as $H(f)$ to emphasize the dependence on $f$. Note that for any $s,|\bar{b}\rangle$ is always in $\operatorname{Null}(H(f(s)))$, and there exists a state $|\widetilde{x}(s)\rangle=|0, x(s)\rangle$, such that $\operatorname{Null}(H(f(s)))=\{|\widetilde{x}(s)\rangle,|\bar{b}\rangle\}$. In particular, $|\widetilde{x}(0)\rangle=|\widetilde{b}\rangle$ and $|\widetilde{x}(1)\rangle=|\widetilde{x}\rangle$, and therefore $|\widetilde{x}(s)\rangle$ is the desired adiabatic path. Let $P_{0}(s)$ be the projection to the subspace $\operatorname{Null}(H(f(s)))$, which is a rank-2 projection operator $P_{0}(s)=|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)|+|\bar{b}\rangle\langle\bar{b}|$. Furthermore, the eigenvalue 0 is separated from the rest of the eigenvalues of $H(f(s))$ by a gap $\Delta(f(s)) \geqslant \Delta_{*}(f(s))=1-f(s)+f(s) / \kappa$.

## Gap of $H(f(s))$

The Hamiltonian $H(f)$ can be written in the block matrix form as

$$
H(f)=\left(\begin{array}{cc}
0 & ((1-f) I+f A) Q_{b}  \tag{6.3.1}\\
Q_{b}((1-f) I+f A) & 0
\end{array}\right)
$$

Let $\lambda$ be an eigenvalue of $H$, then

$$
\begin{aligned}
0 & =\operatorname{det}\left(\begin{array}{cc}
\lambda I & -((1-f) I+f A) Q_{b} \\
-Q_{b}((1-f) I+f A) & \lambda I
\end{array}\right) \\
& =\operatorname{det}\left(\lambda^{2} I-((1-f) I+f A) Q_{b}^{2}((1-f) I+f A)\right)
\end{aligned}
$$

where the second equality holds because the bottom two blocks are commutable. Thus $\lambda^{2}$ is an eigenvalue of $((1-f) I+f A) Q_{b}^{2}((1-f) I+f A)$, and $\Delta^{2}(f)$ equals the smallest non-zero eigenvalue of $((1-f) I+f A) Q_{b}^{2}((1-f) I+f A)$. Applying a proposition of matrices that $X Y$ and $Y X$ have the same non-zero eigenvalues, $\Delta^{2}(f)$ also equals the smallest non-zero eigenvalue of $Q_{b}((1-f) I+f A)^{2} Q_{b}$.

Now we focus on the matrix $Q_{b}((1-f) I+f A)^{2} Q_{b}$. Note that $|b\rangle$ is the unique eigenstate corresponding to the eigenvalue 0 , all eigenstates corresponding to non-zero eigenvalues must be orthogonal with $|b\rangle$. Therefore

$$
\begin{aligned}
\Delta^{2}(f) & =\inf _{\langle b \mid \varphi\rangle=0,\langle\varphi \mid \varphi\rangle=1}\langle\varphi| Q_{b}((1-f) I+f A)^{2} Q_{b}|\varphi\rangle \\
& =\inf _{\langle b \mid \varphi\rangle=0,\langle\varphi \mid \varphi\rangle=1}\langle\varphi|((1-f) I+f A)^{2}|\varphi\rangle \\
& \geq \inf _{\langle\varphi \mid \varphi\rangle=1}\langle\varphi|((1-f) I+f A)^{2}|\varphi\rangle \\
& =(1-f+f / \kappa)^{2},
\end{aligned}
$$

and $\Delta(f) \geq \Delta_{*}(f)=1-f+f / \kappa$.

## Adiabatic theorem

Consider the adiabatic evolution

$$
\begin{equation*}
\frac{1}{T} \mathrm{i} \partial_{s}\left|\psi_{T}(s)\right\rangle=H(f(s))\left|\psi_{T}(s)\right\rangle, \quad\left|\psi_{T}(0)\right\rangle=|\widetilde{b}\rangle, \tag{6.3.2}
\end{equation*}
$$

where $0 \leq s \leq 1$, and the parameter $T$ is called the runtime of AQC. The quantum adiabatic theorem [82, Theorem 3] states that for any $0 \leqslant s \leqslant 1$,

$$
\begin{equation*}
\left.\left|1-\left\langle\psi_{T}(s)\right| P_{0}(s)\right| \psi_{T}(s)\right\rangle \mid \leqslant \eta^{2}(s), \tag{6.3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(s)=C\left\{\frac{\left\|H^{(1)}(0)\right\|_{2}}{T \Delta^{2}(0)}+\frac{\left\|H^{(1)}(s)\right\|_{2}}{T \Delta^{2}(f(s))}+\frac{1}{T} \int_{0}^{s}\left(\frac{\left\|H^{(2)}\left(s^{\prime}\right)\right\|_{2}}{\Delta^{2}\left(f\left(s^{\prime}\right)\right)}+\frac{\left\|H^{(1)}\left(s^{\prime}\right)\right\|_{2}^{2}}{\Delta^{3}\left(f\left(s^{\prime}\right)\right)}\right) d s^{\prime}\right\} . \tag{6.3.4}
\end{equation*}
$$

The derivatives of $H$ are taken with respect to $s$, i.e. $H^{(k)}(s):=\frac{d^{k}}{d s^{k}} H(f(s)), k=1,2$. Here and throughout the chapter we shall use a generic symbol $C$ to denote constants independent of $s, \Delta, T$.

Intuitively, the quantum adiabatic theorem in Eq. (6.3.3) says that, if the initial state is an eigenstate corresponding to the eigenvalue 0 , then for large enough $T$ the state $\left|\psi_{T}(s)\right\rangle$ will almost stay in the eigenspace of $H(s)$ corresponding to the eigenvalue 0 , where there is a double degeneracy and only one of the eigenstate $|\widetilde{x}(s)\rangle$ is on the desired adiabatic path. However, such degeneracy will not break the effectiveness of AQC for the following reason. Note that $\left\langle b \mid \psi_{T}(0)\right\rangle=0$, and $H(f(s))|b\rangle=0$ for all $0 \leqslant s \leqslant 1$, so the Schrödinger dynamics (6.3.2) implies $\left\langle\bar{b} \mid \psi_{T}(s)\right\rangle=0$, which prevents any transition of $\left|\psi_{T}(s)\right\rangle$
to $|\bar{b}\rangle$. Therefore the adiabatic path will stay along $|\widetilde{x}(s)\rangle$. Using $\left\langle\bar{b} \mid \psi_{T}(s)\right\rangle=0$, we have $P_{0}(s)\left|\psi_{T}(s)\right\rangle=|\widetilde{x}(s)\rangle\left\langle\widetilde{x}(s) \mid \psi_{T}(s)\right\rangle$. Therefore the estimate (6.3.3) becomes

$$
1-\left|\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\right|^{2} \leqslant \eta^{2}(s) .
$$

This also implies that, according to Lemma 55 to be stated and proves at the end of this section,

$$
\|\left|\psi_{T}(s)\right\rangle\left\langle\psi_{T}(s)\right|-|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)| \|_{2} \leqslant \eta(s) .
$$

Therefore $\eta(1)$ can be an upper bound of the distance of the density matrix. If we simply assume $\left\|H^{(1)}\right\|_{2},\left\|H^{(2)}\right\|_{2}$ are constants, and use the worst case bound that $\Delta \geqslant \kappa^{-1}$, we arrive at the conclusion that in order to have $\eta(1) \leqslant \epsilon$, the runtime of vanilla AQC is $T \gtrsim \kappa^{3} / \epsilon$.

Lemma 55. (i) The following equation holds,

$$
\begin{equation*}
\left.\left.\left|1-\left\langle\psi_{T}(s)\right| P_{0}(s)\right| \psi_{T}(s)\right\rangle\left|=1-\left|\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\right|^{2}=\|\right| \psi_{T}(s)\right\rangle\left\langle\psi_{T}(s)\right|-|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)| \|_{2}^{2} \tag{6.3.5}
\end{equation*}
$$

(ii) Assume that

$$
\left.\left|1-\left\langle\psi_{T}(s)\right| P_{0}(s)\right| \psi_{T}(s)\right\rangle \mid \leqslant \eta^{2}(s)
$$

Then the fidelity can be bounded from below by $1-\eta^{2}(s)$, and the 2-norm error of the density matrix can be bounded from above by $\eta(s)$.

Proof. It suffices only to prove part (i). Note that $|\bar{b}\rangle$ is the eigenstate for both $H_{0}$ and $H_{1}$ corresponding the 0 eigenvalue, we have $H(f(s))|\bar{b}\rangle=\left((1-f(s)) H_{0}+f(s) H_{1}\right)|\bar{b}\rangle=0$, and thus $\frac{d}{d s}\left\langle\bar{b} \mid \psi_{T}(s)\right\rangle=0$. Together with the initial condition $\left\langle\bar{b} \mid \psi_{T}(0)\right\rangle=0$, the overlap of $|\bar{b}\rangle$ and $\left|\psi_{T}(s)\right\rangle$ remains to be 0 for the whole time period, i.e. $\left\langle\bar{b} \mid \psi_{T}(s)\right\rangle=0$. Since $P_{0}(s)=|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)|+|\bar{b}\rangle\langle\bar{b}|$, we have $\left.\left.P_{0}(s)\left|\psi_{T}(s)\right\rangle=|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)| \psi_{T}(s)\right)\right\rangle$. Therefore

$$
\left.\left|1-\left\langle\psi_{T}(s)\right| P_{0}(s)\right| \psi_{T}(s)\right\rangle\left|=\left|1-\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\left\langle\widetilde{x}(s) \mid \psi_{T}(s)\right\rangle\right|=1-\left|\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\right|^{2} .\right.
$$

To prove the second equation, let $M=\left|\psi_{T}(s)\right\rangle\left\langle\psi_{T}(s)\right|-|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)|$. Note that $\|M\|_{2}^{2}=$ $\lambda_{\max }\left(M^{\dagger} M\right)$, we study the eigenvalues of $M^{\dagger} M$ by first computing that

$$
\begin{aligned}
M^{\dagger} M= & \left|\psi_{T}(s)\right\rangle\left\langle\psi_{T}(s)\right|+|\widetilde{x}(s)\rangle\langle\widetilde{x}(s)| \\
& -\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\left|\psi_{T}(s)\right\rangle\langle\widetilde{x}(s)|-\left\langle\widetilde{x}(s) \mid \psi_{T}(s)\right\rangle|\widetilde{x}(s)\rangle\left\langle\psi_{T}(s)\right|
\end{aligned}
$$

Since for any $|y\rangle \in \operatorname{span}\left\{\left|\psi_{T}(s)\right\rangle,|\widetilde{x}(s)\rangle\right\}^{\perp}, M^{\dagger} M|y\rangle=0$, and

$$
\begin{aligned}
M^{\dagger} M\left|\psi_{T}(s)\right\rangle & =\left(1-\left|\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\right|^{2}\right)\left|\psi_{T}(s)\right\rangle \\
M^{\dagger} M|\widetilde{x}(s)\rangle & =\left(1-\left|\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\right|^{2}\right)|\widetilde{x}(s)\rangle
\end{aligned}
$$

we have $\|M\|_{2}^{2}=\lambda_{\max }\left(M^{\dagger} M\right)=1-\left|\left\langle\psi_{T}(s) \mid \widetilde{x}(s)\right\rangle\right|^{2}$.

### 6.4 AQC(p) method

Our goal is to reduce the runtime by choosing a proper scheduling function. The key observation is that the accuracy of AQC depends not only on the gap $\Delta(f(s))$ but also on the derivatives of $H(f(s))$, as revealed in the estimate (6.3.4). Therefore it is possible to improve the accuracy if a proper time schedule allows the Hamiltonian $H(f(s))$ to slow down when the gap is close to 0 . We consider the following schedule [82, 2]

$$
\begin{equation*}
\dot{f}(s)=c_{p} \Delta_{*}^{p}(f(s)), \quad f(0)=0, \quad p>0 . \tag{6.4.1}
\end{equation*}
$$

Here $c_{p}=\int_{0}^{1} \Delta_{*}^{-p}(u) d u$ is a normalization constant chosen so that $f(1)=1$. When $1<p \leq 2$, Eq. (6.4.1) can be explicitly solved as

$$
\begin{equation*}
f(s)=\frac{\kappa}{\kappa-1}\left[1-\left(1+s\left(\kappa^{p-1}-1\right)\right)^{\frac{1}{1-p}}\right] . \tag{6.4.2}
\end{equation*}
$$

Note that as $s \rightarrow 1, \Delta_{*}(f(s)) \rightarrow \kappa^{-1}$, and therefore the dynamics of $f(s)$ slows down as $f \rightarrow 1$ and the gap decreases towards $\kappa^{-1}$. We refer to the adiabatic dynamics (6.3.2) with the schedule (6.4.1) as the AQC(p) scheme. Our main result is given in Theorem 56 (See Section 6.10 for the proof).

Theorem 56. Let $A \in \mathbb{C}^{N \times N}$ be a Hermitian positive definite matrix with condition number $\kappa$. For any choice of $1<p<2$, the error of the $A Q C(p)$ scheme satisfies

$$
\begin{equation*}
\|\left|\psi_{T}(1)\right\rangle\left\langle\psi_{T}(1)\right|-|\widetilde{x}\rangle\langle\widetilde{x}| \|_{2} \leq C \kappa / T . \tag{6.4.3}
\end{equation*}
$$

Therefore in order to prepare an $\epsilon$-approximation of the solution of QLSP it suffices to choose the runtime $T=\mathcal{O}(\kappa / \epsilon)$. Furthermore, when $p=1,2$, the bound for the runtime becomes $T=\mathcal{O}(\kappa \log (\kappa) / \epsilon)$.

The runtime complexity of the $\mathrm{AQC}(\mathrm{p})$ method with respect to $\kappa$ is only $\mathcal{O}(\kappa)$. Compared to Ref. [144], $\mathrm{AQC}(\mathrm{p})$ further removed the $\log (\kappa)$ dependence when $1<p<2$, and hence reaches the optimal complexity with respect to $\kappa$. Interestingly, though not explicitly mentioned in [144], the success of RM for solving QLSP relies on a proper choice of the scheduling function, which approximately corresponds to $\mathrm{AQC}(\mathrm{p}=1)$. It is this scheduling function, rather than the QZE or its Monte Carlo approximation per se that achieves the desired $\mathcal{O}(\kappa \log \kappa)$ scaling with respect to $\kappa$. Furthermore, the scheduling function in RM is similar to the choice of the schedule in the $\mathrm{AQC}(\mathrm{p}=1)$ scheme. The speedup of $\mathrm{AQC}(\mathrm{p})$ versus the vanilla AQC is closely related to the quadratic speedup of the optimal time complexity of AQC for Grover's search [132, 82, 131, 2], in which the optimal time scheduling reduces the runtime from $T \sim \mathcal{O}(N)$ (i.e. no speedup compared to classical algorithms) to $T \sim \mathcal{O}(\sqrt{N})$ (i.e. Grover speedup). In fact, the choice of the scheduling function in Ref. [132] corresponds to $\operatorname{AQC}(p=2)$ and that in Ref. [82] corresponds to $\operatorname{AQC}(1<p<2)$.

### 6.5 AQC( $\exp$ ) method

Although AQC(p) achieves the optimal runtime complexity with respect to $\kappa$, the dependence on $\epsilon$ is still $\mathcal{O}\left(\epsilon^{-1}\right)$, which limits the method from achieving high accuracy. It turns out that the when $T$ is sufficiently large, the dependence on $\epsilon$ could be improved to $\mathcal{O}(\operatorname{poly} \log (1 / \epsilon))$, by choosing an alternative scheduling function.

The basic observation is as follows. In AQC(p) method, the adiabatic error bound we consider, i.e. Eq. (6.3.4), is the so-called instantaneous adiabatic error bound, which holds true for all $s \in[0,1]$. However, when using AQC for solving QLSP, it suffices only to focus on the error bound at the final time $s=1$. It turns out that this allows us to obtain a tighter error bound. In fact, such an error bound can be exponentially small with respect to the runtime $[121,154,62,2]$. Roughly speaking, with an additional assumption for the Hamiltonian $H(f(s))$ that the derivatives of any order vanish at $s=0,1$, the adiabatic error can be bounded by $c_{1} \exp \left(-c_{2} T^{\alpha}\right)$ for some positive constants $c_{1}, c_{2}, \alpha$. Furthermore, it is proved in [62] that if the target eigenvalue is simple, then $c_{1}=\mathcal{O}\left(\Delta_{*}^{-1}\right)$ and $c_{2}=\mathcal{O}\left(\Delta_{*}^{3}\right)$. Note that $\Delta_{*} \geq \kappa^{-1}$ for QLSP, thus, according to this bound, to obtain an $\epsilon$-approximation, it suffices to choose $T=\mathcal{O}\left(\kappa^{3} \operatorname{poly}(\log (\kappa / \epsilon))\right)$. This is an exponential speedup with respect to $\epsilon$, but the dependence on the condition number becomes cubic again.

However, it is possible to reduce the runtime if the change of the Hamiltonian is slow when the gap is small, as we have already seen in the $\mathrm{AQC}(\mathrm{p})$ method. For QLSP the gap monotonically decreases and the smallest gap occurs uniquely at the final time, where the Hamiltonian $H(s)$ happens to be very slow if satisfying the assumption of vanishing derivatives at the boundary.

We consider the following schedule

$$
\begin{equation*}
f(s)=c_{e}^{-1} \int_{0}^{s} \exp \left(-\frac{1}{s^{\prime}\left(1-s^{\prime}\right)}\right) \mathrm{d} s^{\prime} \tag{6.5.1}
\end{equation*}
$$

where $c_{e}=\int_{0}^{1} \exp \left(-1 /\left(s^{\prime}\left(1-s^{\prime}\right)\right)\right) \mathrm{d} s^{\prime}$ is a normalization constant such that $f(1)=1$. This schedule can assure that $H^{(k)}(0)=H^{(k)}(1)=0$ for all $k \geq 1$. We refer to the adiabatic dynamics (6.3.2) with the schedule (6.5.1) as the AQC $(\exp )$ scheme. Our main result is given in Theorem 57 (see Section 6.11 for the proof).

Theorem 57. Let $A \in \mathbb{C}^{N \times N}$ be a Hermitian positive definite matrix with condition number $\kappa$. Then for large enough $T>0$, the final time error $\|\left|\psi_{T}(1)\right\rangle\left\langle\psi_{T}(1)\right|-|\widetilde{x}\rangle\langle\widetilde{x}| \|_{2}$ of the $A Q C(\exp )$ scheme is bounded by

$$
\begin{equation*}
C \log (\kappa) \exp \left(-C\left(\frac{\kappa \log ^{2} \kappa}{T}\right)^{-\frac{1}{4}}\right) \tag{6.5.2}
\end{equation*}
$$

Therefore for any $\kappa>e, 0<\epsilon<1$, in order to prepare an $\epsilon$-approximation of the solution of $Q L S P$ it suffices to choose the runtime $T=\mathcal{O}\left(\kappa \log ^{2}(\kappa) \log ^{4}\left(\frac{\log \kappa}{\epsilon}\right)\right)$.

Compared with RM and $\mathrm{AQC}(\mathrm{p})$, although the $\log (\kappa)$ dependence reoccurs, $\mathrm{AQC}(\exp )$ achieves an exponential speedup over RM and AQC(p) with respect to $\epsilon$ (and hence giving its name), thus is more suitable for preparing the solution of QLSP with high fidelity. Furthermore, the time scheduling of $\mathrm{AQC}(\exp )$ is universal and $\mathrm{AQC}(\exp )$ does not require knowledge on the bound of $\kappa$.

### 6.6 Gate-based implementation of AQC

We briefly discuss how to implement $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$ on a gate-based quantum computer. Since $\left|\psi_{T}(s)\right\rangle=\mathcal{T} \exp \left(-\mathrm{i} T \int_{0}^{s} H\left(f\left(s^{\prime}\right)\right) d s^{\prime}\right)\left|\psi_{T}(0)\right\rangle$, where $\mathcal{T}$ is a time-ordering operator, it is sufficient to implement an efficient time-dependent Hamiltonian simulation of $H(f(s))$.

One straightforward approach is to use a Trotter splitting method. The lowest order approximation takes the form

$$
\begin{align*}
& \mathcal{T} \exp \left(-\mathrm{i} T \int_{0}^{s} H\left(f\left(s^{\prime}\right)\right) \mathrm{d} s^{\prime}\right) \approx \prod_{m=1}^{M} \exp \left(-\mathrm{i} \operatorname{Th} H\left(f\left(s_{m}\right)\right)\right) \\
& \quad \approx \prod_{m=1}^{M} \exp \left(-\mathrm{i} T h\left(1-f\left(s_{m}\right)\right) H_{0}\right) \exp \left(-\mathrm{i} T h f\left(s_{m}\right) H_{1}\right) \tag{6.6.1}
\end{align*}
$$

where $h=1 / M, s_{m}=m h$. It is proved in [48] that the error of such an approximation is $\mathcal{O}\left(\operatorname{poly}(\log (N)) T^{2} / M\right)$, which indicates that to achieve an $\epsilon$ approximation, it suffices to choose $M=\mathcal{O}\left(\operatorname{poly}(\log (N)) T^{2} / \epsilon\right)$. On a quantum computer, the operation $e^{-\mathrm{i} \tau H_{0}}, e^{-\mathrm{i} \tau H_{1}}$ requires a time-independent Hamiltonian simulation process, which can be implemented via techniques such as LCU and QSP [16, 109]. For a $d$-sparse matrix $A$, according to [17], the query complexity is $\widetilde{\mathcal{O}}(d \tau \log (d \tau / \epsilon))$ for a single step. Here the $\widetilde{\mathcal{O}}$ means that we neglect the $\log \log$ factors. Note that the total sum of the simulation time of single steps is exactly $T$ regardless of the choice of $M$, the total query complexity is $\widetilde{\mathcal{O}}(d T \log (d T / \epsilon))$. Using Theorem 56 and 57 , the query complexity of $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$ is $\widetilde{\mathcal{O}}(d \kappa / \epsilon \log (d \kappa / \epsilon))$ and $\widetilde{\mathcal{O}}(d \kappa \operatorname{poly}(\log (d \kappa / \epsilon)))$, respectively. Nevertheless, $M$ scales as $\mathcal{O}\left(T^{2}\right)$ with respect to the runtime $T$, which implies that the number of time slices should be at least $\mathcal{O}\left(\kappa^{2}\right)$. This breaks the linear dependence on $\kappa$ if we consider the number of qubits and the gate complexity. The scaling of the Trotter expansion can be improved using high order Trotter-Suzuki formula as well as the recently developed commutator based error analysis [44], but we will not pursue this direction here.

|  | $\mathrm{AQC}(\mathrm{p})$ | $\mathrm{AQC}(\exp )$ |
| :---: | :---: | :---: |
| Queries | $\widetilde{\mathcal{O}}(d \kappa / \epsilon \log (d \kappa / \epsilon))$ | $\widetilde{\mathcal{O}}(d \kappa \operatorname{poly}(\log (d \kappa / \epsilon)))$ |
| Qubits | $\widetilde{\mathcal{O}}(n+\log (d \kappa / \epsilon))$ | $\widetilde{\mathcal{O}}(n+\log (d \kappa / \epsilon))$ |
| Primitive gates | $\widetilde{\mathcal{O}}(n d \kappa / \epsilon \log (d \kappa / \epsilon))$ | $\widetilde{\mathcal{O}}(n d \kappa \operatorname{poly}(\log (d \kappa / \epsilon)))$ |

Table 6.1: Computational costs of AQC(p) and AQC(exp) via a time-dependent Hamiltonian simulation using truncated Dyson expansion [108].

There is an efficient way is to directly perform time evolution of $H(f(s))$ without using the splitting strategy, following the algorithm proposed by Low and Wiebe in [108], where the time-dependent Hamiltonian simulation is performed based on a truncated Dyson expansion. We refer to [106] for more details on the implementation in a query model in the context of AQC. The costs of $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$ are summarized in Table 6.1, where for both $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$ almost linear dependence with respect to $\kappa$ is achieved. The almost linear $\kappa$ dependence cannot be expected to be improvable to $\mathcal{O}\left(\kappa^{1-\delta}\right)$ with any $\delta>0$ [73], thus both $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$ are almost optimal with respect to $\kappa$, and $\mathrm{AQC}(\exp )$ further achieves an exponential speedup with respect to $\epsilon$.

### 6.7 QAOA for solving QLSP

The quantum approximate optimization algorithm (QAOA) [55] considers the following parameterized wavefunction

$$
\begin{equation*}
\left|\psi_{\theta}\right\rangle:=e^{-\mathrm{i} \gamma_{P} H_{1}} e^{-\mathrm{i} \beta_{P} H_{0}} \cdots e^{-\mathrm{i} \gamma_{1} H_{1}} e^{-\mathrm{i} \beta_{1} H_{0}}\left|\psi_{i}\right\rangle . \tag{6.7.1}
\end{equation*}
$$

Here $\theta$ denotes the set of $2 P$ adjustable real parameters $\left\{\beta_{i}, \gamma_{i}\right\}_{i=1}^{2 P}$, and $\left|\psi_{i}\right\rangle$ is an initial wavefunction. The goal of QAOA is to choose $\left|\psi_{i}\right\rangle$ and to tune $\theta$, so that $\left|\psi_{\theta}\right\rangle$ approximates a target state. In the context of QLSP, we may choose $\left|\psi_{i}\right\rangle=|\widetilde{b}\rangle$. Then with a sufficiently large $P$, the optimal Trotter splitting method becomes a special form of Eq. (6.7.1). Hence Theorem 57 implies that the runtime complexity of QAOA, defined to be $T:=\sum_{i=1}^{P}\left(\left|\beta_{i}\right|+\right.$ $\left.\left|\gamma_{i}\right|\right)$, is at most $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$. We remark that the validity of such an upper bound requires a sufficiently large $P$ and optimal choice of $\theta$. On the other hand, our numerical results suggests that the same scaling can be achieved with a much smaller $P$.

For a given $P$, the optimal $\theta$ maximizes the fidelity as

$$
\max _{\theta} F_{\theta}:=\left|\left\langle\psi_{\theta} \mid \widetilde{x}\right\rangle\right|^{2}
$$

However, the maximization of the fidelity requires the knowledge of the exact solution $|\widetilde{x}\rangle$ which is not practical. We may instead solve the following minimization problem

$$
\begin{equation*}
\min _{\theta}\left\langle\psi_{\theta}\right| H_{1}^{2}\left|\psi_{\theta}\right\rangle \tag{6.7.2}
\end{equation*}
$$

Since the null space of $H_{1}$ is of dimension 2 , the unconstrained minimizer $\left|\psi_{\theta}\right\rangle$ seems possible to only have a small overlap with $|\widetilde{x}\rangle$. However, this is not a problem due to the choice of the initial state $\left|\psi_{i}\right\rangle=|\widetilde{b}\rangle$. Notice that by the variational principle the minimizer $\left|\psi_{\theta}\right\rangle$ maximizes $\left\langle\psi_{\theta}\right| P_{0}(1)\left|\psi_{\theta}\right\rangle$. Using the fact that $e^{-\mathrm{i} \beta H_{0}}|\bar{b}\rangle=e^{-\mathrm{i} \gamma H_{1}}|\bar{b}\rangle=|\bar{b}\rangle$ for any $\beta, \gamma$, we obtain $\left\langle\bar{b} \mid \psi_{\theta}\right\rangle=\langle\bar{b} \mid \widetilde{b}\rangle=0$, which means the QAOA ansatz prevents the transition to $|\bar{b}\rangle$, similar to AQC. Then $\left\langle\psi_{\theta}\right| P_{0}(1)\left|\psi_{\theta}\right\rangle=\left\langle\psi_{\theta} \mid \widetilde{x}\right\rangle\left\langle\widetilde{x} \mid \psi_{\theta}\right\rangle=F_{\theta}$, so the minimizer of Eq. (6.7.2) indeed maximizes the fidelity.

For every choice of $\theta$, we evaluate the expectation value $\left\langle\psi_{\theta}\right| H_{1}^{2}\left|\psi_{\theta}\right\rangle$. Then the next $\theta$ is adjusted on a classical computer towards minimizing the objective function. The process is repeated till convergence. Efficient classical algorithms for the optimization of parameters in QAOA are currently an active topic of research, including methods using gradient optimization $[164,114]$, Pontryagin's maximum principle (PMP) [160, 11], reinforcement learning [29, 125], to name a few. Algorithm 1 describes the procedure using QAOA to solve QLSP.

```
Algorithm 1 QAOA for solving QLSP
    Initial parameters \(\theta^{(0)}=\left\{\beta_{i}, \gamma_{i}\right\}_{i=1}^{2 P}\).
    for \(k=0,1, \ldots\) do
        Perform Hamiltonian simulation to obtain \(\psi_{\theta}^{(k)}\).
        Measure \(O\left(\theta^{(k)}\right)=\left\langle\psi_{\theta}^{(k)}\right| H_{1}^{2}\left|\psi_{\theta}^{(k)}\right\rangle\).
        If \(O\left(\theta^{(k)}\right)<\epsilon / \kappa^{2}\), exit the loop.
        Choose \(\theta^{(k+1)}\) using a classical optimization method.
    end for
```

Compared to $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$, QAOA have the following three potential advantages. The first advantage is that the optimization should automatically (at least in principle) achieve or even exceed the result obtained by AQC with the best scheduling function. Second, as discussed before, one way of the implementation of AQC(p) and AQC(exp) using an operator splitting method requires the time interval to be explicitly split into a large number of intervals, while numerical results indicate that the number of intervals $P$ in QAOA be much smaller, thus resulting in a lower depth quantum circuit. Compared to AQC, QAOA has the additional advantage that it only consists of $2 P$ time-independent Hamiltonian simulation problem, once $\theta$ is known.

Despite the potential advantages, several severe caveats of using QAOA for QLSP arise when we consider beyond the time complexity. The first is the cost for the classical optimization is hard to known a priori. The optimization may require many iterations, which overwhelms the gain of QAOA's reduced time complexity. The second is related to the accurate computation of the objective function $O\left(\theta^{(k)}\right)$. Note that the minimal spectrum gap of $H_{1}$ is $\mathcal{O}\left(\kappa^{-1}\right)$. In order to obtain an $\epsilon$-approximation, the precision of measuring $O(\theta)=\left\langle\psi_{\theta}\right| H_{1}\left|\psi_{\theta}\right\rangle$ should be at least $\mathcal{O}\left(\epsilon / \kappa^{2}\right)$. Hence $\mathcal{O}\left(\kappa^{4} / \epsilon^{2}\right)$ repeated measurements can be needed to achieve the desired accuracy.

### 6.8 Generalization to non-Hermitian matrices

Now we discuss the case when $A$ is not Hermitian positive definite. First we still assume that $A$ is Hermitian (but not necessarily positive definite). In this case we adopt the family of Hamiltonians introduced in [144], which overcomes the difficulty brought by the indefiniteness of $A$ at the expense of enlarging the Hilbert space to dimension $4 N$ (so two ancilla qubits are needed to enlarge the matrix block). Here we define

$$
H_{0}=\sigma_{+} \otimes\left[\left(\sigma_{z} \otimes I_{N}\right) Q_{+, b}\right]+\sigma_{-} \otimes\left[Q_{+, b}\left(\sigma_{z} \otimes I_{N}\right)\right]
$$

where $Q_{+, b}=I_{2 N}-|+, b\rangle\langle+, b|$, and $| \pm\rangle=\frac{1}{\sqrt{2}}(|0\rangle \pm|1\rangle)$. The null space of $H_{0}$ is $\operatorname{Null}\left(H_{0}\right)=$ $\operatorname{span}\{|0,-, b\rangle,|1,+, b\rangle\}$. We also define

$$
H_{1}=\sigma_{+} \otimes\left[\left(\sigma_{x} \otimes A\right) Q_{+, b}\right]+\sigma_{-} \otimes\left[Q_{+, b}\left(\sigma_{x} \otimes A\right)\right]
$$

Note that $\operatorname{Null}\left(H_{1}\right)=\operatorname{span}\{|0,+, x\rangle,|1,+, b\rangle\}$. Therefore the solution of the QLSP can be obtained if we can prepare the zero-energy state $|0,+, x\rangle$ of $H_{1}$.

The family of Hamiltonians for AQC(p) is still given by $H(f(s))=(1-f(s)) H_{0}+$ $f(s) H_{1}, 0 \leqslant s \leqslant 1$. Similar to the case of Hermitian positive definite matrices, there is a double degeneracy of the eigenvalue 0 , and we aim at preparing one of the eigenstate via time-optimal adiabatic evolution. More precisely, for any $s,|1,+, b\rangle$ is always in $\operatorname{Null}(H(f(s)))$, and there exists a state $|\widetilde{x}(s)\rangle$ with $|\widetilde{x}(0)\rangle=|0,-, b\rangle,|\widetilde{x}(1)\rangle=|0,+, x\rangle$, such that $\operatorname{Null}(H(f(s)))=\{|\widetilde{x}(s)\rangle,|1,+, b\rangle\}$. Such degeneracy will not influence the adiabatic computation starting with $|0,-, b\rangle$ for the same reason we discussed for Hermitian positive definite case (also discussed in [144]), and the error of $\mathrm{AQC}(\mathrm{p})$ is still bounded by $\eta(s)$ given in Eq. (6.3.4).

Furthermore, the eigenvalue 0 is separated from the rest of the eigenvalues of $H(f(s))$ by a gap $\Delta(f(s)) \geqslant \sqrt{(1-f(s))^{2}+(f(s) / \kappa)^{2}}$ [144]. For technical simplicity, note that $\sqrt{(1-f)^{2}+(f / \kappa)^{2}} \geq(1-f+f / \kappa) / \sqrt{2}$ for all $0 \leq f \leq 1$, we define the lower bound of the gap to be $\Delta_{*}(f)=(1-f+f / \kappa) / \sqrt{2}$, which is exactly proportional to that for the

Hermitian positive definite case. Therefore, we can use exactly the same time schedules as the Hermitian positive definite case to perform $A Q C(p)$ and $A Q C(\exp )$ schemes, and properties of $\mathrm{AQC}(\mathrm{p})$ and $\mathrm{AQC}(\exp )$ are stated in the following theorems (see Section 6.10 and Section 6.11 for the proof).
Theorem 58. Let $A \in \mathbb{C}^{N \times N}$ be a Hermitian matrix (not necessarily positive definite) with condition number $\kappa$. For any choice of $1<p<2$, the $A Q C(p)$ scheme gives

$$
\begin{equation*}
\|\left|\psi_{T}(s)\right\rangle\left\langle\psi_{T}(s)\right|-|0,+, x\rangle\langle 0,+, x| \|_{2} \leq C \kappa / T . \tag{6.8.1}
\end{equation*}
$$

Therefore in order to prepare an $\epsilon$-approximation of the solution of QLSP it suffices to choose the runtime $T=\mathcal{O}(\kappa / \epsilon)$. Furthermore, when $p=1,2$, the bound of the runtime becomes $T=\mathcal{O}(\kappa \log (\kappa) / \epsilon)$.
Theorem 59. Let $A \in \mathbb{C}^{N \times N}$ be a Hermitian matrix (not necessarily positive definite) with condition number $\kappa$. Then for large enough $T>0$, the final time error $\|\left|\psi_{T}(1)\right\rangle\left\langle\psi_{T}(1)\right|-$ $|0,+, x\rangle\langle 0,+, x| \|_{2}$ of the $A Q C($ exp $)$ scheme is bounded by

$$
\begin{equation*}
C \log (\kappa) \exp \left(-C\left(\frac{\kappa \log ^{2} \kappa}{T}\right)^{-\frac{1}{4}}\right) \tag{6.8.2}
\end{equation*}
$$

Therefore for any $\kappa>e, 0<\epsilon<1$, in order to prepare an $\epsilon$-approximation of the solution of QLSP it suffices to choose the runtime $T=\mathcal{O}\left(\kappa \log ^{2}(\kappa) \log ^{4}\left(\frac{\log \kappa}{\epsilon}\right)\right)$.

For a most general square matrix $A \in \mathbb{C}^{N \times N}$, we may transform it into the Hermitian case at the expense of further doubling the dimension of the Hilbert space. Introduce the solution of the adjoint QLSP $|y\rangle=\left(A^{\dagger}\right)^{-1}|b\rangle / \|\left(A^{\dagger}\right)^{-1}|b\rangle \|_{2}$, and consider an extended QLSP $\mathfrak{A}|\mathfrak{x}\rangle=|\mathfrak{b}\rangle$ in dimension $2 N$ where

$$
\mathfrak{A}=\sigma_{+} \otimes A+\sigma_{-} \otimes A^{\dagger}=\left(\begin{array}{cc}
0 & A \\
A^{\dagger} & 0
\end{array}\right), \quad|\mathfrak{b}\rangle=|+, b\rangle .
$$

Note that $\mathfrak{A}$ is a Hermitian matrix of dimension $2 N$, with condition number $\kappa$ and $\|\mathfrak{A}\|_{2}=1$, and $|\mathfrak{x}\rangle:=\frac{1}{\sqrt{2}}(|1, x\rangle+|0, y\rangle)$ solves the extended QLSP. Therefore we can directly apply AQC(p) and AQC $(\exp )$ for Hermitian matrix $\mathfrak{A}$ to prepare an $\epsilon$-approximation of $x$ and $y$ simultaneously. The total dimension of the Hilbert space becomes $8 N$ for non-Hermitian matrix $A$ (therefore three ancilla qubits are needed).

### 6.9 Numerical results

We first report the performance of $\mathrm{AQC}(\mathrm{p}), \mathrm{AQC}(\exp )$ and QAOA for a series of Hermitian positive definite dense matrices with varying condition numbers, together with the performance of RM and vanilla AQC.


Figure 6.8.1: Simulation results for the Hermitian positive definite example. Top/Middle: the runtime to reach desired fidelity $0.99 / 0.999$ as a function of the condition number. Bottom: a log-log plot of the runtime as a function of the accuracy with $\kappa=10$.

## Setup

For simulation purpose, the AQC schemes are carried out using a Trotter splitting method with a time step size 0.2 . We use the gradient descent method to optimize QAOA and record the running time corresponding to the lowest error in each case. In QAOA we also use the true fidelity to measure the error. RM is a Monte Carlo method, and each RM calculation involves performing 200 independent runs to obtain the density matrix $\rho^{(i)}$ for $i$ 'th repetition, then we use the averaged density $\bar{\rho}=1 / n_{\text {rep }} \sum \rho^{(i)}$ to compute the error. We report the averaged runtime of each single RM calculation. We perform calculations for a series of 64-dimensional Hermitian positive definite dense matrices $A_{1}$, and 32-dimensional non-Hermitian dense matrices $A_{2}$ with varying condition number $\kappa$.

| methods | scaling w.r.t. $\kappa$ | scaling w.r.t. $1 / \epsilon$ |
| :--- | :---: | :---: |
| vanilla AQC | 2.2022 | $/$ |
| RM | 1.4912 | 1.3479 |
| AQC(1) | 1.4619 | 1.0482 |
| AQC(1.25) | 1.3289 | 1.0248 |
| AQC(1.5) | 1.2262 | 1.0008 |
| AQC(1.75) | 1.1197 | 0.9899 |
| AQC(2) | 1.1319 | 0.9904 |
| AQC(exp) | 1.3718 | 0.5377 |
| AQC(exp) | $/$ | $1.7326($ w.r.t. $\log (1 / \epsilon))$ |
| QAOA | 1.0635 | 0.4188 |
| QAOA | $/$ | $1.4927($ w.r.t. $\log (1 / \epsilon))$ |

Table 6.2: Numerical scaling of the runtime as a function of the condition number and the accuracy, respectively, for the Hermitian positive definite example.

For concreteness, for the Hermitian positive definite example, we choose $A=U \Lambda U^{\dagger}$. Here $U$ is an orthogonal matrix obtained by Gram-Schmidt orthogonalization (implemented via a QR factorization) of the discretized periodic Laplacian operator given by

$$
L=\left(\begin{array}{cccccc}
1 & -0.5 & & & & -0.5  \tag{6.9.1}\\
-0.5 & 1 & -0.5 & & & \\
& -0.5 & 1 & -0.5 & & \\
& & \ddots & \ddots & \ddots & \\
& & & -0.5 & 1 & -0.5 \\
-0.5 & & & & -0.5 & 1
\end{array}\right)
$$

$\Lambda$ is chosen to be a diagonal matrix with diagonals uniformly distributed in $[1 / \kappa, 1]$. More precisely, $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{N}\right)$ with $\lambda_{k}=1 / \kappa+(k-1) h, h=(1-1 / \kappa) /(N-1)$. Such construction ensures $A$ to be a Hermitian positive definite matrix which satisfies $\|A\|_{2}=1$ and the condition number of $A$ is $\kappa$. We choose $|b\rangle=\sum_{k=1}^{N} u_{k} /\left\|\sum_{k=1}^{N} u_{k}\right\|_{2}$ where $\left\{u_{k}\right\}$ is the set of the column vectors of $U$. Here $N=64$.

For the non-Hermitian positive definite example, we choose $A=U \Lambda V^{\dagger}$. Here $U$ is the same as those in the Hermitian positive definite case, except that the dimension is reduced to $N=32 . \Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{N}\right)$ with $\lambda_{k}=(-1)^{k}(1 / \kappa+(k-1) h), h=(1-1 / \kappa) /(N-1)$.
$V$ is an orthogonal matrix obtained by Gram-Schmidt orthogonalization of the matrix

$$
K=\left(\begin{array}{cccccc}
2 & -0.5 & & & & -0.5  \tag{6.9.2}\\
-0.5 & 2 & -0.5 & & & \\
& -0.5 & 2 & -0.5 & & \\
& & \ddots & \ddots & \ddots & \\
& & & -0.5 & 2 & -0.5 \\
-0.5 & & & & -0.5 & 2
\end{array}\right)
$$

Such construction ensures $A$ to be non-Hermitian, satisfying $\|A\|_{2}=1$ and the condition number of $A$ is $\kappa$. We choose the same $|b\rangle$ as that in the Hermitian positive definite example.

## Results

Fig 6.8.1 shows how the total runtime $T$ depends on the condition number $\kappa$ and the accuracy $\epsilon$ for the Hermitian positive definite case. The numerical scaling is reported in Table 6.2. For the $\kappa$ dependence, despite that RM and $\mathrm{AQC}(1)$ share the same asymptotic linear complexity with respect to $\kappa$, we observe that the preconstant of RM is larger due to its Monte Carlo strategy and the mixed state nature resulting in the same scaling of errors in fidelity and density. The asymptotic scaling of the vanilla AQC is at least $\mathcal{O}\left(\kappa^{2}\right)$. When higher fidelity (0.999) is desired, the cost of vanilla AQC becomes too expensive, and we only report the timing of RM, AQC(p), AQC(exp) and QAOA. For the $\kappa$ dependence tests, the depth of QAOA ranges from 8 to 60 . For the $\epsilon$ dependence test, the depth of QAOA is fixed to be 20 . We find that the runtime for $\mathrm{AQC}(\mathrm{p}), \mathrm{AQC}(\exp )$ and QAOA depends approximately linearly on $\kappa$, while QAOA has the smallest runtime overall. It is also interesting to observe that although the asymptotic scalings of $\mathrm{AQC}(1)$ and $\mathrm{AQC}(2)$ are both bounded by $\mathcal{O}(\kappa \log \kappa)$ instead of $\mathcal{O}(\kappa)$, the numerical performance of $\operatorname{AQC}(2)$ is much better than $\mathrm{AQC}(1)$; in fact, the scaling is very close to that with the optimal value of $p$. For the $\epsilon$ dependence, the scaling of RM and $\mathrm{AQC}(\mathrm{p})$ is $\mathcal{O}(1 / \epsilon)$, which agrees with the error bound. Again the preconstant of RM is slightly larger. Our results also confirm that AQC( $\exp$ ) only depends poly logarithmically on $\epsilon$. Note that when $\epsilon$ is relatively large, AQC(exp) requires a longer runtime than that of $\mathrm{AQC}(\mathrm{p})$, and it eventually outperforms $\mathrm{AQC}(\mathrm{p})$ when $\epsilon$ is small enough. The numerical scaling of QAOA with respect to $\epsilon$ is found to be only $\mathcal{O}\left(\log ^{1.5}(1 / \epsilon)\right)$ together with the smallest preconstant.

Fig 6.9.1 and Table 6.3 demonstrate the simulation results for non-Hermitian matrices. We find that numerical performances of RM, AQC(p), AQC(exp) and QAOA are similar with that of the Hermitian positive definite case. Again QAOA obtains the optimal performance in terms of the runtime. The numerical scaling of the optimal AQC $(\mathrm{p})$ is found to be $\mathcal{O}(\kappa / \epsilon)$, while the time complexity of QAOA and $\mathrm{AQC}(\exp )$ is only $\mathcal{O}(\kappa \operatorname{poly}(\log (1 / \epsilon)))$.


Figure 6.9.1: Simulation results for the non-Hermitian example. Top: the runtime to reach 0.999 fidelity as a function of the condition number. Bottom: a log-log plot of the runtime as a function of the accuracy with $\kappa=10$.

| methods | scaling w.r.t. $\kappa$ | scaling w.r.t. $1 / \epsilon$ |
| :--- | :---: | :---: |
| vanilla AQC | 2.1980 | $/$ |
| RM | $/$ | 1.2259 |
| AQC(1) | 1.4937 | 0.9281 |
| AQC(1.25) | 1.3485 | 0.9274 |
| AQC(1.5) | 1.2135 | 0.9309 |
| AQC(1.75) | 1.0790 | 0.9378 |
| AQC(2) | 1.0541 | 0.9425 |
| AQC(exp) | 1.3438 | 0.4415 |
| AQC(exp) |  | $0.9316($ w.r.t. $\log (1 / \epsilon))$ |
| QAOA | 0.8907 | 0.3283 |
| QAOA | $/$ | $0.7410($ w.r.t. $\log (1 / \epsilon))$ |

Table 6.3: Numerical scaling of the runtime as a function of the condition number and the accuracy, respectively, for the non-Hermitian example.

### 6.10 Proof of Theorem 56 and Theorem 58

The proof of Theorem 56 and Theorem 58 rests on some delicate cancellation of the time derivatives $\left\|H^{(1)}\right\|_{2},\left\|H^{(2)}\right\|_{2}$ and the gap $\Delta(f(s))$ in the error bound, and can be completed by carefully analyzing the $\kappa$-dependence of each term in $\eta(s)$ given in Eq. (6.3.4). Please note that the proof strategy largely follows the proof of Theorem 7 , but here we show how the generic quadratic gap dependence can be improved to linear dependence in specific examples when more information on the spectrum is available.

Note that in both cases $H(f)=(1-f) H_{0}+f H_{1}$, and we let $\Delta_{*}(f)=(1-f+f / \kappa) / \sqrt{2}$ since such $\Delta_{*}$ can serve as a lower bound of the spectrum gap for both the case of Theorem 56 and 57 . We first compute the derivatives of $H(f(s))$ by chain rule as

$$
H^{(1)}(s)=\frac{d}{d s} H(f(s))=\frac{d H(f(s))}{d f} \frac{d f(s)}{d s}=\left(H_{1}-H_{0}\right) c_{p} \Delta_{*}^{p}(f(s)),
$$

and

$$
\begin{aligned}
H^{(2)}(s) & =\frac{d}{d s} H^{(1)}(s)=\frac{d}{d s}\left(\left(H_{1}-H_{0}\right) c_{p} \Delta_{*}^{p}(f(s))\right) \\
& =\left(H_{1}-H_{0}\right) c_{p} p \Delta_{*}^{p-1}(f(s)) \frac{d \Delta_{*}(f(s))}{d f} \frac{d f(s)}{d s} \\
& =\frac{1}{\sqrt{2}}(-1+1 / \kappa)\left(H_{1}-H_{0}\right) c_{p}^{2} p \Delta_{*}^{2 p-1}(f(s)) .
\end{aligned}
$$

Then the first two terms of $\eta(s)$ can be rewritten as

$$
\begin{aligned}
& \frac{\left\|H^{(1)}(0)\right\|_{2}}{T \Delta^{2}(0)}+\frac{\left\|H^{(1)}(s)\right\|_{2}}{T \Delta^{2}(f(s))} \leq \frac{\left\|H^{(1)}(0)\right\|_{2}}{T \Delta_{*}^{2}(0)}+\frac{\left\|H^{(1)}(s)\right\|_{2}}{T \Delta_{*}^{2}(f(s))} \\
= & \frac{\left\|\left(H_{1}-H_{0}\right) c_{p} \Delta_{*}^{p}(f(0))\right\|_{2}}{T \Delta_{*}^{2}(0)}+\frac{\left\|\left(H_{1}-H_{0}\right) c_{p} \Delta_{*}^{p}(f(s))\right\|_{2}}{T \Delta_{*}^{2}(f(s))} \\
\leq & \frac{C}{T}\left(c_{p} \Delta_{*}^{p-2}(0)+c_{p} \Delta_{*}^{p-2}(f(s))\right) \\
\leq & \frac{C}{T}\left(c_{p} \Delta_{*}^{p-2}(0)+c_{p} \Delta_{*}^{p-2}(1)\right)
\end{aligned}
$$

Here $C$ stands for a general positive constant independent of $s, \Delta, T$. To compute the remaining two terms of $\eta(s)$, we use the following change of variable

$$
u=f\left(s^{\prime}\right), \quad d u=\frac{d}{d s^{\prime}} f\left(s^{\prime}\right) d s^{\prime}=c_{p} \Delta_{*}^{p}\left(f\left(s^{\prime}\right)\right) d s^{\prime}
$$

and the last two terms of $\eta(s)$ become

$$
\begin{aligned}
& \frac{1}{T} \int_{0}^{s} \frac{\left\|H^{(2)}\right\|_{2}}{\Delta^{2}} d s^{\prime} \leq \frac{1}{T} \int_{0}^{s} \frac{\left\|H^{(2)}\right\|_{2}}{\Delta_{*}^{2}} d s^{\prime} \\
= & \frac{1}{T} \int_{0}^{s} \frac{\left\|\frac{1}{\sqrt{2}}(-1+1 / \kappa)\left(H_{1}-H_{0}\right) c_{p}^{2} p \Delta_{*}^{2 p-1}\left(f\left(s^{\prime}\right)\right)\right\|_{2}}{\Delta_{*}^{2}\left(f\left(s^{\prime}\right)\right)} d s^{\prime} \\
= & \frac{1}{T} \int_{0}^{f(s)} \frac{\left\|\frac{1}{\sqrt{2}}(-1+1 / \kappa)\left(H_{1}-H_{0}\right) c_{p}^{2} p \Delta_{*}^{2 p-1}(u)\right\|_{2}}{\Delta_{*}^{2}(u)} \frac{d u}{c_{p} \Delta_{*}^{p}(u)} \\
\leq & \frac{C}{T}\left((1-1 / \kappa) c_{p} \int_{0}^{f(s)} \Delta_{*}^{p-3}(u) d u\right) \\
\leq & \frac{C}{T}\left((1-1 / \kappa) c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right),
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \frac{1}{T} \int_{0}^{s} \frac{\left\|H^{(1)}\right\|_{2}^{2}}{\Delta^{3}} d s^{\prime} \leq \frac{1}{T} \int_{0}^{s} \frac{\left\|H^{(1)}\right\|_{2}^{2}}{\Delta_{*}^{3}} d s^{\prime} \\
= & \frac{1}{T} \int_{0}^{s} \frac{\left\|\left(H_{1}-H_{0}\right) c_{p} \Delta_{*}^{p}\left(f\left(s^{\prime}\right)\right)\right\|_{2}^{2}}{\Delta_{*}^{3}\left(f\left(s^{\prime}\right)\right)} d s^{\prime} \\
= & \frac{1}{T} \int_{0}^{f(s)} \frac{\left\|\left(H_{1}-H_{0}\right) c_{p} \Delta_{*}^{p}(u)\right\|_{2}^{2}}{\Delta_{*}^{3}(u)} \frac{d u}{c_{p} \Delta_{*}^{p}(u)} \\
\leq & \frac{C}{T}\left(c_{p} \int_{0}^{f(s)} \Delta_{*}^{p-3}(u) d u\right) \\
\leq & \frac{C}{T}\left(c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right) .
\end{aligned}
$$

Summarize all terms above, an upper bound of $\eta(s)$ is

$$
\begin{aligned}
\eta(s) \leq & \frac{C}{T}\left\{\left(c_{p} \Delta_{*}^{p-2}(0)+c_{p} \Delta_{*}^{p-2}(1)\right)\right. \\
& \left.+\left((1-1 / \kappa) c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right)+\left(c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right)\right\} \\
= & \frac{C}{T}\left\{2^{-(p-2) / 2}\left(c_{p}+c_{p} \kappa^{2-p}\right)+\left((1-1 / \kappa) c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right)+\left(c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right)\right\} .
\end{aligned}
$$

Finally, since for $1<p<2$

$$
c_{p}=\int_{0}^{1} \Delta_{*}^{-p}(u) d u=\frac{2^{p / 2}}{p-1} \frac{\kappa}{\kappa-1}\left(\kappa^{p-1}-1\right),
$$

and

$$
\int_{0}^{1} \Delta_{*}^{p-3}(u) d u=\frac{2^{-(p-3) / 2}}{2-p} \frac{\kappa}{\kappa-1}\left(\kappa^{2-p}-1\right)
$$

we have

$$
\begin{aligned}
\eta(s) \leq & \frac{C}{T}\left\{\frac{\kappa}{\kappa-1}\left(\kappa^{p-1}-1\right)+\frac{\kappa}{\kappa-1}\left(\kappa-\kappa^{2-p}\right)\right. \\
& \left.+\frac{\kappa}{\kappa-1}\left(\kappa^{p-1}-1\right)\left(\kappa^{2-p}-1\right)+\left(\frac{\kappa}{\kappa-1}\right)^{2}\left(\kappa^{p-1}-1\right)\left(\kappa^{2-p}-1\right)\right\} .
\end{aligned}
$$

The leading term of the bound is $\mathcal{O}(\kappa / T)$ when $1<p<2$.
Now we consider the limiting case when $p=1,2$. Note that the bound for $\eta(s)$ can still be written as

$$
\begin{aligned}
\eta(s) \leq & \frac{C}{T}\left\{\left(c_{p} \Delta_{*}^{p-2}(0)+c_{p} \Delta_{*}^{p-2}(1)\right)\right. \\
& \left.\quad+\left((1-1 / \kappa) c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right)+\left(c_{p} \int_{0}^{1} \Delta_{*}^{p-3}(u) d u\right)\right\} \\
& =\frac{C}{T}\left\{2^{-(p-2) / 2}\left(c_{p}+c_{p} \kappa^{2-p}\right)+(1-1 / \kappa) c_{p} c_{3-p}+c_{p} c_{3-p}\right\} .
\end{aligned}
$$

Straightforward computation shows that

$$
c_{1}=\int_{0}^{1} \Delta_{*}^{-1}(u) d u=\sqrt{2} \frac{\kappa}{\kappa-1} \log (\kappa)
$$

and

$$
c_{2}=\int_{0}^{1} \Delta_{*}^{-2}(u) d u=2 \frac{\kappa}{\kappa-1}(\kappa-1) .
$$

Hence when $p=1,2$,

$$
\eta(s) \leq \frac{C}{T}\left\{2^{-(p-2) / 2}\left(c_{p}+c_{p} \kappa^{2-p}\right)+(1-1 / \kappa) c_{1} c_{2}+c_{1} c_{2}\right\} \leq C \frac{\kappa \log (\kappa)}{T}
$$

This completes the proof of Theorem 56 and Theorem 58.

### 6.11 Proof of Theorem 57 and Theorem 59

We provide a rigorous proof of the error bound for $\mathrm{AQC}(\exp )$ scheme. We mainly follow the methodology of [121] and a part of technical treatments of [62]. Our main contribution
is carefully revealing an explicit constant dependence in the adiabatic theorem, which is the key to obtain the $\tilde{\mathcal{O}}(\kappa)$ scaling. In the AQC(exp) scheme, the Hamiltonian $H(s)=$ $(1-f(s)) H_{0}+f(s) H_{1}$ with $\left\|H_{0}\right\|,\left\|H_{1}\right\| \leq 1$ and

$$
\begin{equation*}
f(s)=\frac{1}{c_{e}} \int_{0}^{s} \exp \left(-\frac{1}{s^{\prime}\left(1-s^{\prime}\right)}\right) \mathrm{d} s^{\prime} \tag{6.11.1}
\end{equation*}
$$

The normalization constant $c_{e}=\int_{0}^{1} \exp \left(-\frac{1}{t(1-t)}\right) d t \approx 0.0070$. Let $U_{T}(s)$ denote the corresponding unitary evolution operator, and $P_{0}(s)$ denote the projector onto the eigenspace corresponding to 0 . We use $\Delta_{*}(f)=(1-f+f / \kappa) / \sqrt{2}$ since this can serve as a lower bound of the spectrum gap for both the case of Theorem 57 and Theorem 59.

We first restate the theorems universally with more technical details as following.
Theorem 60. Assume the condition number $\kappa>e$. Then the final time adiabatic error $\left.\left|1-\left\langle\psi_{T}(1)\right| P_{0}(1)\right| \psi_{T}(1)\right\rangle \mid$ of $A Q C($ exp $)$ can be bounded by $\eta_{1}^{2}$ where
(a) for arbitrary $N$,

$$
\eta_{1}^{2}=A_{1} D \log ^{2} \kappa\left(C_{2} \frac{\kappa \log ^{2} \kappa}{T} N^{4}\right)^{N}
$$

where $A_{1}, D, C_{2}$ are positive constants which are independent of $T, \kappa$ and $N$.
(b) if $T$ is large enough such that

$$
16 e A_{1}^{-1} D\left(\frac{4 \pi^{2}}{3}\right)^{3} \frac{\kappa \log ^{2} \kappa}{T} \leq 1
$$

then

$$
\eta_{1}^{2}=C_{1} \log ^{2} \kappa \exp \left(-\left(C_{2} \frac{\kappa \log ^{2} \kappa}{T}\right)^{-\frac{1}{4}}\right)
$$

where $A_{1}, D, C_{1}, C_{2}$ are positive constants which are independent of $T$ and $\kappa$.
Corollary 61. For any $\kappa>e, 0<\epsilon<1$, to prepare an $\epsilon$-approximation of the solution of $Q L S P$ using $A Q C($ exp $)$, it is sufficient to choose the runtime $T=\mathcal{O}\left(\kappa \log ^{2} \kappa \log ^{4}\left(\frac{\log \kappa}{\epsilon}\right)\right)$.

Proof. We start the proof by considering the projector $P(s)$ onto an invariant space of $H$, then $P(s)$ satisfies

$$
\begin{equation*}
\mathrm{i} \frac{1}{T} \partial_{s} P(s)=[H(s), P(s)], \quad P^{2}(s)=P(s) \tag{6.11.2}
\end{equation*}
$$

We try the ansatz (only formally)

$$
\begin{equation*}
P(s)=\sum_{j=0}^{\infty} E_{j}(s) T^{-j} \tag{6.11.3}
\end{equation*}
$$

Substitute it into the Heisenberg equation and match terms with the same orders, we get

$$
\begin{equation*}
\left[H(s), E_{0}(s)\right]=0, \quad \mathrm{i} \partial_{s} E_{j}(s)=\left[H(s), E_{j+1}(s)\right], \quad E_{j}(s)=\sum_{m=0}^{j} E_{m}(s) E_{j-m}(s) \tag{6.11.4}
\end{equation*}
$$

It has been proved in [121] that the solution of (6.11.4) with initial condition $E_{0}=P_{0}$ is given by

$$
\begin{align*}
& E_{0}(s)=P_{0}(s)=-(2 \pi \mathrm{i})^{-1} \oint_{\Gamma(s)}(H(s)-z)^{-1} d z  \tag{6.11.5}\\
& E_{j}(s)=(2 \pi)^{-1} \oint_{\Gamma(s)}(H(s)-z)^{-1}\left[E_{j-1}^{(1)}(s), P_{0}(s)\right](H(s)-z)^{-1} d z+S_{j}(s)-2 P_{0}(s) S_{j}(s) P_{0}(s) \tag{6.11.6}
\end{align*}
$$

where $\Gamma(s)=\{z \in \mathbb{C}:|z|=\Delta(s) / 2\}$ and

$$
\begin{equation*}
S_{j}(s)=\sum_{m=1}^{j-1} E_{m}(s) E_{j-m}(s) \tag{6.11.7}
\end{equation*}
$$

Furthermore given $E_{0}=P_{0}$, such solution is unique.
In general, Eq. (6.11.3) does not converge, so for arbitrary positive integer $N$ we define a truncated series as

$$
\begin{equation*}
P_{N}(s)=\sum_{j=0}^{N} E_{j}(s) T^{-j} \tag{6.11.8}
\end{equation*}
$$

Then

$$
\mathrm{i} \frac{1}{T} P_{N}^{(1)}-\left[H, P_{N}\right]=\mathrm{i} \frac{1}{T} \sum_{j=0}^{N} E_{j}^{(1)} T^{-j}-\sum_{j=0}^{N}\left[H, E_{j}\right] T^{-j}=\mathrm{i} T^{-(N+1)} E_{N}^{(1)}
$$

In Lemma 64, we prove that $P_{N}(0)=P_{0}(0)$ and $P_{N}(1)=P_{0}(1)$, then the adiabatic error becomes

$$
\begin{aligned}
\left.\left|1-\left\langle\psi_{T}(1)\right| P_{0}(1)\right| \psi_{T}(1)\right\rangle \mid & \left.=\left|\left\langle\psi_{T}(0)\right| P_{0}(0)\right| \psi_{T}(0)\right\rangle-\left\langle\psi_{T}(0)\right| U_{T}(1)^{-1} P_{0}(1) U_{T}(1)\left|\psi_{T}(0)\right\rangle \mid \\
& \leq\left\|P_{0}(1)-U_{T}(1)^{-1} P_{0}(0) U_{T}(1)\right\| \\
& =\left\|P_{N}(1)-U_{T}(1)^{-1} P_{N}(0) U_{T}(1)\right\| \\
& =\left\|\int_{0}^{1} d s \frac{d}{d s}\left(U_{T}^{-1} P_{N} U_{T}\right)\right\|
\end{aligned}
$$

Straightforward computations show that

$$
\begin{aligned}
\frac{d}{d s} & \left(U_{T}^{-1}\right)=-U_{T}^{-1} \frac{d}{d s}\left(U_{T}\right) U_{T}^{-1}=-U_{T}^{-1} \frac{T}{\mathrm{i}} H U_{T} U_{T}^{-1}=-\frac{T}{\mathrm{i}} U_{T}^{-1} H \\
\frac{d}{d s}\left(U_{T}^{-1} P_{N} U_{T}\right) & =\frac{d}{d s}\left(U_{T}^{-1}\right) P_{N} U_{T}+U_{T}^{-1} \frac{d}{d s}\left(P_{N}\right) U_{T}+U_{T}^{-1} P_{N} \frac{d}{d s}\left(U_{T}\right) \\
& =-\frac{T}{\mathrm{i}} U_{T}^{-1} H P_{N} U_{T}+U_{T}^{-1} \frac{T}{\mathrm{i}}\left[H, P_{N}\right] U_{T}+U_{T}^{-1} T^{-N} E_{N}^{(1)} U_{T}+\frac{T}{\mathrm{i}} U_{T}^{-1} P_{N} H U_{T} \\
& =T^{-N} U_{T}^{-1} E_{N}^{(1)} U_{T}
\end{aligned}
$$

therefore

$$
\left.\left|1-\left\langle\psi_{T}(1)\right| P_{0}(1)\right| \psi_{T}(1)\right\rangle \mid \leq\left\|\int_{0}^{1} T^{-N} U_{T}^{-1} E_{N}^{(1)} U_{T} d s\right\| \leq T^{-N} \max _{s \in[0,1]}\left\|E_{N}^{(1)}\right\|
$$

In Lemma 69, we prove that (the constant $c_{f}=4 \pi^{2} / 3$ )

$$
\begin{aligned}
\left\|E_{N}^{(1)}\right\| & \leq A_{1} A_{2}^{N} A_{3} \frac{[(N+1)!]^{4}}{(1+1)^{2}(N+1)^{2}} \\
& =\frac{A_{1}}{4} D \log ^{2} \kappa\left[A_{1}^{-1} c_{f}^{3} \frac{16}{\Delta} D \log ^{2} \kappa\right]^{N} \frac{[(N+1)!]^{4}}{(N+1)^{2}} \\
& \leq \frac{A_{1}}{4} D \log ^{2} \kappa\left[16 A_{1}^{-1} D c_{f}^{3} \kappa \log ^{2} \kappa\right]^{N} \frac{[(N+1)!]^{4}}{(N+1)^{2}} \\
& \leq A_{1} D \log ^{2} \kappa\left[16 A_{1}^{-1} D c_{f}^{3} \kappa \log ^{2} \kappa N^{4}\right]^{N}
\end{aligned}
$$

where the last inequality comes from the fact that $[(N+1)!]^{4} /(N+1)^{2} \leq 4 N^{4 N}$. This completes the proof of part (a).

When $T$ is large enough, we now choose

$$
N=\left\lfloor\left(16 e A_{1}^{-1} D c_{f}^{3} \frac{\kappa \log ^{2} \kappa}{T}\right)^{-\frac{1}{4}}\right\rfloor \geq 1
$$

then

$$
\begin{aligned}
\left.\left|1-\left\langle\psi_{T}(1)\right| P_{0}(1)\right| \psi_{T}(1)\right\rangle \mid & \leq A_{1} D \log ^{2} \kappa\left[16 A_{1}^{-1} D c_{f}^{3} \frac{\kappa \log ^{2} \kappa}{T} N^{4}\right]^{N} \\
& \leq A_{1} D \log ^{2} \kappa \exp \left(-\left(16 e A_{1}^{-1} D c_{f}^{3} \frac{\kappa \log ^{2} \kappa}{T}\right)^{-\frac{1}{4}}\right)
\end{aligned}
$$

This completes the proof of part (b).

The remaining part is devoted to some preliminary results regarding $H, E$ and the technical estimates for the growth of $E_{j}$. It is worth mentioning in advance that in the proof we will encounter many derivatives taken on a contour integral. In fact all such derivatives taken on a contour integral will not involve derivatives on the contour. Specifically, since $(H(s)-z)^{-1}$ is analytic for any $0<|z|<\Delta(s)$, then for any $s_{0} \in(0,1)$, there exists a small enough neighborhood $B_{\delta}\left(s_{0}\right)$ such that $\forall s \in B_{\delta}\left(s_{0}\right), \oint_{\Gamma(s)} G\left(s,(H(s)-z)^{-1}\right) d z=\oint_{\Gamma\left(s_{0}\right)} G\left(s,(H(s)-z)^{-1}\right) d z$ for any smooth mapping $G$. This means locally the contour integral does not depend on the smooth change of the contour, thus the derivatives will not involve derivatives on the contour. In the spirit of this trick, we write the resolvent $R\left(z, s, s_{0}\right)=(H(s)-z)^{-1}$ for $0 \leq s \leq 1,0 \leq s_{0} \leq 1, z \in \mathbb{C}$ and $|z|=\Delta\left(s_{0}\right) / 2$ and let $R^{(k)}$ denote the partial derivative with respect to $s$, i.e. $\frac{\partial}{\partial s} R\left(z, s, s_{0}\right)$, which means by writing $R^{(k)}$ we only consider the explicit time derivatives brought by $H$.

Lemma 62. (a) $H(s) \in C^{\infty}$ with $H^{(k)}(0)=H^{(k)}(1)=0$ for all $k \geq 1$.
(b) There's a gap $\Delta(s) \geq \Delta_{*}(s)=((1-f(s))+f(s) / \kappa) / \sqrt{2}$ which separates 0 from the rest of the spectrum.

The following lemma gives the bound for the derivatives of $H$.
Lemma 63. For every $k \geq 1,0<s<1$,

$$
\begin{equation*}
\left\|H^{(k)}(s)\right\| \leq b(s) a(s)^{k} \frac{(k!)^{2}}{(k+1)^{2}} \tag{6.11.9}
\end{equation*}
$$

where

$$
b(s)=\frac{2 e}{c_{e}} \exp \left(-\frac{1}{s(1-s)}\right)[s(1-s)]^{2}, \quad a(s)=\left(\frac{2}{s(1-s)}\right)^{2} .
$$

Proof. We first compute the derivatives of $f$. Let $g(s)=-s(1-s)$ and $h(y)=\exp (1 / y)$, then $f^{\prime}(s)=c_{e}^{-1} h(g(s))$. By the chain rule of high order derivatives (also known as Faà di Bruno's formula),

$$
f^{(k+1)}(s)=c_{e}^{-1} \sum \frac{k!}{m_{1}!1!^{m_{1}} m_{2}!2!^{m_{2}} \cdots m_{k}!k!^{m_{k}}} h^{\left(m_{1}+m_{2}+\cdots+m_{k}\right)}(g(s)) \prod_{j=1}^{k}\left(g^{(j)}(s)\right)^{m_{j}}
$$

where the sum is taken over all $k$-tuples of non-negative integers $\left(m_{1}, \cdots, m_{k}\right)$ satisfying
$\sum_{j=1}^{k} j m_{j}=k$. Note that $g^{(j)}(s)=0$ for $j \geq 3$, the sum becomes

$$
\begin{aligned}
f^{(k+1)}(s) & =c_{e}^{-1} \sum_{m_{1}+2 m_{2}=k} \frac{k!}{m_{1}!1!^{m_{1}} m_{2}!2^{m_{2}}} h^{\left(m_{1}+m_{2}\right)}(g(s))\left(g^{(1)}(s)\right)^{m_{1}}\left(g^{(2)}(s)\right)^{m_{2}} \\
& =c_{e}^{-1} \sum_{m_{1}+2 m_{2}=k} \frac{k!}{m_{1}!m_{2}!2^{m_{2}}} h^{\left(m_{1}+m_{2}\right)}(g(s))(2 s-1)^{m_{1}} 2^{m_{2}} \\
& =c_{e}^{-1} \sum_{m_{1}+2 m_{2}=k} \frac{k!}{m_{1}!m_{2}!} h^{\left(m_{1}+m_{2}\right)}(g(s))(2 s-1)^{m_{1}} .
\end{aligned}
$$

To compute the derivatives of $h$, we use the chain rule again to get (the sum is over $\left.\sum_{j=1}^{m} j n_{j}=m\right)$

$$
\begin{aligned}
h^{(m)}(y) & =\sum \frac{m!}{n_{1}!!^{n_{1}} n_{2}!2!^{n_{2}} \cdots n_{m}!m!^{n_{m}}} \exp (1 / y) \prod_{j=1}^{m}\left(\frac{d^{j}(1 / y)}{d y^{j}}\right)^{n_{j}} \\
& =\sum \frac{m!}{n_{1}!1!^{n_{1}} n_{2}!2!^{n_{2}} \cdots n_{m}!m!^{n_{m}}} \exp (1 / y) \prod_{j=1}^{m}\left((-1)^{j} j!y^{-j-1}\right)^{n_{j}} \\
& =\sum \frac{(-1)^{m} m!}{n_{1}!n_{2}!\cdots n_{m}!} \exp (1 / y) y^{-m-\sum n_{j}}
\end{aligned}
$$

Since $0 \leq n_{j} \leq m / j$, the number of tuples $\left(m_{1}, \cdots, m_{n}\right)$ is less than $(m+1)(m / 2+1)(m / 3+$ 1) $\cdots(m / m+1)=\binom{2 m}{m}<2^{2 m}$, so for $0<y<1$ and $m \leq k$ we have

$$
\left|h^{(m)}(y)\right| \leq 2^{2 k} k!\exp (1 / y) y^{-2 k}
$$

Therefore $f^{(k+1)}$ can be bounded as

$$
\begin{aligned}
\left|f^{(k+1)}(s)\right| & \leq c_{e}^{-1} \sum_{m_{1}+2 m_{2}=k} \frac{k!}{m_{1}!m_{2}!} 2^{2 k} k!\exp \left(-\frac{1}{s(1-s)}\right)\left(\frac{1}{s(1-s)}\right)^{2 k}|2 s-1|^{m_{1}} \\
& \leq c_{e}^{-1} \exp \left(-\frac{1}{s(1-s)}\right)\left(\frac{2}{s(1-s)}\right)^{2 k}(k!)^{2} \sum_{m_{1} \leq k} \frac{1}{m_{1}!} \\
& \leq e c_{e}^{-1} \exp \left(-\frac{1}{s(1-s)}\right)\left(\frac{2}{s(1-s)}\right)^{2 k}(k!)^{2}
\end{aligned}
$$

Substitute $k+1$ by $k$ and for every $k \geq 1$

$$
\begin{aligned}
\left|f^{(k)}(s)\right| & \leq e c_{e}^{-1} \exp \left(-\frac{1}{s(1-s)}\right)\left(\frac{2}{s(1-s)}\right)^{2(k-1)}((k-1)!)^{2} \\
& \leq 4 e c_{e}^{-1} \exp \left(-\frac{1}{s(1-s)}\right)\left(\frac{2}{s(1-s)}\right)^{2(k-1)} \frac{(k!)^{2}}{(k+1)^{2}} .
\end{aligned}
$$

Note that $\left\|H_{0}\right\| \leq 1,\left\|H_{1}\right\| \leq 1$ and $H^{(k)}=\left(H_{1}-H_{0}\right) f^{(k)}$, we complete the proof of bounds for $H^{(k)}$.

The following result demonstrate that $E_{j}(j \geq 1)$ vanish on the boundary.
Lemma 64. (a) For all $k \geq 1, E_{0}^{(k)}(0)=P_{0}^{(k)}(0)=0, E_{0}^{(k)}(1)=P_{0}^{(k)}(1)=0$.
(b) For all $j \geq 1, k \geq 0, E_{j}^{(k)}(0)=E_{j}^{(k)}(1)=0$.

Proof. We will repeatedly use the fact that $R^{(k)}(0)=R^{(k)}(1)=0$. This can be proved by taking the $k$ th order derivative of the equation $(H-z) R=I$ and

$$
R^{(k)}=-R \sum_{l=1}^{k}\binom{k}{l}(H-z)^{(l)} R^{(k-l)}=-R \sum_{l=1}^{k}\binom{k}{l} H^{(l)} R^{(k-l)} .
$$

(a) This is a straightforward result by the definition of $E_{0}$ and the fact that $R^{(k)}$ vanish on the boundary.
(b) We prove by induction with respect to $j$. For $j=1$, Eq. (6.11.6) tells that

$$
E_{1}=(2 \pi)^{-1} \oint_{\Gamma} R\left[P_{0}^{(1)}, P_{0}\right] R d z
$$

Therefore each term in the derivatives of $E_{1}$ must involve at least one of the derivative of $R$ and the derivative of $P_{0}$, which means the derivatives of $E_{1}$ much vanish on the boundary.

Assume the conclusion holds for $<j$, then for $j$, first each term of the derivatives of $S_{j}$ much involve the derivative of some $E_{m}$ with $m<j$, which means the derivatives of $S_{j}$ much vanish on the boundary. Furthermore, for the similar reason, Eq. (6.11.6) tells that the derivatives of $E_{j}$ must vanish on the boundary.

Before we process, we recall three technical lemmas introduced in [121, 62]. Throughout let $c_{f}=4 \pi^{2} / 3$ denote an absolute constant.

Lemma 65. Let $\alpha>0$ be a positive real number, $p, q$ be non-negative integers and $r=p+q$. Then

$$
\sum_{l=0}^{k}\binom{k}{l} \frac{[(l+p)!(k-l+q)!]^{1+\alpha}}{(l+p+1)^{2}(k-l+q+1)^{2}} \leq c_{f} \frac{[(k+r)!]^{1+\alpha}}{(k+r+1)^{2}}
$$

Lemma 66. Let $k$ be a non-negative integer, then

$$
\sum_{l=0}^{k} \frac{1}{(l+1)^{2}(k+1-l)^{2}} \leq c_{f} \frac{1}{(k+1)^{2}}
$$

Lemma 67. Let $A(s), B(s)$ be two smooth matrix-valued function defined on $[0,1]$ satisfying

$$
\left\|A^{(k)}(s)\right\| \leq a_{1}(s) a_{2}(s)^{k} \frac{[(k+p)!]^{1+\alpha}}{(k+1)^{2}}, \quad\left\|B^{(k)}(s)\right\| \leq b_{1}(s) b_{2}(s)^{k} \frac{[(k+q)!]^{1+\alpha}}{(k+1)^{2}}
$$

for some non-negative functions $a_{1}, a_{2}, b_{1}, b_{2}$, non-negative integers $p, q$ and for all $k \geq 0$. Then for every $k \geq 0,0 \leq s \leq 1$,

$$
\left\|(A(s) B(s))^{(k)}\right\| \leq c_{f} a_{1}(s) b_{1}(s) \max \left\{a_{2}(s), b_{2}(s)\right\}^{k} \frac{[(k+r)!]^{1+\alpha}}{(k+1)^{2}}
$$

where $r=p+q$.
Next we bound the derivatives of the resolvent. This bound provides the most important improvement of the general adiabatic bound.

Lemma 68. For all $k \geq 0$,

$$
\left\|R^{(k)}\left(z, s_{0}, s_{0}\right)\right\| \leq \frac{2}{\Delta\left(s_{0}\right)}\left(D \log ^{2} \kappa\right)^{k} \frac{(k!)^{4}}{(k+1)^{2}}
$$

where

$$
D=c_{f} \frac{2048 \sqrt{2} e^{2}}{c_{e}}
$$

Proof. We prove by induction, and for simplicity we will omit explicit dependence on arguments $z, s, s_{0}$. The estimate obviously holds for $k=0$. Assume the estimate holds for $<k$. Take the $k$ th order derivative of the equation $(H-z) R=I$ and we get

$$
R^{(k)}=-R \sum_{l=1}^{k}\binom{k}{l}(H-z)^{(l)} R^{(k-l)}=-R \sum_{l=1}^{k}\binom{k}{l} H^{(l)} R^{(k-l)} .
$$

Using Lemma 63 and induction hypothesis, we have

$$
\left\|R^{(k)}\right\|_{2} \leq \frac{2}{\Delta} \sum_{l=1}^{k}\binom{k}{l} b a^{l} \frac{(l!)^{2}}{(l+1)^{2}} \frac{2}{\Delta}\left(D \log ^{2} \kappa\right)^{k-l} \frac{[(k-l)!]^{4}}{(k-l+1)^{2}}
$$

To proceed we need to bound the term $\Delta^{-1} b a^{l}$ for $l \geq 1$. Let us define

$$
F(s)=\frac{c_{e}}{2^{2 l} 2 \sqrt{2} e} \Delta_{*}^{-1}(s) b(s) a(s)^{l}=\frac{\exp \left(-\frac{1}{s(1-s)}\right)}{(1-f(s)+f(s) / \kappa)[s(1-s)]^{2 l-2}}
$$

Note that $F(0)=F(1)=0, F(s)>0$ for $s \in(0,1)$ and $F(1 / 2+t)>F(1 / 2-t)$ for $t \in(0,1 / 2)$, then there exists a maximizer $s_{*} \in[1 / 2,1)$ such that $F(s) \leq F\left(s_{*}\right), \forall s \in[0,1]$. Furthermore, $F^{\prime}\left(s_{*}\right)=0$. Now we compute the $F^{\prime}$ as

$$
\begin{aligned}
& {\left[(1-f+f / \kappa)[s(1-s)]^{2 l-2}\right]^{2} F^{\prime}(s) } \\
= & \exp \left(-\frac{1}{s(1-s)}\right) \frac{1-2 s}{s^{2}(1-s)^{2}}(1-f+f / \kappa)[s(1-s)]^{2 l-2} \\
& \quad-\exp \left(-\frac{1}{s(1-s)}\right)\left[\left(-f^{\prime}+f^{\prime} / \kappa\right)[s(1-s)]^{2 l-2}\right. \\
& \left.+(1-f+f / \kappa)(2 l-2)[s(1-s)]^{2 l-3}(1-2 s)\right] \\
= & \exp \left(-\frac{1}{s(1-s)}\right)[s(1-s)]^{2 l-4} \\
& \times[(1-f+f / \kappa)(1-2 s)[1-(2 l-2) s(1-s)] \\
& \left.\quad-\exp \left(-\frac{1}{s(1-s)}\right) c_{e}^{-1}(-1+1 / \kappa) s^{2}(1-s)^{2}\right] \\
= & \exp \left(-\frac{1}{s(1-s)}\right)[s(1-s)]^{2 l-4} G(s)
\end{aligned}
$$

where
$G(s)=(1-f+f / \kappa)(1-2 s)[1-(2 l-2) s(1-s)]+\exp \left(-\frac{1}{s(1-s)}\right) c_{e}^{-1}(1-1 / \kappa) s^{2}(1-s)^{2}$.
The sign of $F^{\prime}(s)$ for $s \in(0,1)$ is the same as the sign of $G(s)$.
We now show that $s_{*}$ cannot be very close to 1 . Precisely, we will prove that for all $s \in\left[1-\frac{c}{l \log \kappa}, 1\right)$ with $c=\sqrt{c_{e}} / 4 \approx 0.021, G(s)<0$. For such $s$, we have

$$
\begin{gathered}
1-f+f / \kappa \geq f(1 / 2) / \kappa>0 \\
1-2 s<-1 / 2
\end{gathered}
$$

and

$$
1-(2 l-2) s(1-s) \geq 1-(2 l-2)(1-s) \geq 1-\frac{2 c}{\log \kappa} \geq 1 / 2
$$

then

$$
(1-f+f / \kappa)(1-2 s)[1-(2 l-2) s(1-s)] \leq-\frac{f(1 / 2)}{4 \kappa}=-\frac{1}{8 \kappa}
$$

On the other hand,

$$
\begin{aligned}
\exp \left(-\frac{1}{s(1-s)}\right) & \leq \exp \left(-\left(1-\frac{c}{l \log \kappa}\right)^{-1} \frac{l \log \kappa}{c}\right) \\
& =\kappa^{-\left(1-\frac{c}{l \log \kappa}\right)^{-1} \frac{l}{c}} \\
& \leq \kappa^{-l / c} \\
& \leq \kappa^{-1}
\end{aligned}
$$

then

$$
\begin{aligned}
& \exp \left(-\frac{1}{s(1-s)}\right) c_{e}^{-1}(1-1 / \kappa) s^{2}(1-s)^{2} \\
\leq & \frac{1}{\kappa} \frac{1}{c_{e}}\left(\frac{c}{l \log \kappa}\right)^{2} \\
\leq & \frac{1}{16 \kappa} .
\end{aligned}
$$

Therefore for all $s \in\left[1-\frac{c}{l \log \kappa}, 1\right]$ we have $G(s) \leq-1 /(16 \kappa)<0$, which indicates $s_{*} \leq$ $1-\frac{c}{l \log \kappa}$.

We are now ready to bound $F(s)$. From the equation $G\left(s_{*}\right)=0$, we get

$$
\frac{\exp \left(-\frac{1}{s_{*}\left(1-s_{*}\right)}\right)}{1-f+f / \kappa}=\frac{\left(1-2 s_{*}\right)\left[1-(2 l-2) s_{*}\left(1-s_{*}\right)\right]}{c_{e}^{-1}(-1+1 / \kappa) s_{*}^{2}\left(1-s_{*}\right)^{2}}
$$

which gives

$$
\begin{aligned}
F(s) & \leq F\left(s_{*}\right) \\
& =\frac{\left(1-2 s_{*}\right)\left[1-(2 l-2) s_{*}\left(1-s_{*}\right)\right]}{c_{e}^{-1}(-1+1 / \kappa)\left[s_{*}\left(1-s_{*}\right)\right]^{2 l}} \\
& \leq \frac{2 s_{*}-1}{c_{e}^{-1}(1-1 / \kappa)\left[s_{*}\left(1-s_{*}\right)\right]^{2 l}} \\
& \leq 2 c_{e} \cdot 2^{2 l}\left(1-s_{*}\right)^{-2 l} \\
& \leq 2 c_{e} \cdot 2^{2 l}\left(\frac{l \log \kappa}{c}\right)^{2 l} \\
& =2 c_{e}\left(\frac{64}{c_{e}}\right)^{l}(\log \kappa)^{2 l} l^{2 l} \\
& \leq \frac{2 c_{e}}{e^{2}}\left(\frac{64 e^{2}}{c_{e}}\right)^{l}(\log \kappa)^{2 l}(l!)^{2} .
\end{aligned}
$$

The last inequality comes from the fact $l^{l} \leq e^{l-1} l$ !, which can be derived from the fact that

$$
\sum_{i=1}^{n} \log i \geqslant \int_{1}^{n} \log x \mathrm{~d} x=n \log n-(n-1)
$$

By definition of $F(s)$ we immediately get

$$
\Delta^{-1} b a^{l} \leq \frac{2 \sqrt{2} e}{c_{e}} 4^{l} F \leq \frac{4 \sqrt{2}}{e}\left(\frac{256 e^{2}}{c_{e}}\right)^{l}(\log \kappa)^{2 l}(l!)^{2}
$$

Now we go back to the estimate of $R^{(k)}$. By Lemma 65,

$$
\begin{aligned}
\left\|R^{(k)}\right\|_{2} & \leq \frac{2}{\Delta} \sum_{l=1}^{k}\binom{k}{l} b a^{l} \frac{(l!)^{2}}{(l+1)^{2}} \frac{2}{\Delta}\left(D \log ^{2} \kappa\right)^{k-l} \frac{[(k-l)!]^{4}}{(k-l+1)^{2}} \\
& \leq \frac{2}{\Delta} \sum_{l=1}^{k}\binom{k}{l} \frac{8 \sqrt{2}}{e}\left(\frac{256 e^{2}}{c_{e}}\right)^{l}(\log \kappa)^{2 l}(l!)^{2} \frac{(l!)^{2}}{(l+1)^{2}}\left(D \log ^{2} \kappa\right)^{k-l} \frac{[(k-l)!]^{4}}{(k-l+1)^{2}} \\
& \leq \frac{2}{\Delta}\left(D \log ^{2} \kappa\right)^{k} c_{f}^{-1} \sum_{l=1}^{k}\binom{k}{l} \frac{(l!)^{4}[(k-l)!]^{4}}{(l+1)^{2}(k-l+1)^{2}} \\
& \leq \frac{2}{\Delta}\left(D \log ^{2} \kappa\right)^{k} \frac{(k!)^{4}}{(k+1)^{2}} .
\end{aligned}
$$

This completes the proof.
The next lemma is the main technical result, which gives the bound of derivatives of $E_{j}$ defined in (6.11.4).

Lemma 69. (a) For all $k \geq 0$,

$$
\begin{equation*}
\left\|E_{0}^{k}\right\|=\left\|P_{0}^{k}\right\| \leq\left(D \log ^{2} \kappa\right)^{k} \frac{(k!)^{4}}{(k+1)^{2}} \tag{6.11.10}
\end{equation*}
$$

(b) For all $k \geq 0, j \geq 1$,

$$
\begin{equation*}
\left\|E_{j}^{(k)}\right\| \leq A_{1} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} \tag{6.11.11}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{1}=\frac{1}{2}\left[c_{f}^{2}\left(1+2 c_{f}^{2}\right)\right]^{-1} \\
& A_{2}=A_{1}^{-1} c_{f}^{3} \frac{16}{\Delta} D \log ^{2} \kappa \\
& A_{3}=D \log ^{2} \kappa
\end{aligned}
$$

Remark 70. The choice of $A_{1}, A_{2}$ can be rewritten as

$$
\begin{aligned}
c_{f}^{3} \frac{16}{\Delta} D \log ^{2} \kappa & =A_{1} A_{2}, \\
c_{f}^{2}\left(1+2 c_{f}^{2}\right) A_{1} & =\frac{1}{2} .
\end{aligned}
$$

Furthermore, using $c_{f}>1$, we have

$$
c_{f}^{3} \frac{16}{\Delta} \frac{A_{3}}{A_{2}}=A_{1} \leq \frac{1}{2} .
$$

These relations will be used in the proof later.
Proof. (a) By Lemma 68,

$$
\left\|P_{0}^{k}\left(s_{0}\right)\right\|=\left\|(2 \pi \mathrm{i})^{-1} \oint_{\Gamma\left(s_{0}\right)} R^{(k)}\left(z, s_{0}, s_{0}\right) d z\right\| \leq\left(D \log ^{2} \kappa\right)^{k} \frac{(k!)^{4}}{(k+1)^{2}}
$$

(b) We prove by induction with respect to $j$. For $j=1$, Eq. (6.11.6) tells

$$
\left\|E_{1}^{(k)}\right\|=\left\|(2 \pi)^{-1} \oint_{\Gamma} \frac{d^{k}}{d s^{k}}\left(R\left[P_{0}^{(1)}, P_{0}\right] R\right) d z\right\| \leq \frac{\Delta}{2}\left\|\frac{d^{k}}{d s^{k}}\left(R\left[P_{0}^{(1)}, P_{0}\right] R\right)\right\| .
$$

By Lemma 67 and Lemma 68,

$$
\begin{aligned}
\left\|E_{1}^{(k)}\right\| & \leq \Delta c_{f}^{3}\left(\frac{2}{\Delta}\right)^{2} D \log ^{2} \kappa\left(D \log ^{2} \kappa\right)^{k} \frac{[(k+1)!]^{4}}{(k+1)^{2}} \\
& \leq A_{1} A_{2} A_{3}^{k} \frac{[(k+1)!]^{4}}{(k+1)^{2}(1+1)^{2}}
\end{aligned}
$$

Now assume $<j$ the estimate holds, for $j$, by Lemma 66, Lemma 67 and induction hypothesis,

$$
\begin{aligned}
\left\|S_{j}^{(k)}\right\| & \leq \sum_{m=1}^{j-1} c_{f} A_{1} A_{2}^{m} A_{1} A_{2}^{j-m} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(m+1)^{2}(j-m+1)^{2}} \\
& =A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}} c_{f} \sum_{m=1}^{j-1} \frac{1}{(m+1)^{2}(j-m+1)^{2}} \\
& \leq c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} .
\end{aligned}
$$

Again by Lemma 67, Lemma 68 and induction hypothesis,

$$
\begin{aligned}
\left\|E_{j}^{(k)}\right\| \leq & \left\|\frac{d^{k}}{d s^{k}}\left((2 \pi)^{-1} \oint_{\Gamma} R\left[E_{j-1}^{(1)}, P_{0}\right] R d z\right)\right\|+\left\|\frac{d^{k}}{d s^{k}} S_{j}\right\|+\left\|\frac{d^{k}}{d s^{k}}\left(2 P_{0} S_{j} P_{0}\right)\right\| \\
\leq & \Delta c_{f}^{3}\left(\frac{2}{\Delta}\right)^{2} A_{1} A_{2}^{j-1} A_{3} \frac{1}{j^{2}} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}}+c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} \\
& +2 c_{f}^{2} c_{f}^{2} A_{1}^{2} A_{2}^{j} \frac{1}{(j+1)^{2}} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}} \\
\leq & c_{f}^{3} \frac{16}{\Delta} A_{1} A_{2}^{j-1} A_{3}^{k+1} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}}+c_{f}^{2} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} \\
& +2 c_{f}^{4} A_{1}^{2} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} \\
= & {\left[c_{f}^{3} \frac{16}{\Delta} \frac{A_{3}}{A_{2}}+c_{f}^{2}\left(1+2 c_{f}^{2}\right) A_{1}\right] \times\left[A_{1} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}}\right] } \\
\leq & A_{1} A_{2}^{j} A_{3}^{k} \frac{[(k+j)!]^{4}}{(k+1)^{2}(j+1)^{2}} .
\end{aligned}
$$

### 6.12 Discussion

By reformulating QLSP into an eigenvalue problem, AQC provides an alternative route to solve QLSP other than those based on phase estimation (such as HHL) and those based on approximation of matrix functions (such as LCU and QSP). However, the scaling of the vanilla AQC is at least $\mathcal{O}\left(\kappa^{2} / \epsilon\right)$, which is unfavorable with respect to both $\kappa$ and $\epsilon$. Thanks to the explicit information of the energy gap along the adiabatic path, we demonstrate that we may reschedule the AQC and dramatically improve the performance of AQC for solving QLSP. When the target accuracy $\epsilon$ is relatively large, the runtime complexity of the $\mathrm{AQC}(\mathrm{p})$ method $(1<p<2)$ is reduced to $\mathcal{O}(\kappa / \epsilon)$; for highly accurate calculations with a small $\epsilon$, the $\mathrm{AQC}(\exp )$ method is more advantageous, and its runtime complexity is $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$. Due to the close connection between AQC and QAOA, the runtime complexity of QAOA for solving QLSP is also bounded by $\mathcal{O}(\kappa \operatorname{poly}(\log (\kappa / \epsilon)))$. Both AQC and QAOA can be implemented on gate-based quantum computers.

Our numerical results can be summarized using the following relation:

$$
\mathrm{QAOA} \lesssim \mathrm{AQC}(\exp ) \lesssim \mathrm{AQC}(p)<\mathrm{RM}<\text { vanilla AQC }
$$

Here $A<B$ means that the runtime of $A$ is smaller than that of $B$. The two exceptions are: $\mathrm{QAOA} \lesssim \mathrm{AQC}(\exp )$ means that the runtime of QAOA is smaller only when the optimizer
$\theta$ is found, while $\mathrm{AQC}(\exp ) \lesssim \mathrm{AQC}(p)$ holds only when $\epsilon$ is sufficiently small. While the runtime complexity of $\mathrm{AQC}(\exp )$ readily provides an upper bound of the runtime complexity of QAOA, numerical results indicate that the optimizer of QAOA often involves a much smaller depth and hence the dynamics of QAOA does not necessarily follow the adiabatic path. It is therefore of interest to find alternative routes to directly prove the scaling of the QAOA runtime without relying on AQC. Based on the wide range of applications of linear systems and the simplicity of the AQC scheme, we think that our AQC based QLSP solver can be a useful subroutine for future design of quantum algorithms.
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[^0]:    ${ }^{1}$ For simplicity, here the Hamiltonian is before spatial discretization.
    ${ }^{2}$ For example, for a single water molecule, there are 3 nuclei and 10 electrons. Even if only 8 spatial grids are used along each coordinate, the size of the corresponding discretized Hamiltonian becomes as large as $8^{39}$.

[^1]:    ${ }^{3}$ We refer interested readers to [111] for a comprehensive review.

[^2]:    ${ }^{4}$ The rigorous foundation of TDDFT is much less clear than Born-Oppenheimer approximation, and we do not provide the original physical argument either.
    ${ }^{5}$ Here we omit the external force field.

[^3]:    ${ }^{6}$ Here $\|\cdot\|$ denotes the matrix 2-norm.

[^4]:    ${ }^{7}$ Indeed, quantum computers can only perform linear unitary transformations since quantum states are described by normalized vectors, among which the generic transformations are unitary.

[^5]:    ${ }^{8}$ Runge-Kutta and multistep methods seem not preferable in quantum simulation because the corresponding propagators are not unitary, though there exist efforts on building a quantum version of the multistep methods for solving generic ordinary differential equations [13].

[^6]:    ${ }^{9}$ For simplicity, here we only consider the gap condition for a single eigenvalue. Gap condition can also be generalized to the scenario of multiple eigenvalues, which will be specified later in Part II.

[^7]:    ${ }^{10}$ It also works for non-Hermitian matrices using the dilation trick at the sacrifice of doubling the size of the linear space.

[^8]:    ${ }^{1}$ Adapted with permission from [85]. Copyright 2018 American Chemical Society.

[^9]:    ${ }^{1}$ Here the $C^{4}$ regularity is a technical assumption to bound the norm of the nested commutators, which will be detailed in Section 5.6.
    ${ }^{2}$ In the context of time-independent simulation [44], the error of Trotter methods does not scale directly with respect to the operator norm $\left\|H_{1}\right\|$, but with respect to the norm of the (high-order) commutators $\left[H_{1}, H_{2}\right],\left[H_{1},\left[H_{1}, H_{2}\right]\right],\left[H_{2},\left[H_{2}, H_{1}\right]\right]$ and so on. However, this does not change our conclusion here. In principle, the interaction picture method can also be generalized to efficiently simulate time-dependent Hamiltonians. However, its practical performance has not been well understood.

[^10]:    ${ }^{3}$ Theorem 46 shows that the number of Trotter steps may not scale with respect to $\left\|H_{1}\right\|$. The mechanism of the improvement is very different from that of the interaction picture approach, where the number of the time steps is still linear in $\left\|H_{1}\right\|$.

