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Abstract Single- and double-differential cross-section
measurements are presented for the production of top-quark
pairs, in the lepton + jets channel at particle and parton level.
Two topologies, resolved and boosted, are considered and
the results are presented as a function of several kinematic
variables characterising the top and 77 system and jet multi-
plicities. The study was performed using data from pp colli-
sions at centre-of-mass energy of 13 TeV collected in 2015
and 2016 by the ATLAS detector at the CERN Large Hadron
Collider (LHC), corresponding to an integrated luminosity
of 36 fb~1. Due to the large tf cross-section at the LHC,
such measurements allow a detailed study of the properties
of top-quark production and decay, enabling precision tests
of several Monte Carlo generators and fixed-order Standard
Model predictions. Overall, there is good agreement between
the theoretical predictions and the data.
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1 Introduction

The detailed studies of the characteristics of top-quark pair
(tf) production as a function of different kinematic vari-
ables that can now be performed at the Large Hadron Col-
lider (LHC) provide a unique opportunity to test the Stan-
dard Model (SM) at the TeV scale. Furthermore, extensions
to the SM may modify the ¢z differential cross-sections
in ways that an inclusive cross-section measurement [1]
is not sensitive to. In particular, such effects may distort
the top-quark momentum distribution, especially at higher
momentum [2,3]. Therefore, a precise measurement of the
tt differential cross-sections has the potential to enhance
the sensitivity to possible effects beyond the SM, as well
as to challenge theoretical predictions that now reach next-
to-next-to-leading-order (NNLO) accuracy in perturbative
quantum chromodynamics (pQCD) [4-6]. Moreover, the dif-
ferential distributions are sensitive to the differences between
Monte Carlo (MC) generators and their settings, represent-
ing a valuable input to the tuning of the MC parameters.
This aspect is relevant for all the searches and measure-
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ments that are limited by the accuracy of the modelling of 77
production.

The ATLAS [7-15] and CMS [16-22] Collaborations
have published measurements of ¢7 differential cross-sections
at centre-of-mass energies (/s) of 7 TeV, 8 TeV and 13 TeV
in pp collisions using final states containing leptons, both
in the full phase-space using parton-level variables and in
fiducial phase-space regions using observables constructed
from final-state particles (particle-level). These results have
been largely used to improve the modelling of MC generators
[23-27] and to reduce the uncertainties in the gluon parton
distribution function (PDF) [28].

The results presented in this paper probe the top-quark
kinematic properties at /s = 13 TeV and complement recent
measurements involving leptonic final states by ATLAS [13—
15] and CMS [19,21] by measuring single- and double-
differential cross-sections in the selected fiducial phase-
spaces and extrapolating the results to the full phase-space
at the parton level.

In the SM, the top quark decays almost exclusively into
a W boson and a b-quark. The signature of a ¢f decay is
therefore determined by the W boson decay modes. This
analysis makes use of the £-+jets 77 decay mode, also called
the semileptonic channel, where one W boson decays into
an electron or a muon and a neutrino, and the other W boson
decays into a quark—antiquark pair, with the two decay modes
referred to as the e+jets and u+jets channels, respectively.
Events in which the W boson decays into an electron or muon
through a T-lepton decay may also meet the selection criteria.
Since the reconstruction of the top quark depends on its decay
products, in the following the two top quarks are referred to
as ‘hadronically (or leptonically) decaying top quarks’ (or
alternatively ‘hadronic/leptonic top’ ), depending on the W
boson decay mode.

Two complementary topologies of the ¢7 final state in
the £+4jets channel are exploited, referred to as ‘resolved’
and ‘boosted’, where the decay products of the hadronically
decaying top quark are either angularly well separated or
collimated into a single large-radius jet reconstructed in the
calorimeter, respectively. As the jet selection efficiency of the
resolved analysis decreases with increasing top-quark trans-
verse momentum, the boosted selection allows events with
higher-momentum hadronically decaying top quarks to be
efficiently selected.

The differential cross-sections for r7 production are mea-
sured as a function of a large number of variables (described
in Sect. 7) including, for the first time in this channel
in ATLAS, double-differential distributions. Moreover, the
amount of data and the reduced detector uncertainties com-
pared to previous publications also allows, for the first time,
double differential measurements in the boosted topology to
be made.

@ Springer

The analysis investigates a list of variables that charac-
terise various aspects of the r7 system production. In par-
ticular, the variables selected are sensitive to the kinematics
of the top and anti-top quarks and of the 7 system or are
sensitive to initial- and final-state radiation effects. Further-
more, the variables are sensitive to the differences among
PDFs and possible beyond the SM effects. Both normalised
and absolute differential cross-sections are measured, with
more emphasis given to the discussion of the normalised
results.

Differential cross-sections are measured as a function
of different variables in the fiducial and full phase-spaces,
since they serve different purposes: the particle-level cross-
sections in the fiducial phase-space are particularly suited
to MC tuning while the parton-level cross-sections, extrapo-
lated to the full phase-space, are the observables to be used
for stringent tests of higher-order pQCD predictions and for
the determination of the proton PDFs and the top-quark pole
mass in pQCD analyses.

2 ATLAS detector

ATLAS is a multipurpose detector [29] that provides nearly
full solid angle' coverage around the interaction point.
Charged-particle trajectories with pseudorapidity |n| < 2.5
are reconstructed in the inner detector, which comprises a sil-
icon pixel detector, a silicon microstrip detector and a tran-
sition radiation tracker (TRT). The innermost pixel layer,
the insertable B-layer [30,31], was added before the start of
13 TeV LHC operation at an average radius of 33 mm around
a new, thinner beam pipe. The inner detector is embed-
ded in a superconducting solenoid generating a 2 T axial
magnetic field, allowing precise measurements of charged-
particle momenta. The calorimeter system covers the pseu-
dorapidity range |n| < 4.9. Within the region |n| < 3.2,
electromagnetic calorimetry is provided by barrel and endcap
high-granularity lead/liquid-argon (LAr) calorimeters, with
an additional thin LAr presampler covering |n| < 1.8, to cor-
rect for energy loss in material upstream of the calorimeters.
Hadronic calorimetry is provided by the steel/scintillating-
tile calorimeter, segmented into three barrel structures within

I ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point in the centre of the detector. The positive x-
axis is defined by the direction from the interaction point to the centre
of the LHC ring, with the positive y-axis pointing upwards, while the
beam direction defines the z-axis. Cylindrical coordinates (r, ¢) are
used in the transverse plane, ¢ being the azimuthal angle around the
z-axis. The pseudorapidity 7 is defined in terms of the polar angle 6 by
n = —Intan(0/2). Rapidity is defined as y = 0.5 In[(E+ p;) /(E — p;)]
where E denotes the energy and p, is the component of the momen-
tum along the beam direction. The angular distance AR is defined as

V(AY)? + (Ag)2.
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[n| < 1.7, and two copper/LAr hadronic endcap calorime- E §
ters. The solid angle coverage is completed with forward cop- g %
per/LAr and tungsten/LAr calorimeter modules optimised = E
for electromagnetic and hadronic measurements respectively. é E 24334 Lo
The calorimeters are surrounded by a muon spectrometer i % % % % % 55 2
within a magnetic field provided by air-core toroid magnets s ‘L:’ oo o o Z Z Z o o
with a bending integral of about 2.5 Tm in the barrel and % 2l222239393%933%838% %8
up to 6 Tm in the endcaps. Three stations of precision drift I e B S N Rl
tubes and cathode-strip chambers provide an accurate mea- o0
surement of the muon track curvature in the region || < 2.7. §
Resistive-plate and thin-gap chambers provide muon trigger- 3 ° °
ing capability up to |n| = 2.4. "‘é o g é
Data were selected from inclusive pp interactions using E, ? = =
a two-level trigger system [32]. A hardware-based trigger 5 = § K K
uses custom-made hardware and coarser-granularity detec- [ é E csg2g2g2¢g
tor data to initially reduce the trigger rate to approximately g% B ERASSSSSE £ g g
100 kHz from the original 40 MHz LHC bunch crossing rate. g § gl = = & (lg %ﬂ %ﬂ %ﬁ %ﬁ %ﬁ %ﬁ S 5 B8
A software-based high-level trigger, which has access to full EE|F| < F o aaaaad<aad
detector granularity, is applied to further reduce the event E ,E
rate to 1 kHz. fﬁ Z
§ S S8 = 288838388 2
HHEEEEE R R R
3 Data and simulation §'§ g % § é % % % % % % E é é é é
EZ|E|FEEFEEEEEEEE 2 RS
The differential cross-sections are measured using data col- 5 § e O
lected during the 2015 and 2016 LHC pp stable collisions g
at /s = 13 TeV with 25 ns bunch spacing and an average £ g
number of pp interactions per bunch crossing (i) of around E g Z
23. The selected data sample, satisfying beam, detector and > ‘g g
data-taking quality criteria, correspond to an integrated lumi- 2 §0 oy o o S o Q98
nosity of 36.1 fb—1. % 5 g A Sz ZzZ
The data were collected using single-muon or single- § 2 £ E E E E § E ; ;
electron triggers. For each lepton type, multiple trigger con- é £ i’ 222Q % % cccc QAR
ditions were combined to maintain good efficiency in the full - g Q1222255565855 ¢2 ¢ 2
momentum range, while controlling the trigger rate. Differ- g2
ent transverse momentum (pr) thresholds were applied in % Z
the 2015 and 2016 data taking. In the data sample collected 3
in 2015, the pr thresholds for the electrons were 24 GeV, ~§ ; PN FEIFTETETEE
60 GeV and 120 GeV, while for muons the thresholds were E g,: é é 3 é é é é é é é 33z
20 GeV and 50 GeV; in the data sample collected in 2016, % R O < SIS
the p thresholds for the electrons were 26 GeV, 60 GeV and § UQ- g E E E E E E E E E E g % % %
140 GeV, while for muons the thresholds were 26 GeV and “—3 t" Slg8z22p28858sz2¢z2¢Z
50 GeV. Different pr thresholds were employed since tighter z %
isolation or identification requirements were applied to the 82
triggers with lowest pt thresholds. g §
The signal and background processes are modelled with O % = % @
various MC event generators described below and sum- Eﬁ 2\ _ 33T
marised in Table 1. Multiple overlaid pp collisions were ; Z g g ‘é’ E‘ E, §
simulated with the soft QCD processes of PYTHIA 8.186 £5 |z 2 £ Z 2 ; ; ; g » N
[33] using parameter values from the A2 set of tuned param- U% g g . g = ; ; ; PR ¥ :’7 N
eters (tune) [34] and the MSTW2008LO [35] set of PDFs - % ; E % % 2 8 28 88 38 ;
to account for the effects of additional collisions from the 25|z| 2¢ 8 F %;u %;D %;D %;n %:L %;0 1 r e
same and nearby bunch crossings (pile-up). Simulation sam- SE|lE|lsiesédéEaea IENE
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ples are reweighted so that their pile-up profile matches the
one observed in data. The simulated samples are always
reweighted to have the same integrated luminosity of the
data.

The EVTGEN v1.2.0 program [36] was used to simulate
the decay of bottom and charm hadrons for all event gen-
erators except for SHERPA [37]. The detector response was
simulated [38] in GEANT 4 [39]. A ‘fast simulation’ [40]
(denoted by AFII in the plots throughout the paper), utilis-
ing parameterised showers in the calorimeter [40], but with
full simulation of the inner detector and muon spectrometer,
was used in the samples generated to estimate /7 modelling
uncertainties. The data and MC events were reconstructed
with the same software algorithms.

3.1 Signal simulation samples

In this section the MC generators used for the simulation of
tf event samples are described for the nominal sample, the
alternative samples used to estimate systematic uncertainties
and the other samples used in the comparisons of the mea-
sured differential cross-sections [41]. The top-quark mass
(m,) and width were set to 172.5 GeV and 1.32 GeV [42],
respectively, in all MC event generators.

For the generation of 7 events, the POWHEG- BOX v2
[43-46] generator with the NNPDF30NLO PDF sets [47]
in the matrix element (ME) calculations was used. Events
where both top quarks decayed hadronically were not
included. The parton shower, fragmentation, and the under-
lying events were simulated using PYTHIA 8.210 [33] with
the NNPDF23L.O PDF [48] sets and the A14 tune [49]. The
hdamp parameter, which controls the p of the first gluon or
quark emission beyond the Born configuration in POWHEG-
Box v2, was setto 1.5 m; [24]. The main effect of this param-
eter is to regulate the high- pt emission against which the 77
system recoils. Signal 77 events generated with those settings
are referred to as the nominal signal sample. In all the fol-
lowing figures and tables the predictions based on this MC
sample are referred to as ‘PWG+PY8’.

The uncertainties affecting the description of the hard
gluon radiation are evaluated using two samples with dif-
ferent factorisation and renormalisation scales relative to the
nominal sample, as well as a different /1gamp parameter value
[26]. For one sample, the factorisation and renormalisation
scales were reduced by a factor of 0.5, the hgamp parameter
was increased to 3m; and the Var3cUp eigentune from the
Al4 tune was used. In all the following figures and tables
the predictions based on this MC sample are referred to as
‘PWG+PY8 Rad. Up’. For the second sample, the factorisa-
tion and renormalisation scales were increased by a factor
of 2.0 while the igamp parameter was unchanged and the
Var3cDown eigentune from the Al4 tune was used. In all
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the following figures and tables the predictions based on this
MC sample are referred to as ‘PwG+PY8 Rad. Down’.

The effect of the simulation of the parton shower and
hadronisation is studied using the POWHEG- BOX v2 genera-
tor with the NNPDF30NLO PDF interfaced to HERWIG 7.0.1
[50,51] for the showering, using the MMHT20141068cl PDF
set [52] and the H7-UE-MMHT tune [53]. In all the following
figures and tables the predictions based on this MC sample
are referred to as ‘PwG+H7’.

The impact of the generator choice, including matrix ele-
ment calculation, matching procedure, parton-shower and
hadronisation model, is evaluated using events generated
with SHERPA 2.2.1 [37], which models the zero and one
additional-parton process at next-to-leading-order (NLO)
accuracy and up to four additional partons at leading-order
(LO) accuracy using the MEPS@NLO prescription [54],
with the NNPDF3.0NNLO PDF set [47]. The calculation
uses its own parton-shower tune and hadronisation model. In
all the following figures and tables the predictions based on
this MC sample are referred to as ‘SHERPA’.

All the t7 samples described are normalised to the
NNLO+NNLL in pQCD by the means of a k-factor.
The cross-section used to evaluate the k-factor is 0,7 =
832730 (scale) + 35 (PDF, as) pb, as calculated with the
Top++2.0 program to NNLO in pQCD, including soft-gluon
resummation to next-to-next-to-leading-log order (NNLL)
[55-61], and assuming m; = 172.5 GeV. The first uncer-
tainty comes from the independent variation of the factorisa-
tion and renormalisation scales, up and uR, while the second
one is associated with variations in the PDF and «g, follow-
ing the PDFALHC prescription with the MSTW2008 68%
CL NNLO, CT10 NNLO and NNPDF2.3 5f FFN PDF sets,
described in Refs. [48,62-64].

3.2 Background simulation samples

Several processes can produce the same final state as the 77
£-+jets channel. The events produced by these backgrounds
need to be estimated and subtracted from the data to deter-
mine the top-quark pair cross-sections. They are all estimated
by using MC simulation with the exception of the background
events containing a fake or non-prompt lepton, for which
data-driven techniques are employed. The processes consid-
ered are W+jets, Z+jets production, diboson final states and
single top-quark production, in the 7-channel, in association
with a W boson and in the s-channel. The contributions from
top and ¢7 produced in association with weak bosons and
tf tt are also considered. The overall contribution of these
processes is denoted by ¢ + X.

For the generation of single top quarks in the t W channel
and s-channel the POWHEG- BOX v1 [65,66] generator with
the CT10 PDF [63] sets in the ME calculations was used.
Electroweak 7-channel single-top-quark events were gener-
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ated using the POWHEG- BOX v1 generator. This generator
uses the four-flavour scheme for the NLO ME calculations
[67] together with the fixed four-flavour PDF set CT10f4.
For these processes the parton shower, fragmentation, and
the underlying event were simulated using PYTHIA 6.428
[68] with the CTEQ6L1 PDF [69] sets and the correspond-
ing Perugia 2012 tune (P2012) [70]. The single-top-quark
cross-sections for the W channel were normalised using its
NLO+NNLL prediction, while the z- and s-channels were
normalised using their NLO predictions [71-76].

The modelling uncertainties related to the additional radi-
ation in the generation of single top quarks in the t W- and ¢-
channels are assessed using two alternative samples for each
channel, generated with different factorisation and renormal-
isation scales and different P2012 tunes relative to the nom-
inal samples. In the first two samples, the factorisation and
renormalisation scales were reduced by a factor of 0.5 and
the radHi tune was used. For the second two samples, the
factorisation and renormalisation scales were increased by
a factor of 2.0 and the radLo tune was used. An additional
sample is used to assess the uncertainty due to the method
used in the subtraction of the overlap of tW production of
single top quarks and production of ¢ pairs from the t W sam-
ple [77]. In the nominal sample the diagram removal method
(DR) is used, while the alternative sample is generated using
the diagram subtraction (DS) one. All the other settings are
identical in the two samples.

Events containing W or Z bosons associated with jets were
simulated using the SHERPA 2.2.1 [37] generator. Matrix ele-
ments were calculated for up to two partons at NLO and
four partons at LO using the Comix [78] and OpenLoops
[79] ME generators and merged with the SHERPA parton
shower [80] using the ME+PS @NLO prescription [54]. The
NNPDF3.0NNLO PDF set was used in conjunction with
dedicated parton-shower tuning. The W/Z+jets events were
normalised to the NNLO cross-sections [81,82].

Diboson processes with one of the bosons decaying
hadronically and the other leptonically were simulated using
the SHERPA 2.2.1 generator. They were calculated for up to
one (ZZ) or zero (W W, W Z) additional partons at NLO and
up to three additional partons at LO using the Comix and
OpenLoops ME generators and merged with the SHERPA
parton shower using the ME+PS@NLO prescription. The
CT10PDF set was used in conjunction with dedicated parton-
shower tuning. The samples were normalised to the NLO
cross-sections evaluated by the generator.

The ttW and 7tZ samples were simulated using MAD-
GRAPH5_aMC@NLO and the NNPDF23NNLO PDF set
[48] for the ME. In addition to the r7W and 7 Z samples, the
predictions for t Z, t7t7, ttWW and t W Z are included in the
t+ X background. These processes have never been observed
at the LHC, except for strong evidence for 1 Z [83,84], and
have a cross-section significantly smaller than for 17W and

ttZ production, providing a subdominant contribution to the
t + X background. The simulation of the ¢Z, ttWW and
ttrt samples was performed using MADGRAPH while the
simulation of the tWZ sample was obtained with MAD-
GRAPHS5_aMC@NLO. For all the samples in the ¢ + X back-
ground, PYTHIA 8.186 [33] and the PDF set NNPDF23LO
with the A14 tune were used for the showering and hadroni-
sation.

4 Object reconstruction and event selection

The following sections describe the detector- and particle-
level objects used to characterise the final-state event topol-
ogy and to define the fiducial phase-space regions for the
measurements.

4.1 Detector-level object reconstruction

Primary vertices are formed from reconstructed tracks that
are spatially compatible with the interaction region. The
hard-scatter primary vertex is chosen to be the one with at
least two associated tracks and the highest > p%, where the
sum extends over all tracks with pt > 0.4 GeV matched to
the vertex.

Electron candidates are reconstructed by matching tracks
in the inner detector to energy deposits in the EM calorime-
ter. They must satisfy a ‘tight’ likelihood-based identifica-
tion criterion based on shower shapes in the EM calorimeter,
track quality and detection of transition radiation produced
in the TRT detector [85]. The reconstructed EM clusters are
required to have a transverse energy ET > 27 GeV and a
pseudorapidity |n| < 2.47, excluding the transition region
between the barrel and endcap calorimeters (1.37 < |n] <
1.52). The longitudinal impact parameter zo of the associ-
ated track is required to satisfy |Azg sinf| < 0.5 mm, where
0 is the polar angle of the track, and the transverse impact
parameter significance |dy|/o (dg) < 5, where d is the trans-
verse impact parameter and o (dy) is its uncertainty. The
impact parameters dy and zq are calculated relative to the
beam spot and the beam line, respectively. Isolation require-
ments based on calorimeter and tracking quantities are used
to reduce the background from jets misidentified as prompt
leptons (fake leptons) or due to semileptonic decays of heavy-
flavour hadrons (non-prompt real leptons) [86]. The isolation
criteria are pr- and n-dependent, and ensure an efficiency of
90% for electrons with pt of 25 GeV and 99% efficiency
for electrons with pt of 60 GeV. The identification, isolation
and trigger efficiencies are measured using electrons from Z
boson decays [85].

Muon candidates are identified by matching tracks in the
muon spectrometer to tracks in the inner detector [87]. The
track pr is determined through a global fit to the hits, which

@ Springer
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takes into account the energy loss in the calorimeters. Muons
are required to have pt > 27 GeV and || < 2.5. To reduce
the background from muons originating from heavy-flavour
decays inside jets, muons are required to be isolated using
track-quality and isolation criteria similar to those applied to
electrons.

Jets are reconstructed using the anti-k; algorithm [88] with
radius parameter R = 0.4 as implemented in the FAST-
JET package [89]. Jet reconstruction in the calorimeter starts
from topological clustering of individual calorimeter cell [90]
signals. They are calibrated to be consistent with electromag-
netic cluster shapes using corrections determined in simula-
tion and inferred from test-beam data. Jet four-momenta are
then corrected for pile-up effects using the jet-area method
[91]. To reduce the number of jets originating from pile-up,
an additional selection criterion based on a jet-vertex tag-
ging (JVT) technique is applied. The jet-vertex tagging is
a likelihood discriminant that combines information from
several track-based variables [92] and the criterion is only
applied to jets with pt < 60GeV and || < 2.4. The jets’
energy and direction are calibrated using an energy- and 7n-
dependent simulation-based calibration scheme with in situ
corrections based on data [93], and are accepted if they have
pT > 25GeV and || < 2.5.

To identify jets containing b-hadrons, a multivariate dis-
criminant (MV2c10) [94,95] is used, combining informa-
tion about the secondary vertices, impact parameters and the
reconstruction of the full b-hadron decay chain [96]. Jets are
considered as b-tagged if the value of the multivariate anal-
ysis (MVA) discriminant is larger than a certain threshold.
The thresholds are chosen to provide a 70% b-jet tagging
efficiency in an inclusive ¢7 sample, corresponding to rejec-
tion factors for charm quark and light-flavour parton initiated
jets of 12 and 381, respectively.

Large-R jets are reconstructed using the reclustering
approach [97]: the anti-k; algorithm, with radius parameter
R = 1,is applied directly to the calibrated small-R (R = 0.4)
jets, defined in the previous paragraph. Applying this tech-
nique, the small-R jet calibrations and uncertainties can be
directly propagated in the dense environment of the reclus-
tered jet, without additional corrections or systematic uncer-
tainties [98]. The reclustered jets rely mainly on the technique
and cuts applied to remove the pile-up contribution in the cal-
ibration of the small-R jets. However, a trimming technique
[99] is applied to the reclustered jet to remove soft small-R
jets that could originate entirely from pile-up. The trimming
procedure removes all the small-R jets with fraction of pt
smaller than 5% of the reclustered jet pt [100,101]. Only
reclustered jets with pr > 350 GeV and |n| < 2.0 are con-
sidered in the analysis. The reclustered jets are considered
b-tagged if at least one of the constituent small-R jets is b-
tagged. To top-tag the reclustered jets the jet mass is required
to be 120 < mjey < 220GeV. This selection has an effi-

@ Springer

ciency of 60%, evaluated by only considering reclustered jets
witha top quark satisfying AR (reclustered jet, "*4) < 0.75,
where "% is the generated top quark that decays hadroni-
cally.

For objects satisfying more than one selection criteria,
a procedure called ‘overlap removal’ is applied to assign
a unique hypothesis to each object. If a muon shares
a track with an electron, it is likely to have undergone
bremsstrahlung and hence the electron is not selected. To
prevent double-counting of electron energy deposits as jets,
the jet closest to a reconstructed electron is discarded if
AR(jet,e) < 0.2. Subsequently, to reduce the impact of
non-prompt electrons, if AR (jet, e) < 0.4, then that elec-
tron is removed. In case a jet is within AR (jet, u) = 0.4
of a muon, if the jet has fewer than three tracks the jet is
removed whereas if the jet has at least three tracks the muon
is removed.

The missing transverse momentum E%‘iss is defined as
the magnitude of the ﬁ?iss vector computed from the neg-
ative sum of the transverse momenta of the reconstructed
calibrated physics objects (electrons, photons, hadronically
decaying t-leptons, small-R jets and muons) together with
an additional soft term constructed with all tracks that are
associated with the primary vertex but not with these objects
[102,103].

4.2 Particle-level object definition

Particle-level objects are defined in simulated events using
only stable particles, i.e. particles with a mean lifetime t >
30 ps. The fiducial phase-spaces used for the measurements in
the resolved and boosted topologies are defined using a series
of requirements applied to particle-level objects analogous
to those used in the selection of the detector-level objects,
described above.

Stable electrons and muons are required to not originate
from a generated hadron in the MC event, either directly or
through a t-lepton decay. This ensures that the lepton is from
an electroweak decay without requiring a direct match toa W
boson. Events where the W boson decays into a leptonically
decaying t-lepton are accepted. The four-momenta of the
bare leptons are then modified by adding the four-momenta
of all photons, not originating from hadron decay, within a
cone of size AR = 0.1, to take into account final-state photon
radiation. Such ‘dressed leptons’ are then required to have
pt > 27GeV and || < 2.5.

Neutrinos from hadron decays either directly or via a 7-
lepton decay are rejected. The particle-level missing trans-
verse momentum is calculated from the four-vector sum of
the selected neutrinos.

Particle-level jets are reconstructed using the same anti-k;
algorithm used at the detector level. The jet-reconstruction
procedure takes as input all stable particles, except for
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charged leptons and neutrinos not from hadron decay as
described above, inside a radius R = 0.4. Particle-level jets
arerequired tohave pt > 25GeVand || < 2.5. Ajetisiden-
tified as a b-jet if a hadron containing a b-quark is matched
to the jet through a ghost-matching technique described in
Ref. [91]; the hadron must have pt > 5 GeV.

The reclustered jets are reconstructed at particle level
using the anti-k; algorithm with R = 1 starting from the
particle-level jets with R = 0.4. The same trimming used
at detector level is also applied at particle level: subjets of
the reclustered jets with pt < 5% of the jet pt are removed
from the jet. The reclustered jets are considered b-tagged
if at least one of the constituent small-R jets is b-tagged.
As in the case of detector-level jets, only reclustered jets
with pr > 350GeV and |n| < 2.0 are considered and
the jet is tagged as coming from a boosted top quark if
120 < mjer < 220 GeV.

Particle-level objects are subject to different overlap
removal criteria than reconstructed objects. After dressing
and jet reclustering, muons and electrons with separation
AR < 0.4 from a jet are excluded. Since the electron—-muon
overlap removal at detector level is dependent on the detector-
level reconstruction of these objects, it is not applied at par-
ticle level.

4.3 Parton-level objects and full phase-space definition

Parton-level objects are defined for simulated events. Only
top quarks decaying directly into a W boson and a b-quark
in the simulation are considered. The full phase-space for the
measurements presented in this paper is defined by the set of
t1 pairs in which one top quark decays leptonically (including
T-leptons) and the other decays hadronically. In the boosted
topology, to avoid a complete dependence on the MC pre-
dictions due to the extrapolation into regions not covered by
the detector-level selection, the parton-level measurement is
limited to the region where the top quark is produced with
pt > 350GeV. This region represents less than 2% of the
entire phase-space. The measurement in the resolved topol-
ogy covers the entire phase-space.

Events in which both top quarks decay leptonically are
removed from the parton-level signal simulation.

4.4 Particle- and detector-level event selection

The event selection comprises a set of requirements based on
the general event quality and on the reconstructed objects,
defined above, that characterise the final-state event topol-
ogy. The analysis applies two exclusive event selections:
one corresponding to a resolved topology and another tar-
geting a boosted topology, where all the decay products of
the hadronic top quark are collimated in a single reclustered

jet. The same selection cuts are applied to the reconstructed-
and particle-level objects.

For both selections, events are required to have a recon-
structed primary vertex with two or more associated tracks
and contain exactly one reconstructed lepton candidate with
pr > 27GeV geometrically matched to a corresponding
object at trigger level. The requirements on the primary ver-
tex and trigger matching are applied only at detector level.

For the resolved event selection, each eventis also required
to contain at least four small-R jets with pt > 25GeV and
Inl < 2.5 of which at least two must be tagged as b-jets. As
discussed in Sect. 6.1, the strategy employed to reconstruct
the detector-level kinematics of the 77 system in the resolved
topology, when performing the measurement at parton level,
is a kinematic likelihood fit. When this method is applied, a
further selection requirement on the likelihood of the best per-
mutation is introduced, i.e. it must satisfy log L > —52. The
selection criteria for the resolved topology are summarised
in Table 2.

For the boosted event selection, at least one reclus-
tered top-tagged jet with ptr > 350GeV and at least
one small-R jet close to the lepton and far from the
reclustered jet, i.e. with AR (jetR:0.4, Z) < 2.0 and
AR (reclustered jet, jet R=0‘4) > 1.5, are required. All the
small-R jets fulfilling these requirements are considered
associated with the lepton. The reclustered jet must be well
separated from the lepton, with A¢ (reclustered jet, £) >
1.0. In the boosted selection, only one b-tagged jet is required
in the final state, to reduce the loss of signal due to the
decrease in b-tagging efficiency in the high pr region. This
jet must fulfil additional requirements: it is either among the
components of the reclustered jet, or it is one of the small-R
jets associated with the lepton. To suppress the multijet back-
ground in the boosted topology, where only one b-tagged jet
is required, the missing transverse momentum is required to
be E‘TniSS > 20 GeV and the sum of E‘T“iss and the transverse
mass of the W boson is required to be E%‘iss —i—m%v > 60 GeV,

with m} = \/Zp%ETmiss (1 —cos Ag (€, pMiss)). The selec-
tion criteria for the boosted topology are summarised in
Table 3.

Finally, to make the resolved and boosted topologies sta-
tistically independent, an additional requirement is defined
at detector level: all events passing both the resolved and the
boosted selection are removed from the resolved topology.
The net effect of this requirement is a reduction in the overall
event yield of the order of 2% in the resolved topology.

5 Background determination

After the event selection, various backgrounds, mostly
involving real leptons, contribute to the event yields. Data-

@ Springer
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driven techniques are used to estimate backgrounds that
derive from events containing jets mimicking the signature
of charged leptons or leptons from hadron decay, for which
precise enough simulations are not available.

The single-top-quark background, comprising 7-channel,
s-channel and W production modes, is the largest back-
ground contribution in the resolved topology, amounting to
4.3% and 4.2% of the total event yield and 39% and 30%
of the total background estimate in the resolved and boosted
topologies, respectively. Shapes of all distributions of this
background are modelled using MC simulation, and the event
yields are normalised using calculations of its cross-section,
as described in Sect. 3.

The W +jets background represents the largest background
in the boosted topology, amounting to approximately 3% and
7% of the total event yield, corresponding to approximately
25% and 44% of the total background estimate in the resolved
and boosted topologies, respectively. The estimation of this
background is performed using MC simulations as described
in Sect. 3.

Multijet production processes, including production of
hadronically decaying t7 pairs, have a large cross-section
and mimic the £+jets signature due to fake leptons or non-
prompt real leptons. The multijet background is estimated
directly from data using a matrix method [104]. The esti-
mate is based on the introduction of a ‘loose’ lepton defi-
nition, obtained by removing the isolation requirement and
loosening the likelihood-based identification criteria in the
electron case, compared to the ‘tight’ lepton definition given
in Sect. 4.1. The number of fake and non-prompt leptons
contained in the signal region is evaluated by inverting the
matrix that relates the number of ‘loose’ and ‘tight’ leptons
to the number of real and fake leptons. This matrix is built
using the efficiencies for fake leptons and real leptons to pass
the ‘tight” selection. The fake-lepton efficiency is measured
using data in control regions dominated by multijet back-
ground with the real-lepton contribution subtracted using MC
simulation. The real-lepton efficiency is extracted by apply-
ing a tag-and-probe technique using leptons from Z boson
decays. The multijet background contributes approximately
3% and 2% to the total event yield, corresponding to approx-
imately 24% and 15% of the total background estimate in the
resolved and boosted topologies, respectively.

The background contributions from Z+jets, diboson and
t + X events are obtained from MC generators, and the event
yields are normalised as described in Sect. 3. The total con-
tribution from these processes is approximately 1.4% and
2.1%, corresponding to approximately 12% and 15% of the
total background estimate in the resolved and boosted topolo-
gies, respectively.

Dilepton top-quark pair events (including decays into t-
leptons) can satisfy the event selection and are considered in
the analysis as signal at both the detector and particle levels.

@ Springer

Table 4 Event yields after the resolved and boosted selections. Events
that satisfy both the resolved and boosted selections are removed from
the resolved selection. The cut on the kinematic fit likelihood has not
been applied. The signal model, denoted 77 in the table, was gener-
ated using POWHEG+PYTHIAS8, normalised to NNLO calculations. The
uncertainties include the combined statistical and systematic uncertain-
ties, excluding the systematic uncertainties related to the modelling of
the 17 system, as described in Sect. 9

Process Yield

Resolved Boosted
1 1120000 + 90000 44700 =+ 1900
Single top 54000 o 2000 £ 900
Multijet 34000 £ 16000 1000 £ 400
Wets 34000 £ 20000 3200 £ 1500
Z-+ets 12 000 £ 6000 380 + 210
1+X 3800 + 500 440 £ 60
Diboson 1680 +a0 194 0
Total prediction 1260000 £ 100000 52000 =+ 2900
Data 1252692 47 600
Data/Prediction 0.9 + 008 092 £ 005

They contribute to the 7 yield with a fraction of approxi-
mately 13% (8% after applying the cut on the likelihood of
the kinematic fit described in Sect. 6.1) in the resolved topol-
ogy and 6% in the boosted topology. In the full phase-space
analysis at parton level, events where both top quarks decay
leptonically are considered as background and a correction
factor is applied to the detector-level spectra to account for
this background.

In the fiducial phase-space analysis at particle level, all
the ¢7 semileptonic events that could pass the fiducial selec-
tion described in Sect. 4.4 are considered as signal. For this
reason, the leptonic top-quark decays into t-leptons are con-
sidered as signal only if the r-lepton decays leptonically.
Cases where both top quarks decay into a t-lepton, which
in turn decays into a quark—antiquark pair, are accounted for
in the multijet background. The full phase-space analysis at
parton level includes all semileptonic decays of the ¢7 system,
consequently the t-leptons from the leptonically decaying W
bosons are considered as signal, regardless of the r-lepton
decay mode.

As the individual e-+jets and p+jets channels have very
similar corrections (as described in Sect. 8) and give con-
sistent results at detector level, they are combined by sum-
ming the distributions. The event yields, in the resolved and
boosted regimes, are shown in Table 4 for data, simulated sig-
nal, and backgrounds. The selection leads to a sample with
an expected background of 11% and 15% for the resolved
and boosted topologies, respectively. The overall difference
between data and prediction is 1% and 8% in the resolved and
boosted topologies, respectively. In the resolved topology
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this is in good agreement within the experimental systematic
uncertainties, while in the boosted topology the predicted
event yield overestimates the data.

Figures 1,2, 3 and 4 show,? for different distributions, the
comparison between data and predictions. The reconstructed
distributions, in the resolved topology, of the pr of the lep-
ton, E%“iss, jet multiplicty and pt are presented in Fig. 1
and the b-jet multiplicity and 7 in Fig. 2. The reconstructed
distributions, in the boosted topology, of the reclustered jet
multiplicity and jet p are shown in Fig. 3 and the pt and n
of the lepton, ES and m.Y in Fig. 4. In the resolved topol-
ogy, good agreement between the prediction and the data is
observed in all the distributions shown, while in the boosted
topology the agreement lies at the edge of the uncertainty
band. This is due to the overestimate of the predicted rate of
events of about 10%, varying with the top quark pr, reflected
in all the distributions.

6 Kinematic reconstruction of the ¢¢ system

Since the ¢7 production differential cross-sections are mea-
sured as a function of observables involving the top quark
and the ¢ system, an event reconstruction is performed in
each topology.

6.1 Resolved topology

For the resolved topology, two reconstruction methods are
employed: the pseudo-top algorithm [9] is used to recon-
struct the objects to be used in the particle-level measure-
ment; a kinematic likelihood fitter (KLFitter) [105] is used
to fully reconstruct the 77 kinematics in the parton-level mea-
surement. This approach performs better than the pseudo-top
method in terms of resolution and bias for the reconstruction
of the parton-level kinematics.

The pseudo-top algorithm reconstructs the four-momenta
of the top quarks and their complete decay chain from final-
state objects, namely the charged lepton (electron or muon),
missing transverse momentum, and four jets, two of which
are b-tagged. In events with more than two b-tagged jets,
only the two with the highest transverse momentum values
are considered as b-jets from the decay of the top quarks. The
same algorithm is used to reconstruct the kinematic proper-
ties of top quarks as detector- and particle-level objects. The
pseudo-top algorithm starts with the reconstruction of the
neutrino four-momentum. While the x and y components of
the neutrino momentum are set to the corresponding compo-
nents of the missing transverse momentum, the z component

2 Throughout this paper, all data as well as theory points are plotted
at the bin centre of the x-axis. Moreover, the bin contents of all the
histograms are divided by the corresponding bin width.

is calculated by imposing the W boson mass constraint on the
invariant mass of the charged-lepton—neutrino system. If the
resulting quadratic equation has two real solutions, the one
with the smaller value of |p.| is chosen. If the discriminant
is negative, only the real part is considered. The leptonically
decaying W boson is reconstructed from the charged lep-
ton and the neutrino. The leptonic top quark is reconstructed
from the leptonic W and the b-tagged jet closest in AR to
the charged lepton. The hadronic W boson is reconstructed
from the two non-b-tagged jets whose invariant mass is clos-
est to the mass of the W boson. This choice yields the best
performance of the algorithm in terms of the correspondence
between the detector and particle levels. Finally, the hadronic
top quark is reconstructed from the hadronic W boson and
the other b-jet. The advantage of using this method at particle
level is that any dependence on the parton-level top quark is
removed from the reconstruction and it is possible to have
perfect consistency among the techniques used to reconstruct
the top quarks at particle level and detector level.

The kinematic likelihood fit algorithm used for the parton-
level measurements relates the measured kinematics of the
reconstructed objects (lepton, jets and Efrniss) to the leading-
order representation of the 7 system decay. Compared to the
pseudo-top algorithm, this procedure leads to better resolu-
tion (with an improvement of the order of 10% for the pt
of 77 system) in the reconstruction of the kinematics of the
parton-level top quark. The kinematic likelihood fit has not
been employed for the particle-level measurement because its
likelihood, described in the following, is designed to improve
the jet-to-quark associations and so is dependent on parton-
level information. The likelihood is constructed as the prod-
uct of Breit—Wigner distributions and transfer functions that
associate the energies of parton-level objects with those at the
detector level. Breit—Wigner distributions associate the miss-
ing transverse momentum, lepton, and jets with W bosons
and top quarks, and make use of their known widths and
masses, with the top-quark mass fixed to 172.5 GeV. The
transfer functions represent the experimental resolutions in
terms of the probability that the given true energy for each
of the 7 decay products produces the observed energy at the
detector level. The missing transverse momentum is used as a
starting value for the neutrino transverse momentum, with its
longitudinal component (p!) as a free parameter in the kine-
matic likelihood fit. Its starting value is computed from the
W mass constraint. If there are no real solutions for p? then
zero is used as a starting value. Otherwise, if there are two
real solutions, the one giving the larger likelihood is used.
The five highest- pr jets (or four if there are only four jets in
the event) are used as input to the likelihood fit. The input jets
are defined by giving priority to the b-tagged jets and then
adding the hardest remaining light-flavour jets. If there are
more than four jets in the event satisfying pt > 25GeV and
[n| < 2.5, all subsets of four jets from the five-jets collection

@ Springer
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Fig. 1 Kinematic distributions in the £4jets channel in the resolved
topology at detector-level: a lepton transverse momentum and b miss-
ing transverse momentum E%"i“, ¢ jet multiplicity and d transverse
momenta of selected jets. Data distributions are compared with pre-
dictions using POWHEG+PYTHIAS as the #7 signal model. The hatched

are considered. The likelihood is maximised as a function of
the energies of the b-quarks, the quarks from the hadronic W
boson decay, the charged lepton, and the components of the
neutrino three-momentum. The maximisation is performed
for each possible matching of jets to partons and the com-
bination with the highest likelihood is retained. The event
likelihood must satisfy log L > —52. This requirement pro-
vides good separation between well and poorly reconstructed
events and improves the purity of the sample. Distributions
of log L in the resolved topology for data and simulation are
shown in Fig. 5 in the £4jets channel. The efficiency of the

@ Springer

area represents the combined statistical and systematic uncertainties
(described in Sect. 9) in the total prediction, excluding systematic uncer-
tainties related to the modelling of the 17 events. Underflow and overflow
events, if any, are included in the first and last bins. The lower panel
shows the ratio of the data to the total prediction

likelihood requirement in data is found to be well modelled
by the simulation.

6.2 Boosted topology

In the boosted topology, the same detector-level reconstruc-
tion procedure is applied for both the particle- and parton-
level measurements. The leading reclustered jet that passes
the selection described in Sect. 4 is considered the hadronic
top quark. Once the hadronic top-quark candidate is identi-
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Fig. 2 Kinematic distributions in the £+4jets channel in the resolved
topology at detector-level: a number of b-tagged jets and b b-tagged
jet pseudorapidity. Data distributions are compared with predictions
using POWHEG+PYTHIAS as the 77 signal model. The hatched area rep-
resents the combined statistical and systematic uncertainties (described
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Fig. 3 Kinematic distributions in the £-+jets channel in the boosted
topology at detector-level: a number of reclustered jets and b reclus-
tered jet pr. Data distributions are compared with predictions using
POWHEG+PYTHIAS as the ¢7 signal model. The hatched area repre-
sents the combined statistical and systematic uncertainties (described

fied, the leptonic top quark is reconstructed using the leading
b-tagged jet that fulfils the following requirements:

e SR (L, b-jet) < 2.0;
e SR (jetR:Lo, b—Jet) > 1.5.
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in Sect. 9) in the total prediction, excluding systematic uncertainties
related to the modelling of the 7 events. Underflow and overflow events,
if any, are included in the first and last bins. The lower panel shows the
ratio of the data to the total prediction
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in Sect. 9) in the total prediction, excluding systematic uncertainties
related to the modelling of the 7 events. Underflow and overflow events,
if any, are included in the first and last bins. The lower panel shows the
ratio of the data to the total prediction

If there are no b-tagged jets that fulfil these requirements then
the leading pr jet is used. The procedure for the reconstruc-
tion of the leptonically decaying W boson starting from the
lepton and the missing transverse momentum is analogous
to the pseudo-top reconstruction described in Sect. 6.1.
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Fig. 4 Kinematic distributions in the ¢-+jets channel in the boosted
topology at detector-level: a lepton pt and b pseudorapidity, ¢ missing
transverse momentum E‘T“isS and d transverse mass of the W boson. Data
distributions are compared with predictions using POWHEG+PYTHIAS
as the ¢7 signal model. The hatched area represents the combined sta-

7 Observables

A set of measurements of the ¢7 production cross-sections is
presented as a function of kinematic observables. In the fol-
lowing, the indices had and lep refer to the hadronically and
leptonically decaying top quarks, respectively. The indices
1 and 2 refer respectively to the leading and subleading top
quark, where leading refers to the top quark with the largest
transverse momentum.
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tistical and systematic uncertainties (described in Sect. 9) in the total
prediction, excluding systematic uncertainties related to the modelling
of the ¢7 events. Underflow and overflow events, if any, are included in
the first and last bins. The lower panel shows the ratio of the data to the
total prediction

First, a set of baseline observables is presented: transverse
momentum (p7) and absolute value of the rapidity (|y’|) of
the top quarks, and the transverse momentum ( p’T’_ ), absolute
value of the rapidity (|y''|) and invariant mass (m'?) of the
tf system and the transverse momentum of the leading ( p% ! )
and subleading ( p%2) top quarks. For parton-level measure-
ments, the pr and rapidity of the top quark are measured
from the pr and rapidity of the reconstructed hadronic top
quarks. The differential cross-sections as a function of all
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Fig. 5 Distribution in the £+jets channel of the logarithm of the like-
lihood obtained from the kinematic fit in the resolved topology. Data
distributions are compared with predictions using POWHEG+PYTHIAS as
the ¢7 signal model. The hatched area represents the combined statistical
and systematic uncertainties in the total prediction, excluding system-
atic uncertainties related to the modelling of the 7 events. Underflow
and overflow events are included in the first and last bins. The lower
panel shows the ratio of the data to the total prediction. Only events
with log L > —52 are considered in the parton-level measurement in
resolved topology

these observables, with the exception of the pr of the lead-
ing and subleading top quarks, were previously measured
in the fiducial phase-space in the resolved topology by the
ATLAS Collaboration using 13 TeV data [14], while in the
boosted topology only p’ had 4nd |y"-Pad| were measured. The
differential cross-sections as a function of the p of the lead-
ing and subleading top quarks were previously measured, at
particle- and parton-level, only in the boosted topology in the
fully hadronic channel [106].

The detector-level distributions of the kinematic variables
of the top quark and #7 system in the resolved topology are
presented in Figs. 6 and 7, respectively. The detector-level
distributions of the same observables, reconstructed in the
boosted topology, are shown in Figs. 8 and 9.

Furthermore, angular variables sensitive to the momen-
tum imbalance in the transverse plane (p!l,), i.e. to the
emission of radiation associated with the production of the
top-quark pair, are used to investigate the central produc-
tion region [107]. The angle between the two top quarks
is sensitive to non-resonant contributions from hypothetical
new particles exchanged in the ¢-channel [108]. The rapidi-
ties of the two top quarks in the ¢7 centre-of-mass frame are
y* = 3 (y"had — y"1P) and —y*. The longitudinal motion
of the ¢¢ system in the laboratory frame is described by the
rapidity boost y/f = 1 (y"had 4 yIeP). The production

polar angle is closely related to the variable x', defined as
X”_ = e2|y*|, which is included in the measurement since
many signals due to processes not included in the SM are pre-
dicted to peak at low values of this distribution [108]. Finally,
observables depending on the transverse momentum of the
decay products of the top quark are sensitive to higher-order
corrections [109,110]. In summary, the following additional

observables are measured:

e The absolute value of the azimuthal angle between the
two top quarks (| A¢ (2, ) ).

e The out-of-plane momentum, i.e. the projection of the
top-quark three-momentum onto the direction perpen-
dicular to the plane defined by the other top quark and
the beam axis (z) in the laboratory frame [107]:

= 1,le 4
t,had _ =t had p P x 2
Pouw =P : |I; ]
= t,had
t,lep _ —»[’]ep . P X e
out — P

|I‘)’t,had % EZ|

In particular, | pg’ut;ad|, introduced in Ref. [11], is used
in the resolved topology, while in the boosted topology,
where an asymmetry between p"Pd and pleP exists
by construction, the variable | pé’l}fp | is measured. This
reduces the correlation between poy and p’ had piased
toward high values by construction, while keeping the
sensitivity to the momentum imbalance.

e The longitudinal boost of the 77 system in the laboratory
frame (yboost) [108].

oy = 2l 108), closely related to the production polar
angle.

e The scalar sum of the transverse momenta of the hadronic
and leptonic top quarks (HY = pt™ 4 pr 1Py 109,
110].

These observables were previously measured in the
resolved topology by the ATLAS Collaboration using 8 TeV
data [11] and, using 13 TeV data, as a function of the jet
multiplicity [15]. Figures 10 and 11 show the distributions
of these additional variables at detector-level in the resolved
topology, while the distributions of |p’\P|, x'7 and HY in
the boosted topology are shown in Fig. 12.

Finally, differential cross-sections have been measured at
particle level as a function of the number of jets not employed
in ¢ reconstruction in the resolved and boosted topology
(NeXUaietsy T addition, in the boosted topology, the cross-
section as a function of the number of small-R jets clustered
inside a top candidate (N5"Y¢%) is measured.

In the resolved topology, as shown in Figs. 6, 7, 10
and 11, good agreement between the prediction and the
data is observed. Trends of deviations at the boundaries of
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Fig. 6 Distributions of observables in the £+jets channel reconstructed
with the pseudo-top algorithm in the resolved topology at detector-level:
a transverse momentum and b absolute value of the rapidity of the
hadronic top quark, ¢ transverse momentum of the leading top quark
and d transverse momentum of the subleading top quark. Data distribu-
tions are compared with predictions, using POWHEG+PYTHIAS as the 17

the uncertainty bands are seen for high values of m'" and
pi. In the boosted topology, the predicted rate of events
is overestimated at the level of 8.5%, leading to a corre-
sponding offset in most distributions, as shown in Figs. 8, 9
and 12. )

A trend is observed in the H' distribution, where the pre-
dictions tend to overestimate the data at high values. This is
more pronounced in the boosted topology, where the agree-
ment lies outside the error band towards high values of Hf'.
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(d)

signal model. The hatched area represents the combined statistical and
systematic uncertainties (described in Sect. 9) in the total prediction,
excluding systematic uncertainties related to the modelling of the 17
events. Underflow and overflow events, if any, are included in the first
and last bins. The lower panel shows the ratio of the data to the total
prediction

A summary of the observables measured in the particle and
parton phase-spaces is given in Tables 5, 6 for the resolved
topology and in Tables 7, 8 for the boosted topology.

8 Cross-section extraction

The underlying differential cross-section distributions are
obtained from the detector-level events using an unfolding
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Fig. 7 Distributions of observables in the £4-jets channel reconstructed
with the pseudo-top algorithm in the resolved topology at detector-level:
a invariant mass, b transverse momentum and ¢ absolute value of the
rapidity of the ¢ system. Data distributions are compared with pre-
dictions, using POWHEG+PYTHIAS as the 77 signal model. The hatched

technique that corrects for detector effects. The iterative
Bayesian method [111] as implemented in RooUnfold [112]
is used.

Once the detector-level distributions are unfolded, the
single- and double-differential cross-sections are extracted
using the following equations:

do. = o punf
dX; L AX; !

d%o _ 1 ~unf
dX;dY; ~ L-AX;AY; U

1

1.5 2 25

Detector-level |y |

(¢)

area represents the combined statistical and systematic uncertainties
(described in Sect. 9) in the total prediction, excluding systematic uncer-
tainties related to the modelling of the 77 events. Underflow and overflow
events, if any, are included in the first and last bins. The lower panel
shows the ratio of the data to the total prediction

where the index i (j) iterates over bins of X (Y) at genera-
tor level, AX; (AY;) is the bin width, £ is the integrated
luminosity and N represents the unfolded distribution,
obtained as described in the following sections. Overflow
and underflow events are never considered when evaluating
N" | with the exception of the distributions as a function of
jet multiplicities.

The unfolding procedure described in the following is
applied to both the single- and double-differential distri-
butions, the only difference being the creation of concate-
nated distributions in the double-differential case. In partic-
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Fig. 8 Distributions of observables in the £+jets channel in the boosted
topology at detector-level: a transverse momentum and b absolute
value of the rapidity of the hadronic top quark, ¢ transverse momen-
tum of the leading top quark and d transverse momentum of the sub-
leading top quark. Data distributions are compared with predictions,
using POWHEG+PYTHIAS as the 77 signal model. The hatched area rep-

ular, N unf jg derived by introducing a new vector of size
m= Z;Z] ny i, where ny is the number of bins of the vari-
able X and ny; is the number of bins of the variable Y in
the i-th bin of the variable X. The vector is constructed by
concatenating all the bins of the original two-dimensional
distribution.

The total cross-section is obtained by integrating the
unfolded differential cross-section over the kinematic bins,

@ Springer

resents the combined statistical and systematic uncertainties (described
in Sect. 9) in the total prediction, excluding systematic uncertainties
related to the modelling of the #7 events. Underflow and overflow events,
if any, are included in the first and last bins. The lower panel shows the
ratio of the data to the total prediction

and its value is used to compute the normalised differential
cross-section 1 /o - do/dX".

8.1 Particle level in the fiducial phase-space

The unfolding procedure aimed to evaluate the particle-level
distributions starts from the detector-level event distribution
(Ndetector), from which the expected number of background
events (Npkg) is subtracted. Next, the bin-wise acceptance
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Fig. 9 Kinematic distributions in the ¢+jets channel in the boosted
topology at detector-level: a invariant mass, b transverse momentum
and ¢ absolute value of the rapidity of the 7 system. Data distribu-
tions are compared with predictions, using POWHEG+PYTHIAS as the 17
signal model. The hatched area represents the combined statistical and

correction fycc, defined as

_ N particle Adetector

acc — )

N detector

with Nparticle Adetector being the number of detector-level
events that satisfy the particle-level selection, corrects for
events that are generated outside the fiducial phase-space but
satisfy the detector-level selection.

In the resolved topology, to separate resolution and com-
binatorial effects, distributions evaluated using a MC simu-
lation are corrected to the level where detector- and particle-

systematic uncertainties (described in Sect. 9) in the total prediction,
excluding systematic uncertainties related to the modelling of the r7
events. Underflow and overflow events, if any, are included in the first
and last bins. The lower panel shows the ratio of the data to the total
prediction

level objects forming the pseudo-top quarks are angularly
well matched. The matching is performed using geometri-
cal criteria based on the distance AR. Each particle-level
e () is required to be matched to the detector-level e (u)
within AR = 0.02. Particle-level jets forming the particle-
level hadronic top are required to be matched to the jets from
the detector-level hadronic top within AR = 0.4. The same
procedure is applied to the particle- and detector-level b-jet
from the leptonically decaying top quark. If a detector-level
jet is not matched to a particle-level jet, it is assumed to
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Fig. 10 Distributions of observables in the ¢+jets channel recon-
structed with the pseudo-top algorithm in the resolved topology
at detector-level: a azimuthal angle between the two top quarks
‘Aqﬁ t t_ | b production angle x'"and ¢ absolute value of the longi-

tudinal boost yboost Data distributions are compared with predictions,
using POWHEG+PYTHIAS as the 77 signal model. The hatched area rep-

be either from pile-up or from matching inefficiency and is
ignored. If two jets are reconstructed witha AR < 0.4 from
a single particle-level jet, the detector-level jet with smaller
AR is matched to the particle-level jet and the other detector-
level jetis unmatched. The matching correction fmaich, Which
accounts for the corresponding efficiency, is defined as:

N, particle Adetector Amatch

f match =

)

N particle Adetector
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resents the combined statistical and systematic uncertainties (described
in Sect. 9) in the total prediction, excluding systematic uncertainties
related to the modelling of the 17 events. Underflow and overflow events,
if any, are included in the first and last bins. The lower panel shows the
ratio of the data to the total prediction

where Nparticle adetector nmatch 18 the number of detector-level
events that satisfy the particle-level selection and satisfy the
matching requirement.

The unfolding step uses a migration matrix (M) derived
from simulated 77 events that maps the binned generated
particle-level events to the binned matched detector-level
events. The probability for particle-level events to remain
in the same bin is therefore represented by the diagonal ele-
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Fig. 11 Kinematic distributions in the £+jets channel in the resolved

topology reconstructed with the pseudo-top algorithm at detector-level:

a absolute value of the out-of-plane momentum | pf,:}adl and b scalar

sum of the transverse momenta of the hadronic and leptonic top
quarks Hj'. Data distributions are compared with predictions, using
POWHEG+PYTHIAS as the ¢/ signal model.The hatched area repre-

ments, and the off-diagonal elements describe the fraction
of particle-level events that migrate into other bins. There-
fore, the elements of each row add up to unity as shown,
for example, in Fig. 13d. The binning is chosen such that
the fraction of events in the diagonal bins is always greater
than 50%. The unfolding is performed using four iterations
to balance the dependence on the prediction used to derive
the corrections® and the statistical uncertainty. The effect of
varying the number of iterations by one is negligible. Finally,
the efficiency correction 1/¢ corrects for events that satisfy
the particle-level selection but are not reconstructed at the
detector level. The efficiency is defined as the ratio

_ N particle A detector

)

N particle

where Nparicle 18 the total number of particle-level events. In
the resolved topology, to account for the matching require-
ment, the numerator is replaced with Nparticle A detector A match-
The inclusion of the matching requirement, in conjunction
with the requirement on 2 b-tagged jets, identified with 70%
efficiency, reflects in an overall efficiency below 25% in the
resolved topology. This is lower than in the boosted topology,
where the efficiency ranges between 35% and 50% thanks to

3 At every iteration the result of the previous iteration is taken as prior.
This allows information derived from the data to be introduced into the
prior and hence reduce the dependence on the prediction.

sents the combined statistical and systematic uncertainties (described
in Sect. 9) in the total prediction, excluding systematic uncertainties
related to the modelling of the 7 events. Underflow and overflow events,
if any, are included in the first and last bins. The lower panel shows the
ratio of the data to the total prediction

the request of only one b-tagged jet and the absence of the
matching correction.

All corrections (facc, fmatch and €) and the migration
matrices are evaluated with simulated events for all the distri-
butions to be measured. As an example, Figs. 13 and 14 show
the corrections and migration matrices for the case of the pr
of the hadronically decaying top quark, in the resolved and
boosted topologies, respectively. This variable is particularly
representative since the kinematics of the decay products of
the top quark change substantially in the observed range. In
the resolved topology, the decrease in the efficiency at high
values is primarily due to the increasingly large fraction of
non-isolated leptons and to the partially or totally overlap-
ping jets in events with high top-quark pt. An additional
contribution is caused by the event veto removing the events
passing the boosted selection from the resolved topology, as
described in Sect. 4.4. This loss of efficiency is recovered by
the measurement performed in the boosted topology.

The unfolded distribution for an observable X at particle
level is given by:

1 : (N :
unf __ § J J J — N/
Ni = 5— M match facc : (Ndetector kag) ’

where the index j iterates over bins of X at detector level,
while the i index labels bins at particle level. The Bayesian
unfolding is symbolised by M;l No matching correction is
applied in the boosted case ( fmatch =1).
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Fig. 12 Distributions of observables in the f+jets channel in the

boosted topology at detector-level: a absolute value of the out-of-plane
momentum |pf)’fp|, b production angle x'’ and ¢ scalar sum of the

transverse momenta of the hadronic and leptonic top quarks H{f_ . Data
distributions are compared with predictions, using POWHEG+PYTHIAS
as the 77 signal model.The hatched area represents the combined sta-

8.2 Parton level in the full phase-space

The measurements are extrapolated to the full phase-space
of the parton-level ¢7 system using a procedure similar to
the one described in Sect. 8.1. At detector level, the only
difference is in the definition of the reconstructed objects for
the measurement in the resolved topology, where the event

@ Springer

tistical and systematic uncertainties (described in Sect. 9) in the total
prediction, excluding systematic uncertainties related to the modelling
of the ¢7 events. Underflow and overflow events, if any, are included in
the first and last bins. The lower panel shows the ratio of the data to the
total prediction

reconstruction uses the kinematic fit method instead of the
pseudo-top method.

To define ¢-+jets final states at the parton level, the contri-
bution of 77 pairs decaying dileptonically (in all combinations
of electrons, muons and t-leptons) is removed by applying a
bin-wise correction factor filep (dilepton correction) defined
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Table 5 The single- and double-differential spectra, measured in the
resolved topology at particle level

Table 8 The single-differential and double-differential spectra, mea-
sured in the boosted topology at parton level

1D observables 2D combinations 1D observables 2D combinations
m'’ In bins of: |y’ | and NeXuajets m't In bins of: P%had
Iﬂff In bins of: mtf, |yff| and Nextrajets p’tr,had
[y In bins of: NeXtrajets
p%had In bins of: m'", pi, |y"h2d| and Nextraets
|yt,had| In bins of: Nextrajets as
p% ! Ndetector {+jets

s Jdilep = ————,
Pt N, detector
x" In bins of: NeXtrets which represents the fraction of the detector-level ¢7 single-
| y{)’;ost| lepton events (Ndetector A ¢+jets) in the total detector-level tr
|Ag (¢,1)] In bins of: Nextrajets sample (Ngetector), Where the lepton can be either an electron,
HY In bins of: Nextrajets muon or t-lepton. The cross-section measurements corre-
| plohad In bins of- Nextajets spond to the top quarks before decay (parton level) and after
N:::mjets QCD radiation. Observables related to top quarks are extrap-

Table 6 The single-differential and double-differential spectra, mea-
sured in the resolved topology at parton level

1D observables 2D combinations

m't In bins of: |y

tfl
ptTE In bins of: m'" and |y'’|
Iy

p%had In bins of: m', pi and |y!-had|
had
[y"-had)

Xz[
tr
|yboost|
tr
HT

Table 7 The single- and double-differential spectra, measured in the
boosted topology at particle level

1D observables 2D combinations

m'" In bins of: H, |y'], pi and

P In bins of: Nextrajets

tfl

N extrajets

ly

pfr’had In bins of: mtt" p"[l"[’ |yr,had|’ |ytt_| and Nextrajets
had
[y ]

1,1
Pt

.2
Pt
Xll
HY

t,lep
[Pouc |

N extrajets

Nsubjets

olated to the full phase-space starting from top quarks decay-
ing hadronically at the detector level.

The acceptance correction fyc. corrects for detector-level
events that are generated at parton level outside the range of
the given variable, and is defined by a formula similar to the
particle-level acceptance described in Sect. 8.1. The migra-
tion matrix (M) is derived from simulated ¢7 events decay-
ing in the single-lepton channel and the efficiency correction
1/¢ corrects for events that did not satisfy the detector-level
selection where

_ Ndetector A {+jets

’

N£+jets

Naetector A t+jets 1 the number of parton-level events in
the £+jets channel passing the detector-level selection and
N tjets is the total number of events at parton level, as defined
in Sect. 4.3.

All corrections and the migration matrices for the parton-
level measurement are evaluated with simulated events. As an
example, Figs. 15 and 16 show the corrections and migration
matrices for the case of the pr of the top quark, in the resolved
and boosted topologies, respectively.

The unfolding procedure is summarised by the expression

1 1

unf _ & =12 . fj . J _nJ
Ni B ’ P Z Mij fdilep facc (Ndetector kag) ’
J

where the index j iterates over bins of the observable at the
detector level, while the i index labels the bins at the parton
level, B = 0.438 is the ¢+jets branching ratio [113] and
./\/li_j1 represents the Bayesian unfolding.

8.3 Unfolding validation

The statistical stability of the unfolding procedure has been
tested with closure tests. With these tests it is checked that the
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Fig. 13 The a acceptance fycc, b matching fmach and c efficiency &
corrections (evaluated with the Monte Carlo samples used to assess the
signal modelling uncertainties, as described in Sect. 9.2), and d the

unfolding procedure is able to correctly recover a statistically
independent sample generated with the same modelling used
in the production of the unfolding corrections. These tests,
performed on all the measured differential cross-sections,
confirm that good statistical stability is achieved for all the
spectra.

To ensure that the results are not biased by the MC gener-
ator used for the unfolding procedure, a study is performed
in which the particle-level and parton-level spectra in the
POWHEG+PYTHIA8 simulation are altered by changing the
shape of the distributions using continuous functions of the
particle-level and parton-level pf. and of the actual data/MC

@ Springer

Eur. Phys. J. C (2019) 79:1028
§ [ \ \ T \ ]
& 1~ ATLAS Simulation Vs = 13 TeV -
S [ Resolved i
£ 0.8 1
8 -
2 ]
5 0.6z N
T BE ]
s | ]
0.4 . PWG+PY8, Full Sim 7
i PWG+PY8, AFII ]
L ——- PWG+PY8 Rad. Up, AFII ]
0.2 . PWG+PY8 Rad. Down, AFII —
R PWG+H7, AFII A
[ o Sherpa, Full Sim i

1 1 1 l 1 1 1 l 1 1 1 l 1 1 1 l 1 1 1

OO 200 400 600 800 1000

pi" [GeV]
(b)

ATLAS Simulation Vs =13 TeV
Fiducial phase-space bin-to-bin migrations
Resolved

1000 —100

1 2 16 80
500 2 8 19 66 3
400 1 2 4 37 48 7
350 1 2 6 18 66 6

300 25 45 18

275

250
225
200
175
150
130
110 1
90 1 4 22 49 22 1 —30
7% 4 21 50 21 3
60 3 20 51 22 3 —20

4512 18 52 24 3
30

—90

—180

T

1.3 7

2 6 25

2 6 25 49

1 5 24 51 16 —60

47 17 1 170

16 1

—50

Particle-level p™ [GeV]

—40

—10

14 54 27 4

5150 a0 8 2
0 75 30 45 60 75 90 119730 150 175200225250 275300 350 400 500 7000

Detector-level ptT‘had [GeV]

(d)

migration matrix (evaluated with the nominal POWHEG+PYTHIAS sim-
ulation sample) for the hadronic top-quark transverse momentum in the
resolved topology at particle level

ratio observed at detector level. These tests are performed
on all the measured distributions using the final binning and
employing the entire MC statistics available, and are referred
to as stress tests. An additional stress test is performed on the
distributions depending on m’ !, where the spectra are modi-
fied to simulate the presence of a new resonance. Examples
of stress tests performed by changing the distribution of the
pt of the hadronic top employing a linear function of the
particle-level p%had are presented, for both the resolved and
boosted topologies, in Fig. 17. The studies confirm that these
altered shapes are preserved within statistical uncertainties
by the unfolding procedure based on the nominal corrections.
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Fig. 14 The a acceptance fy.. and b efficiency & corrections (evalu-
ated with the Monte Carlo samples used to assess the signal modelling
uncertainties, as described in Sect. 9.2), and ¢ the migration matrix

9 Systematic uncertainties

This section describes the estimation of systematic uncer-
tainties related to object reconstruction and calibration, MC
generator modelling and background estimation. As a result
of the studies described in Sect. 8.3 no systematic uncertainty
has been associated to the unfolding procedure.

To evaluate the impact of each uncertainty after the unfold-
ing, the reconstructed signal and background distributions in
simulation are varied and unfolded using corrections from
the nominal POWHEG+PYTHIAS signal sample. The unfolded
distribution is compared with the corresponding particle- and

(evaluated with the nominal POWHEG+PYTHIAS8 simulation sample) for
the hadronic top-quark transverse momentum in the boosted topology
at particle level

parton-level spectrum and the relative difference is assigned
as the uncertainty in the measured distribution. All detector-
and background-related systematic uncertainties are evalu-
ated using the same generator, while alternative generators
and generator set-ups are employed to assess modelling sys-
tematic uncertainties. In these cases, the corrections, derived
from the nominal generator, are used to unfold the detector-
level spectra of the alternative generator and the comparison
between the unfolded distribution and the alternative particle-
or parton-level spectrum is used to assess the corresponding
uncertainty.
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Fig. 15 The a dilepton fyiiep and b efficiency & corrections (evalu-
ated with the Monte Carlo samples used to assess the signal modelling
uncertainties, as described in Sect. 9.2), and ¢ the migration matrix

The covariance matrices of the statistical and systematic
uncertainties are obtained for each observable by evaluat-
ing the covariance between the kinematic bins using pseudo-
experiments, as explained in Sect. 10.

9.1 Object reconstruction and calibration

The small-R jet energy scale (JES) uncertainty is derived
using a combination of simulations, test-beam data and in
situ measurements [93,114]. Additional contributions from
jet flavour composition, n-intercalibration, punch-through,
single-particle response, calorimeter response to different
jet flavours and pile-up are taken into account, resulting

@ Springer

(evaluated with the nominal POWHEG+PYTHIAS8 simulation sample) for
the hadronic top-quark transverse momentum in the resolved topology
at parton level, for events selected with the kinematic likelihood cut

in 29 independent subcomponents of systematic uncer-
tainty, including the uncertainties in the jet energy resolution
obtained with an in sifu measurement of the jet response in
dijet events [115]. This uncertainty is found to be in the range
of 5%—-10%, depending on the variable, increasing to 20% in
regions with high jet multiplicity.

The efficiency to tag jets containing b-hadrons is cor-
rected in simulated events by applying b-tagging scale fac-
tors, extracted from a ¢7 dilepton sample, to account for the
residual difference between data and simulation. Scale fac-
tors are also applied for jets originating from light quarks that
are misidentified as b-jets. The associated flavour-tagging
systematic uncertainties, split into eigenvector components,
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Fig. 16 The a dilepton fgjep and b efficiency ¢ corrections (evalu-
ated with the Monte Carlo samples used to assess the signal modelling
uncertainties, as described in Sect. 9.2), and ¢ the migration matrix

are computed by varying the scale factors within their uncer-
tainties [94, 116]. The uncertainties due to the b-tagging effi-
ciencies are constant for most of the measured distributions,
amounting to 10% and 2% for the absolute differential cross-
sections in the resolved and boosted topologies, respectively,
and become negligible in most of the normalised differential
cross-sections.

The lepton reconstruction efficiency in simulated events
is corrected by scale factors derived from measurements of
these efficiencies in data using a control region enriched
inZ — ete” and Z — pTu~ events. The lepton trig-
ger and reconstruction efficiency scale factors, energy scale

(evaluated with the nominal POWHEG+PYTHIAS simulation sample) for
the hadronic top-quark transverse momentum in the boosted topology
at parton level

and energy resolution are varied within their uncertainties
[85,87,117] derived using the same sample.

The uncertainty associated with E’T‘rliss is calculated by
propagating the energy scale and resolution systematic uncer-
tainties to all jets and leptons in the E‘TniSS calculation. Addi-
tional E‘T“'lss uncertainties arising from energy deposits not
associated with any reconstructed objects are also included
[102,103].

The systematic uncertainties due to the lepton and Efrniss
reconstruction are generally subdominant (around 2%—-3%)
in both the resolved and boosted topologies.
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Fig. 17 Stress tests for the particle-level normalised differential cross-
sections as a function of the pr of the hadronically decaying top in
a the resolved and b the boosted topologies. The pseudo-data are
obtained by reweighting the detector-level distributions obtained with
POWHEG+PYTHIAS generator using a linear function of the particle-

level pﬁ:had andunfolded using the nominal corrections. The pseudo-

9.2 Signal modelling

Uncertainties in the signal modelling affect the kinematic
properties of simulated ¢7 events as well as detector- and
particle-level efficiencies.

To assess the uncertainty related to the choice of MC
generator for the 77 signal process, events simulated with
SHERPA 2.2.1 are unfolded using the migration matrix and

correction factors derived from the nominal POWHEG+PYTHIAS

sample. SHERPA 2.2.1 includes its own parton-shower and
hadronisation model, which are consequently included in the
variation and considered in the systematic uncertainty. This
variation is indicated as ‘generator’ uncertainty. The sym-
metrised full difference between the unfolded distribution
and the generated particle- and parton-level distribution of
the SHERPA sample is assigned as the relative uncertainty in
the distributions. This uncertainty is found to be in the range
of 5%—-10%, depending on the variable, increasing to 20% at
very low m’ " at particle level, and at high pr at parton level,
in both the boosted and resolved topologies.

To assess the impact of different parton-shower and hadro-
nisation models, unfolded results using events simulated with
POWHEG+PYTHIAS are compared with events simulated with
POWHEG+HERWIG7, with the same procedure as described
above to evaluate the uncertainty related to the 77 generator.
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data are compared to the nominal prediction and the prediction obtained
by reweighting the particle-level distribution. The bands represent the
uncertainty due to the Monte Carlo statistics. Pseudo-data points are
placed at the centre of each bin. The lower panel shows the ratios of the
predictions to pseudo-data

This variation s indicated as ‘hadronisation’ uncertainty. The
resulting systematic uncertainties, taken as the symmetrised
full difference, are found to be typically at the level of 2%-—
5% in the resolved and boosted topologies, increasing to 20%
at high top and ¢7 transverse momentum.

To evaluate the uncertainty related to the modelling of
additional radiations (Rad.), two ¢ MC samples with modi-
fied /1 damp, scales and showering tune are used. The MC sam-
ples used for the evaluation of this uncertainty were generated
using the POWHEG- BOX generator interfaced to the PYTHIA
shower model, where the parameters are varied as described
in Sect. 3. This uncertainty is found to be in the range of
5%—10% for the absolute spectra in both the resolved and
the boosted topology, increasing to 20% at high pr at parton
level.

The estimation of the uncertainty due to different parton-
shower models and additional radiation modelling is per-
formed using samples obtained with the ‘fast’ simulation,
introduced in Sect. 3. In most of the distributions the fast
simulation gives the same result as the full simulation, and
consequently the corrections obtained with the two samples
are consistent as shown in Fig. 16a, comparing the two ver-
sions of POWHEG+PYTHIA8. However, in some distributions
a difference between fast and full simulation is observed, as
shown in Fig. 13a in the low pt range. To completely disen-
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tangle this effect from the modelling uncertainties estimate,
the AFII version of POWHEG+PYTHIAS is used to calculate
the unfolding corrections when the alternative samples, used
to evaluate the systematic uncertainty, are produced with the
fast simulation.

The impact of the uncertainty related to the PDF is
assessed using the nominal signal sample generated with
POWHEG- BoX interfaced to PYTHIAS. Acceptance, match-
ing, efficiency and dilepton corrections and migration matri-
ces for the unfolding procedure are obtained by reweighting
the 7z sample using the 30 eigenvectors of the PDF4LHC15
PDF set [118]. Using these corrections, the detector-level
POWHEG+PYTHIAS distribution, obtained with the central
eigenvector of the PDF4LHC1S5 set, is unfolded and the rel-
ative deviation from the expected particle- or parton-level
spectrum obtained with the same PDF set is computed. The
total uncertainty is then obtained by adding these relative
differences in quadrature. This procedure, obtained applying
the recommendation given in Ref. [118] to unfolded measure-
ments, differs from the approach used for the other modelling
uncertainties, where nominal corrections are used to unfold
detector-level distributions obtained with alternative genera-
tors. In addition, a further source of uncertainty derived from
the choice of the PDF set is considered. This is estimated in
a similar way to the other component but comparing the cen-
tral distribution of PDFALHC15 and NNPDF3.0NLO sets.
The two components are added in quadrature. The total PDF-
induced uncertainty is found to be less than 1% in most of
the bins of the measured cross-sections.

9.3 Background modelling

Systematic uncertainties affecting the backgrounds are eval-
uated by varying the background distribution, while keeping
the signal unchanged, in the input to the unfolding procedure.
The shift between the resulting unfolded distribution and the
nominal one is used to estimate the size of the uncertainty.

For the single-top-quark background, three kind of uncer-
tainties are considered:

1. Total normalisation uncertainty: the cross-section of the
single-top-quark process is varied within its uncertainty
for the z-channel (5%) [71], s-channel (3.6%) [73] and
t W production (5.3%) [72].

2. Additional radiation uncertainty: single-top-quark (W
production and z-channel) MC samples with modified
scales and showering tunes are used in a similar way
to those for estimating the equivalent systematic uncer-
tainty for the signal sample. The samples are described
in Sect. 3.

3. Diagram subtraction versus diagram removal (DR/DS)
uncertainty: the uncertainty due to the overlap of t W pro-

duction of single top quarks and production of ¢¢ pairs
is evaluated by comparing the single-top-quark samples
obtained using the diagram removal and diagram subtrac-
tion schemes [77], using the samples described in Sect. 3.

In the final measurement, the sum of these components, dom-
inated by the DR/DS uncertainty, gives a small contribution in
the low pt region, while it reaches 9% and 12% in the high pt
region of the resolved and boosted topologies, respectively.

For the W+jets process, two different uncertainty com-
ponents are constructed from two «g variations of +0.002
around the nominal value of 0.118 and from an envelope
formed from 7-point scale variations of the renormalisa-
tion and factorisation scales, following the prescriptions
described in Ref. [81]. The uncertainty due to the PDF vari-
ations is found to be subdominant and consequently not
included. An additional uncertainty in the fraction of the
heavy-flavour components is considered. This uncertainty
is evaluated by applying a 50% shift to the cross-section of
the samples in which the W boson is produced in associ-
ation with at least one b-quark and also rescaling the other
samples to keep the total W+jets cross-section constant. This
uncertainty is considered sufficient to cover a possible mis-
modelling of the heavy-flavour composition since no dis-
agreements among predictions and data are observed. The
W +jets uncertainty on the final result ranges from 2 to 4% in
the resolved topology, depending on the variable and phase-
space, and between 2 and 12% in the boosted topology.

The uncertainty due to the background from non-prompt
and fake leptons is evaluated by changing the parameterisa-
tion of the real- and fake-lepton efficiencies used in the matrix
method calculation. In addition, an extra 50% uncertainty is
assigned to this background to account for the remaining
mismodelling observed in various control regions. The com-
bination of all these components also affects the shape of
this background and the overall impact of these systematic
uncertainties on the measurement is at the 2% level in both
topologies, increasing to almost 4% in the low pT region in
the resolved topology.

In the case of the Z+jets processes, a global uncertainty,
binned in jet multiplicity and based on «g, PDF and scale
variations calculated in Ref. [81], is applied to the MC pre-
diction of the Z+jets background components.

For diboson backgrounds, a 40% uncertainty is applied,
including the uncertainty in the cross-section and a contribu-
tion due to the presence of at least two additional jets. For
the 7V background, an overall uncertainty of 14% is applied,
covering the uncertainties related to the scale, g and PDF
for the 17 + W and Z components.

The overall impact of these additional background uncer-
tainties on the final result is less than 1%, and the largest
contribution comes from the Z+jets background.
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9.4 Statistical uncertainty of the Monte Carlo samples

To account for the finite number of simulated events, test
distributions based on total predictions are varied in each bin
according to their statistical uncertainty, excluding the data-
driven fake-lepton background. The effect on the measured
differential cross-sections is at most 1% in the resolved and
boosted topologies, peaking at 6% in the highest top-quark
pr bins in the boosted topology.

9.5 Integrated luminosity

The uncertainty in the combined 2015-2016 integrated lumi-
nosity is 2.1% [119], obtained using the LUCID-2 detector
[120] for the primary luminosity measurements. This uncer-
tainty is not dominant for the absolute differential cross-
section results and it mostly cancels out for the normalised
differential cross-section results.

9.6 Systematic uncertainties summary

Figures 18, 19, 20 and 21 present the uncertainties in
the particle- and parton-level normalised differential cross-
sections as a function of some of the different observables in
the resolved and boosted topologies, respectively.

The dominant systematic uncertainties in many measured
normalised differential cross-sections in the resolved topol-
ogy are those related to the jet energy scale and resolu-
tion, especially for differential cross-sections sensitive to
the jet multiplicity. While negligible in the normalised spec-
tra, the uncertainties related to the flavour tagging become
dominant when measuring inclusive and absolute differen-
tial cross-sections. Other significant uncertainties, dominant
in the boosted topology, include those from the signal mod-
elling with, depending on the observable, either the generator,
hadronisation or the additional radiation component being
the most dominant.

For most distributions in the resolved topology and in large
parts of the phase-space, the measurements have a precision
of the order of 10%—15%, while for the boosted topology
the precision obtained varies from 7 to about 30% at particle
level, increasing to 40% at parton level.

10 Results

In this section, comparisons between the measured single-
and double-differential cross-sections and several SM predic-
tions are presented for the observables discussed in Sect. 7.
The results are presented for both the resolved and boosted
topologies, at particle level in the fiducial phase-spaces and
at parton level in the full phase-space.

@ Springer

For the comparisons at the particle level, the predictions
are obtained using different MC generators. The POWHEG-
BoxX generator, denoted ‘PWG’ in the figures, is used with
two different parton-shower and hadronisation models, as
implemented in PYTHIA8 and HERWIG7, as well as two
extra settings for the radiation modelling. In addition the
SHERPA 2.2.1 generator is also compared with the data. All
the MC samples are detailed in Sect. 3.1.

The measured differential cross-sections at the parton
level are compared with NNLO pQCD theoretical predic-
tions [4,5]. An additional comparison is performed, for a sub-
set of the differential parton-level cross-sections, with exist-
ing fixed-order predictions at NNLO pQCD accuracy and
including electroweak (EW) corrections [121].

To quantify the level of agreement between the measured
cross-sections and the different theoretical predictions, X2
values are calculated, using the total covariance matrices
evaluated for the measured cross-sections, according to the
following relation

2 _ T -1
X = VNb ~C0VNb -V

where Ny is the number of bins of the spectrum under con-
sideration, Vy, is the vector of differences between the mea-
sured and predicted cross-sections and Cov y, represents the
covariance matrix. This includes both the statistical and sys-
tematic uncertainties and is evaluated by performing 10 000
pseudo-experiments, following the procedure described in
Ref. [14]. No uncertainties in the theoretical predictions are
included in the x? calculation. The p-values are then eval-
uated from the x2 and the number of degrees of freedom
(NDF).

For normalised cross-sections, V, must be replaced with
Vi, -1, which is the vector of differences between data and
prediction obtained by discarding one of the N elements
and, consequently, Covy, —1 is the (N — 1) x (Np — 1) sub-
matrix derived from the full covariance matrix discarding
the corresponding row and column. The sub-matrix obtained
in this way is invertible and allows the x2 to be computed.
The x? value does not depend on the choice of the element
discarded for the vector Vy,—1 and the corresponding sub-
matrix Covp,—1.

The determination of statistical correlations within each
spectrum and among different spectra are evaluated using
the Bootstrap Method [122]. The method is based on the
extraction of 1000 Bootstrap samples (pseudo-experiments)
obtained by reweighting the measured data sample on an
event-by-event basis with a Poisson distribution.

To allow comparisons to be made between the shapes
of the measured cross-sections and the predictions, all the
results included in this section are presented as normalised
cross-sections: the measurement of the normalised cross-
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Fig. 18 Uncertainties in the particle-level normalised differential
cross-sections as a function of a the transverse momentum, b the mass
of the 77 system, and ¢ the transverse momentum of the ¢7 system as

sections significantly reduces the contribution of uncertain-
ties common to all bins of the distributions, highlighting
shape differences relative to the absolute case. Examples to

a function of the jet multiplicity in the resolved topology. The bands
represent the statistical and total uncertainty in the data

illustrate this features are presented in Sect. 10.1, while the
results of x2 and p-value calculations are always reported
for both the normalised and absolute cross-sections.

@ Springer



1028 Page 32 of 84 Eur. Phys. J. C (2019) 79:1028

60 LA TLAS Fiducial phase-space . 6 '_A TLAS Fiducial phase-space
[Vs=13TeV, 36.1fb" Normalised cross-section ] C Vs=13TeV, 36.1 fb” Normalised cross-section

40 | Boosted 7 4 -_Boosted =

20 — —

Fractional Uncertainty [%]
Fractional Uncertainty [%]

-20 4 _2:_ ]
Stat.+Syst. Unc. Stat. Unc. 1 _4 ! Stat.+Syst. Unc. Stat. Unc. .
_40_ —— JES/IJER Flavour Tagging | - —— JES/JER Flavour Tagging |
- - Lepton, E'“Iss Backgrounds g C - Lepton, E'"‘ss Backgrounds ]
60'_ - Rad., PDF MC Stat. ~ ----e-- Hadronisation ] - - Rad., PDF MC Stat. ~ ------- Hadronisation —
i NP Generator - [ooeees Generator ]
el by b by by b by by 0l coa b by b by b b by s By n by
400 600 800 1000 1200 1400 1600 1800 2000 0 02 04 06 08 1 12 14 16 1. 8 2
thad
L™ [GeV] Iy
(a) (b)
ATLAS
_ +
Vs =13 TeV, 36.1 fb' Stat.+Syst. Unc. Stat. Unc.
— JES/JER —— Flavour Taggin
Boosted isgsg ?
Backgrounds e Lepton, E'Tn
Fiducial phase-space ~ -..-.. Rad., PDF, MC Stat. ~ ----- Hadronisation

----- Generator

Normalised cross-section

Fractional Uncertainties [%]

—10F
- == ’
- e o
—20 L ]
r tra jet I tra jet
: OSNexrajesS1 :: Nexrajes>1
[ 1 I I I I | | | | |
o} To} o o o o} o} o o o o
Ie] [sp] o] (o] o w [sp] [ee] (o] Yo o
' - I I S ) - Y ™ © S
o 1 1 1 - o 1 1 1 1 -
o3 0 o ' o} o} o o '
w [3p] [oe] o w ™ [oe] o] o
- I @ - I I35) e}
™ ©
tt
© p; [GeV]
Fig. 19 Uncertainties in the particle-level normalised differential as a function of the number of additional jets in the boosted topology.
cross-sections as a function of a the transverse momentum, b the rapid- The bands represent the statistical and total uncertainty in the data

ity of the hadronically decaying top quark and ¢ the pr of the ¢7 system
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Fig. 24 Particle-level normalised differential cross-sections as a func-
tion of a the mass and b the transverse momentum of the ¢7 system
in the resolved topology, compared with different Monte Carlo predic-

10.1 Results at particle level in the fiducial phase-spaces
10.1.1 Resolved topology

The normalised single-differential cross-sections are mea-
sured as a function of the transverse momentum and absolute
value of the rapidity of the hadronically decaying top quark,
as well as of the mass and transverse momentum of the 77
system and of the additional variables ‘ plbad) A g (1.7)

out |°

H%f and jet multiplicity. Moreover, the differential cross-
section as a function of the pt of the top quark is mea-
sured separately for the leading and subleading top quark.
The results are shown in Figs. 22,23, 24 and 25. The quantita-
tive comparisons among the particle-level results and predic-
tions, obtained with a X2 test statistic, are shown in Tables 9
and 10, for normalised and absolute single-differential cross-
sections, respectively.

The normalised double-differential cross-sections, pre-
sented in Figs. 26, 27, 28, 29, 30, 31, 32, 33, 34 and 35,
are measured as a function of the pr of the hadronically

decaying top quark and of the 77 system in bins of the mass

t,had
out

s

the ¢f system, as a function of ‘ D in bins of the pr of

the hadronically decaying top quark and finally as a func-

tion of p?had, mit, p’Tt_, pé’uklad Ag (1, t_)| and H%’_ in bins
of jet multiplicity. The quantitative comparisons among the
particle-level results and predictions, obtained with a x 2 test

statistic, are shown in Tables 11 and 12, for normalised and

b}
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tions. The bands represent the statistical and total uncertainty in the
data. Data points are placed at the centre of each bin. The lower panel
shows the ratios of the simulations to data

absolute double-differential cross-sections, respectively. An
example of an absolute differential cross-section, as a func-
tion of m'" in bins of jet multiplicity, is given in Fig. 31. In
this case, the total uncertainty is larger than the uncertainty
in the corresponding normalised differential cross-section, as
shown Fig. 30.

Additionally, the total cross-section is measured in the
fiducial phase-space of the resolved topology and is com-
pared with the MC predictions previously described, as
shown in Fig. 36. The total cross-section predicted by each
NLO MC generator is normalised to the NNLO + NNLL
prediction as quoted in Ref. [55] and the corresponding
uncertainty only includes the uncertainty affecting the k-
factor used in the normalisation. The differences between
the quoted fiducial cross-sections hence result from different
acceptance predictions from each model.

All the measured differential cross-sections are compared
with the MC predictions. Overall, these MC predictions give
a good description of the measured single-differential cross-
sections. Poorer agreement is observed in specific regions of
the probed phase-space. In Figs. 24b and 25a, showing the
differential cross-sections as a function of py and | pg’uhtadl,
the predictions overestimate the data in the high ptTt_ region,
with the exception of POWHEG+PYTHIA8 prediction with
the Var3cDown tuning, and several generators overestimate
the high | pt’had| region. A similar trend is observed in the

out
double-differential cross-sections as a function of the pt of
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Fig. 25 Particle-level normalised differential cross-sections as a func- tions. The bands represent the statistical and total uncertainty in the
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in the resolved topology, compared with different Monte Carlo predic-

the 77 system in bins of jet multiplicity (Fig. 32), in particular
for bins of higher jet multiplicities. The Var3cUp tuning of
POWHEG+PYTHIAS, in combination with the increase of the
hdamp value to 3my, is the prediction that shows the largest
disagreement with the data. Overall, the NLO+PS generator
that gives the better description of several double-differential
distributions is POWHEG+PYTHIAS.

The measured single- and double-differential cross-sections
are often able to discriminate between the different fea-
tures exhibited by the MC predictions and this sensitivity is
hence relevant for the tuning of the MC generators and will
contribute to improving the description of the ¢7 final state
and to reducing the systematic uncertainties related to top-
quark modelling. A relevant example is the fiducial single-
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Table 9 Comparison of the measured particle-level normalised single-
differential cross-sections in the resolved topology with the predictions
from several MC generators. For each prediction a 2 and a p-value are

calculated using the covariance matrix of the measured spectrum. The
NDF is equal to the number of bins in the distribution minus one

Observable ~ PWG+PY8 PwWG+PY8 Rad. Up PwWG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
x2/NDF p-value Xx2/INDF p-value x2/INDF p-value x2/INDF p-value x2/NDF p-value

H{f 9.5/17 0.92 12.3/17 0.78 12.1/17 0.80 7.6/17 0.97 7.7/17 0.97
|p(’,’uhlad| 6.3/7 0.51 71.3/7 < 0.01 6.3/7 0.51 12.9/7 0.07 24.6/7 < 0.01
|y,’)iost| 5.9/14 0.97 7.4/14 0.92 5.1/14 0.98 8.4/14 0.87 7.8/14 0.90
X' 18.1/12 0.11 10.5/12 0.57 36.0/12 < 0.01 14.6/12 0.26 22.7/12 0.03
|AG(t, 1) 3.3/6 0.77 45.8/6 < 0.01 8.0/6 0.24 5.7/6 0.46 21.6/6 < 0.01
p%] 6.0/10 0.81 10.0/10 0.44 6.8/10 0.74 3.1/10 0.98 3.0/10 0.98
p%2 4.2/8 0.84 3.4/8 0.91 5.3/8 0.73 1.9/8 0.98 0.9/8 1.00
|yt had| 9.1/19 0.97 9.6/19 0.96 9.0/19 0.97 10.4/19 0.94 14.6/19 0.74
p%had 11.7/18 0.86 11.1/18 0.89 14.3/18 0.71 6.4/18 0.99 6.8/18 0.99
[y 8.2/15 0.91 11.1/15 0.75 7.4/15 0.95 9.1/15 0.87 10.6/15 0.78
m'! 16.0/15 0.38 14.8/15 0.46 19.8/15 0.18 14.7/15 0.48 15.3/15 0.43
p’TE 19.6/10 0.03 165.0/10 < 0.01 17.5/10 0.07 28.6/10 < 0.01 71.2/10 < 0.01
Nextrajets 5.8/6 0.44 14.4/6 0.03 29.2/6 < 0.01 94.0/6 < 0.01 8.8/6 0.19

Table 10 Comparison of the measured particle-level absolute single-
differential cross-sections in the resolved topology with the predictions
from several MC generators. For each prediction a 2 and a p-value are

calculated using the covariance matrix of the measured spectrum. The
NDF is equal to the number of bins in the distribution

Observable ~ PWG+PY8 PwWG+PY8 Rad. Up PwWG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
x2INDF p-value Xx2/INDF p-value x2/INDF p-value x2/INDF p-value x2/NDF p-value

H{f 11.1/18 0.89 17.7/18 0.48 10.5/18 0.91 11.4/18 0.88 11.9/18 0.85
|p(’;uh[ad| 9.2/8 0.32 97.3/8 < 0.01 8.3/8 0.41 11.2/8 0.19 27.8/8 < 0.01
|y,’3€;ost| 7.0/15 0.96 8.7/15 0.89 6.1/15 0.98 9.8/15 0.83 10.2/15 0.81
X' 20.4/13 0.09 12.3/13 0.51 38.3/13 < 0.01 17.7/13 0.17 22.5/13 0.05
|AG(t, 1) 3.0/7 0.89 57.7/7 < 0.01 12.3/7 0.09 4.7/7 0.70 22.1/77 < 0.01
p?l 9.2/11 0.60 15.0/11 0.18 8.8/11 0.64 7.8/11 0.73 6.5/11 0.84
p%2 5.3/9 0.80 5.2/9 0.81 6.0/9 0.74 2.5/9 0.98 2.1/9 0.99
|yt had| 12.7/20 0.89 13.5/20 0.86 12.5/20 0.90 13.2/20 0.87 19.5/20 0.49
p%had 19.0/19 0.46 23.3/19 0.23 18.0/19 0.52 15.0/19 0.72 14.5/19 0.75
[y'] 9.2/16 0.90 11.5/16 0.78 8.3/16 0.94 9.8/16 0.88 13.5/16 0.64
m'! 17.8/16 0.34 16.4/16 0.43 20.2/16 0.21 15.5/16 0.49 17.1/16 0.38
p’TE 23.1/11 0.02 196.0/11 < 0.01 16.9/11 0.11 334/11 < 0.01 88.0/11 < 0.01
Nextrajets 9.5/7 0.22 7717 0.36 28.3/7 < 0.01 104.0/7 < 0.01 11.5/7 0.12

differential cross-section as a function of m'’ and p

that

double-differential observable that includes p’T[ as a probed

is well described by all the NLO MC predictions, as shown in
Figs. 22a and 24a and Table 9, while the double-differential
cross-section where these two variables are combined shows
strong disagreement with several predictions, as shown in
Fig. 26. The comparison of the NLO MC predictions with the
measured double-differential cross-sections reveals, overall,
poorer agreement than in the single-differential case. In par-
ticular, it is observed that no generator is able to describe any

@ Springer

variable.

10.1.2 Boosted topology

The single-differential cross-sections are measured as a func-
tion of the transverse momentum and absolute value of the
rapidity of the hadronically decaying top quark as well as of
the mass, transverse momentum and rapidity of the ¢7 system
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prediction obtained with the POWHEG+PYTHIA8 MC generator. Data

oPl, Hi 4, additional
jet multiplicity and the number of small-R jets reclustered
inside the hadronic top. The differential cross-section as a
function of the pt of the top quark is also measured sepa-
rately for the leading and subleading top quark. The results
are shown in Figs. 37, 38, 39, 40, 41, and 42. The quantita-
tive comparisons among the particle-level results and predic-
tions, obtained with a X2 test statistic, are shown in Tables 13
and 14, for normalised and absolute single-differential cross-
sections, respectively. In Fig. 40b an example of an absolute
differential cross-section in the boosted topology is given.
The total uncertainty in the differential cross-section as a

and of the additional variables | Do,

1
0.5 0 0.5

tt
Py [TeV]

1
05 0 0.5 0 0.5 0

(b)

points are placed at the centre of each bin. b The ratio of the measured
cross-section to different Monte Carlo predictions. The bands represent
the statistical and total uncertainty in the data

function of m'’ is reduced relative to the corresponding nor-
malised cross-section, Fig. 40a.

The double-differential cross-sections, presented in
Figs. 43, 44, 45, 46, 47, 48, 49, 50, 51, and 52_, are mea-

sured as a function of p' had in b1ns of pi ’ y’| and
m'" as well as a function of m’’ in bins of p l’| and
H{ ' and finally as a function of Pt had pT and m!" in bins

of jet multiplicity. The quantitative comparisons among the
particle-level results and predictions, obtained with a x? test
statistic, are shown in Tables 15 and 16, for normalised and
absolute double-differential cross-sections, respectively.
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compared with the prediction obtained with the POWHEG+PYTHIAS MC

Additionally, the total cross-section is measured in the
fiducial phase-space of the boosted topology and is compared
with the MC predictions previously described, as shown
in Fig. 53. The total cross-section predicted by each NLO
MC generator is normalised to the NNLO+NNLL predic-
tion as quoted in Ref. [55] and the corresponding uncer-
tainty only includes the uncertainty affecting the k-factor
used in the normalisation. As in the case of the inclu-
sive fiducial cross-section in the resolved topology, the dif-
ferences between the quoted fiducial cross-sections result
from different acceptance predictions from each model. It is

@ Springer

bands represent the statistical and total uncertainty in the data

observed that several NLO+PS predictions, with the excep-
tion of POWHEG+HERWIG7 and POWHEG+PYTHIAS Rad.
down, overestimate the measurement of the inclusive cross-
section.

The MC predictions are not always able to describe the
measured single-differential cross-sections in the entire fidu-
cial phase-space; mismodelling is observed, in particular, for
the differential cross-section as a function of the pr of the
hadronic top quark, shown in Fig_. 37a, for the differential
cross-section as a function of m!’, shown in Fig. 40a, and
for the observable Hy, shown in Fig. 41c, where all the MC
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Fig. 31 aParticle-level absolute differential cross-section as a function
of m'" in bins of the jet multiplicity in the resolved topology compared
with the prediction obtained with the POWHEG+PYTHIA8 MC genera-

predictions tend to overestimate the data in the tails of the
distributions. A similar trend is observed for the differential
cross-sections as a function of the transverse momentum of
the leading and subleading top quark (shown in Fig. 38). To
a smaller extent, discrepancies are observed at high values
of |y”_ , shown in Fig. 39b, and in the tails of the }pto'llfp|
distribution, shown in Fig. 41b.

The tensions between the MC predictions and the data
are observed also in the measured double-differential cross-
sections, in particular for the cross-sections as a function
of p%had in bins of |y”_|, |y'| and m'" (shown in Figs. 44,
45, 46) and as a function of m'’ in bins of |y’f| (shown

tor. Data points are placed at the centre of each bin. b The ratio of the
measured cross-section to different Monte Carlo predictions. The bands
represent the statistical and total uncertainty in the data

in Fig. 49). As in the case of the double-differential cross-
sections in the resolved topology, the measurements allow
discrimination between the different MC predictions. Over-
all, for the double-differential cross-sections, the MC predic-
tions obtained from POWHEG+HERWIG7 provide the better
description of the data while those from SHERPA 2.2.1 and
POWHEG+PYTHIAS with the Var3cDown tuning show a sig-
nificant disagreement with the data, as also observed in the
resolved topology to a smaller extent.

Since the definitions of the phase-space and the particle-
level hadronic top quark differ between the resolved and
boosted topologies, a direct comparison of the measured dif-
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Fig. 33 aParticle-level normalised differential cross-section as a func- enerator. Data points are placed at the centre of each bin. b The ratio
g g p p
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compared with the prediction obtained with the POWHEG+PYTHIA8S MC

ferential cross-sections is not possible. However, it can be
seen in Fig. 54 that the ratio of data to prediction is consistent
between the measured absolute differential cross-sections in
the overlap region of the two topologies.

10.2 Results at parton level in the full phase-space
10.2.1 Resolved topology
The single-differential normalised cross-sections are mea-

sured as a function of the transverse momentum and abso-
lute value of the rapidity of the top quark and as a func-

@ Springer

bands represent the statistical and total uncertainty in the data

tion of the mass, transverse momentum and absolute value
of the rapidity of the #7 system and of the additional vari-
ables | Vit ost|» Hif and x'T. The results are shown in Figs. 55,
56 and 57. The quantitative comparisons among the parton-
level results and MC predictions, obtained with a X2 test
statistic, are shown in Tables 17 and 18, for normalised and
absolute single-differential distributions, respectively. The
double-differential cross-sections, presented in Figs. 58, 59,

60, 61, 62, and 63, are measured as a function of p’T in bins

of m', p’Tf and |y’|, as a function of p’Tf in bins of m’’ and
|y""| and finally as a function of m'’ in bins of |y''|. The
quantitative comparisons among the parton-level results and
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Fig. 35 aParticle-level normalised differential cross-section as a func-
tion of HY' in bins of the jet multiplicity in the resolved topology com-
pared with the prediction obtained with the POWHEG+PYTHIA8 MC

MC predictions, obtained with a X2 test statistic, are shown
in Tables 21 and 22, for normalised and absolute single-
differential distributions, respectively.

The measured differential cross-sections are compared
with the fixed-order NNLO pQCD predictions and with the
POWHEG+PYTHIA8 NLO+PS parton-level predictions. In the
case of the top-quark prt and rapidity, NNLO predictions
are available for the distributions of the top/anti-top average,
which are calculated not on an event-by-event basis but by
averaging the results of the histograms of the distributions

generator. Data points are placed at the centre of each bin. b The ratio
of the measured cross-section to different Monte Carlo predictions. The
bands represent the statistical and total uncertainty in the data

of the top and anti-top quark [121]. For these variables, the
measured differential cross-sections are taken as a function
of the hadronic top quark’s kinematics.

The NNLO pQCD predictions are obtained, for the opti-
mised binning of this analysis, using the NNLO NNPDF3.1
PDF set [123] with the renormalisation (ugr) and factorisa-
tion (up) scales both set to Ht/4 (with Ht equal to the sum
of the transverse masses of the top and anti-top quark) for
all the measured differential cross-sections with the excep-
tion of the differential cross-section as a function of pfr, for

@ Springer



1028  Page 44 of 84 Eur. Phys. J. C (2019) 79:1028

Table 11 Comparison of the measured particle-level normalised p-value are calculated using the covariance matrix of the measured
double-differential cross-sections in the resolved topology with the pre- spectrum. The NDF is equal to the number of bins in the distribution
dictions from several MC generators. For each prediction a x2 and a minus one

Observable PWG+PY8 PwG+PY8 Rad. Up PWG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
¥2/INDF  p-value x2/NDF  p-value x2/NDF  p-value ¥2/INDF  p-value x2/NDF  p-value
H{f vs Nexuajets 9.7119 0.96 57.9/19 < 0.01 19.4/19  0.43 48.7/19 < 0.01 27.4/19  0.10
|p(’;uhlad| vs Nexuajets 10.8/9 0.29 89.2/9 < 0.01 31.9/9 < 0.01 32.6/9 <0.01 19.2/9 0.02
X' vs Nextrajets 37.6/19 < 0.01 31.6/19  0.03 88.9/19 < 0.01 84.8/19 < 0.01 237719 0.21
[Ap(r, T)| vs NXUiets 21 8/18  0.24 125.0/18 < 0.01 31.0/18  0.03 44.4/18 < 0.01 36.7/18 < 0.01
|ythad| yg pyextrajets 9.5/12 0.66 19.1/12  0.09 26.8/12 < 0.01 30.8/12 < 0.01 10.4/12  0.58
[yt had| ys p%had 14.9/12  0.25 11.9/12  0.45 18.1/12  0.11 8.4/12 0.75 9.4/12 0.67
prdys | phbad) 10.5/12  0.57 74.5/12 < 0.01 253/12 0.0l 13.4/12 034 224/12  0.03
p%had vs Nexurajets 14.2/16  0.58 45.7/16 < 0.01 37.3/16 < 0.01 67.5/16 < 0.01 13.9/16  0.60
[y'f] vs Nextajets 8.2/12 0.77 14.6/12  0.26 25.4/12  0.01 55.5/12 < 0.01 13.9/12  0.30
Iy'| vs m' 18.0/14  0.21 12.0/14  0.60 23.1/14  0.06 13.2/14  0.51 14.8/14  0.40
[y'| vs p’TE 28.5/12 < 0.01 149.0/12 < 0.01 23.2/12  0.03 31.8/12 < 0.01 70.7/12 < 0.01
m'l ys Nexiajets 29.1/16  0.02 25.5/16  0.06 49.6/16 < 0.01 24.6/16  0.08 11.5/16  0.78
m' vs p%had 58.9/31 < 0.01 51.4/31 0.01 92.3/31 <0.01 35.6/31  0.26 44.8/31 0.05
m' vs p-’r’_ 43.6/21 < 0.01 260.0/21 < 0.01 47.0121 < 0.01 44.7/21 < 0.01 149.0/21 < 0.01
p’TE vs Nextrajets 69.1/19 < 0.01 283.0/19 < 0.01 58.5/19 < 0.01 82.8/19 < 0.01 102.0/19 < 0.01
pif vs pihd 39.2/19 < 0.01 282.0/19 < 0.01 51.5/19 < 0.01 55.8/19 < 0.01 137.0/19 < 0.01
Table 12 Comparison of the measured particle-level absolute double- calculated using the covariance matrix of the measured spectrum. The
differential cross-sections in the resolved topology with the predictions NDF is equal to the number of bins in the distribution

from several MC generators. For each prediction a x2 and a p-value are

Observable PWG+PY8 PwG+PY8 Rad. Up PWG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
x2/INDF  p-value x2/NDF  p-value x2/NDF  p-value ¥2/INDF  p-value x2/NDF  p-value

HIF vs Nexuaets 13.820  0.84 72.9/20 < 0.01 31.3/20  0.05 56.6/20 < 0.01 40.5/20 < 0.01
| phihad) yg extrajets 16.3/10  0.09 165.0/10 < 0.01 157/10  0.11 35.6/10 < 0.01 50.9/10 < 0.01
X! vs Nextrajets 44.4/20 < 0.01 60.3/20 < 0.01 88.3/20 < 0.01 62.2/20 < 0.01 24.6/20  0.21
[Ap(r, T)| vs NXUaIS  41.6/19 < 0.01 183.0/19 < 0.01 43.6/19 < 0.01 44.2/19 < 0.01 60.0/19 < 0.01
|ythad| yg pyextrajets 11.3/13  0.59 50.3/13 < 0.01 23.1/13  0.04 28.7/13 < 0.01 14.8/13 032
|y-had| ys prhad 13.3/13  0.42 12.9/13 045 15.6/13  0.27 8.7/13 0.80 9.8/13 0.71
Py ys | phbad) 8.6/13  0.80 79.6/13 < 0.01 28.8/13 < 0.01 9.7/13  0.72 16.0/13 025
Pl v Nexuajets 19.3/17  0.31 59.5/17 < 0.01 43.3/17 < 0.01 65.3/17 < 0.01 24717 0.10
[y'F| vs Nextajets 7.0/13  0.90 26.7/13 0.0l 22.1/13  0.05 51.5/13 < 0.01 31.5/13 < 0.01
[y'] vs m' 22.3/15  0.10 15.0/15  0.45 29.8/15  0.01 15.8/15  0.40 19.1/15 021
Iv'7] vs pif 32.7/13 < 0.01 143.0/13 < 0.01 21.2/13  0.07 36.8/13 < 0.01 81.4/13 < 0.01
m' ys Nextrajets 28.0/17  0.04 20.0/17  0.03 49.2/17 < 0.01 36.3/17 < 0.01 14.0/17  0.67
m'Tvs phhd 56.2/32 < 0.01 59.9/32 < 0.01 79.9/32 < 0.01 31.9/32 047 48.5/32  0.03
m'" vs pht 49.0/22 < 0.01 310.0/22 < 0.01 53.3/22 < 0.01 55.1/22 < 0.01 175.0/22 < 0.01
pil vs Nexuaets 93.2/20 < 0.01 412.0/20 < 0.01 51.9/20 < 0.01 91.8/20 < 0.01 163.0/20 < 0.01
pi vs phhd 38.6/20 < 0.01 294.0/20 < 0.01 66.5/20 < 0.01 46.1/20 < 0.01 128.0/20 < 0.01
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Fig. 36 Comparison of the measured inclusive fiducial cross-section in
the resolved topology with the predictions from several MC generators.
The bands represent the statistical and total uncertainty in the data. The
uncertainty on the cross-section predicted by each NLO MC generator
only includes the uncertainty (due to PDFs, m, and «;) affecting the
k-factor used in the normalisation

which both scales were set to mt/2 [5].* The top-quark pole
mass is set to 172.5 GeV. The theoretical uncertainty in the
central NNLO predictions is obtained by summing in quadra-
ture the uncertainty due to the higher-order terms, estimated
from the envelope of the predictions obtained by indepen-
dently increasing and decreasing ur and ug by a factor of
two relative to the central scale choice, and the uncertainty
due to the PDFs obtained according to the prescription of the
NNPDF Collaboration. The quantitative comparisons among
the parton-level results and the NNLO pQCD predictions,
obtained with a x 2 test statistic, are shown in Tables 19 and 20
and Tables 23 and 24, for single- and double-differential dis-
tributions, respectively.

For the single-differential cross-sections the NNLO and
NLO+PS predictions give a good and comparable description
of the data, with the exception of m’ " that is poorly described
by several NLO+PS predictions. Regarding the measured

4 [ 102 2
mr = /m; + pr,.

double-differential cross-sections, tensions are observed for
several variables with respect to the NLO+PS predictions
while a better description is observed when comparing the
measurements with the NNLO calculations. In the double-
differential cross-sections as a function of pfr in bins of m!’ s
shown in Fig. 60, the NNLO and NLO+PS central predictions
show a contrasting behaviour, with the POWHEG+PYTHIAS
predictions giving a better description of the data in the low
m!! region while the NNLO predictions better model the mea-
surements in the high m'’ region.

The absolute differential cross-sections as a function of
Pyl P y”_| and m'" are also measured using a coarser
binning,5 used in a recent measurement from the CMS Col-
laboration [21], to test the impact of including EW correc-
tions in the NNLO pQCD predictions. These EW corrections
[121] include the NLO EW effects of O(a%a), all subleading
NLO (O(ase?) and O(a?)) terms as well as the LO (O(asa)
and O(a?)) contributions in the QCD and EW coupling con-
stants. For these predictions, the mass of the top quark is set
to 173.3 GeV.

These additional measurements are shown in Figs. 64
and 65 and are compared with theoretical predictions
obtained, with and without EW corrections, with two dif-
ferent PDF sets: the NNLO NNPDF3.1 PDF set and the
LUXQEDI17 PDF set [124], the latter includes in addition to
the standard partonic structure of the proton its photon com-
ponent. The still rather limited range covered by the trans-
verse momenta of top and anti-top quarks does not yet allow
quantitative tests of the impact of the EW corrections as well
as the contribution of the PDF of the photon in the proton to
the production of top-quark pairs.

10.2.2 Boosted topology

In the boosted topology, the parton-level normalised differ-
ential cross-sections are extracted in a region of the phase-
space where the top quark is produced with pt > 350 GeV.
The single-differential cross-sections are measured as a func-
tion of the transverse momentum of the top quark and of the
invariant mass of the 77 system. The results are shown in
Fig. 66. The parton-level double-differential cross-sections,
presented in Fig. 67, are measured as a function of m' in
bins of pi.

3 The binning used for this comparison is tested and fully validated
against the stability of the unfolding procedure.
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compared with different Monte Carlo predictions. The bands represent

Table 13 Comparison of the measured particle-level normalised
single-differential cross-sections in the boosted topology with the pre-

the statistical and total uncertainty in the data. Data points are placed at
the centre of each bin. The lower panel shows the ratios of the simula-
tions to data

p-value are calculated using the covariance matrix of the measured
spectrum. The NDF is equal to the number of bins in the distribution

dictions from several MC generators. For each prediction a x2 and a minus one
Observable ~ PWG+PY8 PwG+PY8 Rad. Up PwG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
X 2/NDF p-value X 2/NDF p-value X 2/NDF p-value X 2/NDF p-value X 2/NDF p-value

p%l 6.2/7 0.51 10.3/7 0.17 2.8/7 0.90 2.4/7 0.93 11.1/7 0.14
p%z 4.0/6 0.68 3.9/6 0.69 4.1/6 0.66 3.2/6 0.78 4.4/6 0.62
H%f 9.0/9 0.44 7.1/9 0.62 24.19 < 0.01 10.4/9 0.32 7.8/9 0.56
| phae? 7.1/6 0.31 17.2/6 < 0.01 433/6 < 0.01 25.4/6 < 0.01 2.9/6 0.82
X' 3.5/6 0.74 1.0/6 0.98 18.4/6 < 0.01 3.2/6 0.79 8.9/6 0.18
Nextajets 5.5/4 0.24 15.7/4 < 0.01 17.0/4 < 0.01 2.5/4 0.64 8.6/4 0.07

%had 6.2/7 0.52 11.0/7 0.14 3.2/7 0.86 3.5/7 0.83 10.6/7 0.16
N subjets 0.3/3 0.95 4.3/3 0.23 0.7/3 0.86 2.1/3 0.55 2.6/3 0.46
|yt had| 0.6/3 0.90 0.5/3 0.93 1.5/3 0.68 0.6/3 0.90 1.2/3 0.75
[y 3.2/3 0.36 1.9/3 0.60 4.5/3 0.21 5.2/3 0.16 4.2/3 0.24
mt 7.5/9 0.59 11.8/9 0.23 16.2/9 0.06 8.1/9 0.52 8.3/9 0.50
p’T’_ 3.5/5 0.63 25.6/5 < 0.01 35715 < 0.01 9.8/5 0.08 19.7/5 < 0.01
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Table 14 Comparison of the measured particle-level absolute single-
differential cross-sections in the boosted topology with the predictions

from several MC generators. For each prediction a 2 and a p-value are

calculated using the covariance matrix of the measured spectrum. The
NDF is equal to the number of bins in the distribution

Observable PWG+PY8 PWG+PY8 Rad. Up PwWG+PY8 Rad. Down PWG+H7 SHERPA 2.2.1
x*/NDF p-value x2/NDF p-value x2/NDF p-value x2/NDF p-value x>/NDF p-value
pfr’l 7.8/8 0.46 14.1/8 0.08 3.9/8 0.86 2.8/8 0.95 12.9/8 0.11
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points are placed at the centre of each bin. b The ratio of the measured
cross-section to different Monte Carlo predictions. The bands represent
the statistical and total uncertainty in the data
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Table 15 Comparison of the measured particle-level normalised
double-differential cross-sections in the boosted topology with the pre-
dictions from several MC generators. For each prediction a x2 and a

POWHEG+PYTHIA8 MC generator. Data points are placed at the centre
of each bin. b The ratio of the measured cross-section to different Monte
Carlo predictions

p-value are calculated using the covariance matrix of the measured
spectrum. The NDF is equal to the number of bins in the distribution
minus one

Observable PWG+PY8 PwG+PY8 Rad. Up PwG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
x2INDE  p-value x%/NDF  p-value x2INDF  p-value x2INDF  p-value x%/NDF  p-value

m!l ys Nextrajets 14.3/12 0.28 30.4/12 < 0.01 28.7/12 < 0.01 5.4/12 0.94 19.1/12 0.09
ptTt_ ys Nexurajets 13.5/10 0.20 43.0/10 < 0.01 41.9/10 < 0.01 13.0/10 0.22 22.7/10 0.01
m' vs H%’_ 7.3/8 0.51 16.5/8 0.04 15.7/8 0.05 7.1/8 0.53 20.8/8 < 0.01
m'l s |y 4.8/13 0.98 11.5/13 0.57 15.9/13 0.26 5.8/13 0.95 16.4/13 0.23
m'! vs pflf_ 7.8/12 0.80 34.6/12 < 0.01 40.6/12 < 0.01 18.6/12 0.10 18.0/12 0.12
p%h"‘d vs [y 8.6/9 0.47 12.7/9 0.17 6.5/9 0.69 5.7/9 0.77 12.5/9 0.18
p%had vs |y 10.0/9 0.35 11.6/9 0.24 8.5/9 0.48 8.9/9 0.45 13.5/9 0.14
p%had vs Nextaiets 16 .3/14 0.29 42.6/14 < 0.01 30.3/14 < 0.01 18.6/14 0.18 30.8/14 < 0.01
p%had vs m'! 6.9/7 0.44 18.7/7 < 0.01 8.9/7 0.26 4.4/7 0.73 25.6/7 < 0.01
p%had Vs pfrt_ 16.1/13 0.24 50.4/13 < 0.01 63.2/13 < 0.01 26.0/13 0.02 33.9/13 < 0.01
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Table 16 Comparison of the measured particle-level absolute double- calculated using the covariance matrix of the measured spectrum. The
differential cross-sections in the boosted topology with the predictions NDF is equal to the number of bins in the distribution
from several MC generators. For each prediction a 2 and a p-value are

Observable PWG+PY8 PwG+PY8 Rad. U PwWG+PY8 Rad. Down PWG+H7 SHERPA 2.2.1
p
x2INDE  p-value x%/NDF  p-value x2/INDF  p-value x2/INDF  p-value x%/NDF  p-value
m'! vs Nextrajets 38.9/13 < 0.01 53.2/13 < 0.01 73.4/13 < 0.01 9.1/13 0.77 35.9/13 < 0.01
p’TE vs Nextrajets 41.6/11 < 0.01 86.5/11 < 0.01 102.0/11 < 0.01 25.4/11 < 0.01 459/11 < 0.01
m'l vs H%i 12.7/9 0.17 17.8/9 0.04 25.3/9 < 0.01 11.8/9 0.22 24.4/9 < 0.01
m' vs |y”_| 18.4/14 0.19 17.3/14 0.24 36.5/14 < 0.01 14.2/14 0.43 22.1/14 0.08
m'l vs p[T’_ 15.5/13 0.28 70.1/13 < 0.01 86.4/13 < 0.01 27.8/13 < 0.01 28.8/13 < 0.01
p%had vs |y'| 11.2/10 0.34 15.9/10 0.10 7.3/10 0.70 6.7/10 0.75 15.3/10 0.12
p%had Vs |y”_| 9.7/10 0.47 10.6/10 0.39 8.1/10 0.62 8.5/10 0.58 13.4/10 0.20
p%h"‘d vs Nextaies  357/15 < (.01 74.2/15 < 0.01 61.1/15 < 0.01 22.5/15 0.09 59.6/15 < 0.01
p%had vs mtl 14.8/8 0.06 29.8/8 < 0.01 16.4/8 0.04 4.4/8 0.82 32.6/8 < 0.01
p%had Vs p’TZ 24.6/14 0.04 70.1/14 < 0.01 94.3/14 < 0.01 30.0/14 < 0.01 48.7/14 < 0.01
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Fig. 56 Parton-level normalised differential cross-sections as a func-
tion of a the mass, b pr and c absolute value of the rapidity of the
tf system in the resolved topology, compared with the NNLO predic-
tions obtained using the NNPDF3.1 NNLO PDF set and the predictions
obtained with the POWHEG+PYTHIA8 MC generator. The hatched band
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represents the total uncertainty in the NNLO prediction. The solid bands
represent the statistical and total uncertainty in the data. Data points are
placed at the centre of each bin. The lower panel shows the ratios of the
predictions to data
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Fig. 57 Parton-level normalised differential cross-sections as a func-
tion of a |y{f I, b Hf and ¢ x" in the resolved topology, compared
with the NNLO predictions obtained using the NNPDF3.1 NNLO PDF
set and the predictions obtained with the POWHEG+PYTHIAS MC gen-

erator. The hatched band represents the total uncertainty in the NNLO
prediction. The solid bands represent the statistical and total uncertainty
in the data. Data points are placed at the centre of each bin. The lower
panel shows the ratios of the predictions to data
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Table 17 Comparison of the measured parton-level normalised single-
differential cross-sections in the resolved topology with the predictions
from several MC generators. For each prediction a 2 and a p-value are

calculated using the covariance matrix of the measured spectrum. The
NDF is equal to the number of bins in the distribution minus one

Observable ~ PWG+PY8 PwWG+PY8 Rad. Up PwWG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
x2/INDF p-value Xx2/INDF p-value x2/INDF p-value x2/INDF p-value x2/NDF p-value

H{f 3.8/8 0.88 2.9/8 0.94 4.0/8 0.86 2.1/8 0.98 10.1/8 0.26
Iy{)iostl 4.9/8 0.77 5.3/8 0.73 5.1/8 0.74 4.8/8 0.78 5.6/8 0.70
X' 9.7/3 0.02 4.2/3 0.24 209/3 < 0.01 5.8/3 0.12 19.1/3 < 0.01
[y 9.4/4 0.05 8.8/4 0.07 10.3/4 0.03 8.4/4 0.08 9.8/4 0.04
Pk 6.4/7 0.49 5.8/7 0.56 6.8/7 0.45 4.717 0.69 7.6/7 0.37
|y”—| 4.1/6 0.67 4.5/6 0.61 4.3/6 0.63 4.1/6 0.66 4.4/6 0.62
mt 32.1/8 < 0.01 26.7/8 < 0.01 37.6/8 < 0.01 29.6/8 < 0.01 17.1/8 0.03
p’Ti 7.8/8 0.45 41.7/8 < 0.01 25.0/8 < 0.01 11.9/8 0.15 22.1/8 < 0.01

Table 18 Comparison of the measured parton-level absolute single-
differential cross-sections in the resolved topology with the predictions
from several MC generators. For each prediction a 2 and a p-value are

calculated using the covariance matrix of the measured spectrum. The
NDF is equal to the number of bins in the distribution

Observable ~ PWG+PY8 PwG+PY8 Rad. Up PwG+PY8 Rad. Down PwG+H7 SHERPA 2.2.1
x2/NDF p-value x2/NDF p-value x2/NDF p-value x2/NDF p-value x2/NDF p-value
H}i 9.9/9 0.36 10.1/9 0.34 9.9/9 0.36 6.7/9 0.67 19.6/9 0.02
|y{)gost| 5.9/9 0.75 6.4/9 0.70 6.2/9 0.72 5.8/9 0.76 6.4/9 0.70
X' 10.7/4 0.03 4.5/4 0.34 23.6/4 < 0.01 6.3/4 0.18 22.1/4 < 0.01
[y 10.8/5 0.06 10.0/5 0.08 12.2/5 0.03 9.5/5 0.09 10.9/5 0.05
Pr 9.9/8 0.27 8.8/8 0.36 10.8/8 0.21 8.2/8 0.42 11.9/8 0.15
[y'] 5.0/7 0.66 5.5/7 0.60 5.2/7 0.63 4.9/7 0.67 5.2/7 0.63
m'! 29.1/9 < 0.01 229/9 < 0.01 36.8/9 < 0.01 25.6/9 < 0.01 15.4/9 0.08
p’TE 8.6/9 0.47 42.4/9 < 0.01 243/9 < 0.01 14.1/9 0.12 20.6/9 0.01
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Fig. 58 a Parton-level normalised differential cross-section as a func-
tion of pf in bins of |y’ | in the resolved topology compared with the
NNLO prediction obtained using the NNPDF3.1 NNLO PDF set. Data
points are placed at the centre of each bin. b The ratio of the measured
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cross-section to the NNLO prediction and the prediction obtained with
the POWHEG+PYTHIAS MC generator. The hatched band represents the
total uncertainty in the NNLO prediction. The solid bands represent the
statistical and total uncertainty in the data
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Fig. 59 a Parton-level normalised differential cross-section as a func-
tion of p’T in bins of p¥ in the resolved topology compared with the
NNLO prediction obtained using the NNPDF3.1 NNLO PDF set. Data
points are placed at the centre of each bin. b The ratio of the measured

cross-section to the NNLO prediction and the prediction obtained with
the POWHEG+PYTHIA8 MC generator. The hatched band represents the
total uncertainty in the NNLO prediction. The solid bands represent the
statistical and total uncertainty in the data
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Fig. 60 a Parton-level normalised differential cross-section as a func-
tion of pf in bins of m'" in the resolved topology compared with the
NNLO prediction obtained using the NNPDF3.1 NNLO PDF set. Data
points are placed at the centre of each bin. b The ratio of the measured

cross-section to the NNLO prediction and the prediction obtained with
the POWHEG+PYTHIA8 MC generator. The hatched band represents the
total uncertainty in the NNLO prediction. The solid bands represent the
statistical and total uncertainty in the data
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Fig. 61 a Parton-level normalised differential cross-section as a func-
tion of p4 in bins of |y” | in the resolved topology compared with the
NNLO prediction obtained using the NNPDF3.1 NNLO PDF set. Data
points are placed at the centre of each bin. b The ratio of the measured

cross-section to the NNLO prediction and the prediction obtained with
the POWHEG+PYTHIA8 MC generator. The hatched band represents the
total uncertainty in the NNLO prediction. The solid bands represent the
statistical and total uncertainty in the data
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Fig. 62 a Parton-level normalised differential cross-section as a func-
tion of pf in bins of m'" in the resolved topology compared with the
NNLO prediction obtained using the NNPDF3.1 NNLO PDF set. Data
points are placed at the centre of each bin. b The ratio of the measured
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Fig. 63 a Parton-level normalised differential cross-section as a func-
tion of m'! in bins of |y | in the resolved topology compared with the
NNLO prediction obtained using the NNPDF3.1 NNLO PDF set. Data
points are placed at the centre of each bin. b The ratio of the measured

Table 19 Comparison of the
measured parton-level
normalised single-differential in
the resolved topology
cross-sections with the NNLO
predictions and the nominal
POWHEG+PYTHIAS predictions.
For each prediction a x? and a
p-value are calculated using the
covariance matrix of the
measured spectrum. The NDF is
equal to the number of bins in
the distribution minus one
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