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ABSTRACT OF THE THESIS

A Comparison of Imputative Capability

on Algorithms for fitting the PARAFAC model

to Biological Data

by

Enio Hodzic

Master of Science in Bioengineering

University of California, Los Angeles, 2023

Professor Aaron S. Meyer, Chair

Researchers often find it challenging to simplify complex data sets for downstream analy-

sis. The combination of multiple variables can lead to complexity, and organizing such data

sets into a higher dimensional structure can be more intuitive. For these data sets with

an inherent multi-modal structure, a variety of dimensionality reduction techniques have

allowed researchers to explore and infer biological interactions more effectively. Higher-order

dimensionality reduction techniques all serve to accomplish the same purpose - to reduce

the original data set and recover meaningful and interpretable patterns. The CANDE-

COMP/PARAFAC (CP) model, a frequent choice among researchers for its interpretability,

still requires metrics for validating its performance and assuring an appropriate model com-

plexity is selected. While a common benchmark for these methods’ validation is typically

the total residual error, imputation error (prediction error) can serve as a more trusted al-

ternative. We describe an algorithm for fitting the PARAFAC model, censored alternating

least squares, that innately handles missing values and compare it amongst alternating least
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squares and direct optimization using simulated and real data sets with varying degrees of

missing values using these performance metrics. While each method has its own benefits,

censored alternating least squares appears best suited for handling missing values, commonly

present in the data that researchers look to investigate.
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CHAPTER 1

Introduction

Biologists frequently encounter complex and obscure data sets leading to a variety of data

analysis approaches. Since biological systems often involve multiple confounding factors,

researchers typically rely on dimensionality reduction for analyzing these types of data sets

effectively. While for simple data sets involving two variables, conventional matrix factoriza-

tion methods are sufficient, data structures involving multiple variables have the capability

to be structured in a multi-modal fashion (arranged in several dimensions, such as measure-

ment, subject, and time). While offering an intuitive way of organizing the data structure,

analysis is frequently difficult when coupled with pre-existing missing values commonly seen

within biological data sets. Types of missingness patterns encountered within these types of

data sets can vary, from random scattering across the entirety of the data set to individual

cords depending on the source of the missing values [1]. These missing cords correspond to

structured missing values occurring along a specific variable, such as a missing sample along

a temporal dimension.

Dimensionality reduction methods like Principal Component Analysis (PCA) and other

matrix factorization approaches are powerful tools for exploring multivariate data by pro-

viding a means of capturing patterns specific to each mode [2, 3]. Multi-modal data sets,

otherwise known as tensors, require an initial unfolding for matrix factorization approaches.

Two axes of the tensor are collapsed and combined to matricize the data set, concealing any

relationships between the two modes being collapsed. Tensor decomposition methods such

as CANDECOMP/PARAFAC (CP) and Tucker improve upon matrix methods by retaining

1



the inherent multi-modal structure [4]. CP decomposition methods are particularly relevant

due to their ease of factor interpretation, being represented by the product of mode-specific

factors similar to PCA. In the case of biological data, factors can infer a variety of rela-

tionships such as mechanistic binding properties and genome expression data [5, 6]. In the

presence of pre-existing missing values, tensor factors have the capability to impute these

entries based on the existing data. Furthermore, these tensor factors not only reduce noise

in the original data but are capable of elucidating patterns when overlapping measurements

or co-dependent processes are involved – such patterns might otherwise be lost when flatten-

ing data for matrix factorization methods [4]. As a result, these decomposed factors reveal

unseen relationships between modes while closely approximating the original data set.

Assessing the validity of the factorization method is a necessity to assure the factor inter-

pretation is sound and the appropriate number of components are selected. Various methods

exist for selecting component number, from residual based methods to core consistency met-

rics [7]. A simple approach involves a predefined error metric between the original data set

and reconstructed data set using the computed factors. Model rank can be chosen through

a scree test, where introducing additional components yield negligible improvement to the

overall model fit. In the biological context, a low fitted error between original data sets

signifies an appropriate factor representation of the biological data at hand. It may not how-

ever confirm any biological interactions between factors, diminishing the analytical value of

the method. A more appropriate error metric arises from the artificial insertion of missing

values, recomputing the factors, and calculating the error, akin to cross validation for tensor

completion [8]. Due to the nature of tensor factorization, factors are able to be solved with

the presence of missing values within the data set. The minimal differences between removed

values and imputed values from the tensor factors indicates that the biological interpreta-

tion is in fact contained within the factor plots while also providing a means to choose an

appropriate tensor rank.

Various algorithms exist for solving tensor factors each with varying effectiveness in
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imputative accuracy. The most common approach is alternating least squares (ALS), in

which each factor of the tensor is solved while the others are held constant, and subsequently

alternating across all dimensions of the tensor [9]. The ”alternating” name stems from

solving independent least squares problems for each mode of the tensor in an iterative fashion

using the factor matrices and the unfolded tensor. However, ALS can lead to sensitive

solutions affected by minor perturbations [10]. As this method requires a full data set, missing

values are initialized with some value impacting factor solving. An alternative method is

through directly optimizing all factors simultaneously through gradient based optimization

(DO). Rather than solving each factor in an alternating fashion, a parameter vector is built

including the values of all factors and its gradient subsequently computed [11]. However,

gradient based methods are prone to slow or non-convergence and numerical uncertainty

[12, 13, 14]. Censored alternating least squares (CLS) addresses missing values using a

methodology similar to that of alternating least squares. However, it tackles each least

squares problem independently by considering the missing patterns within the data structure.

While this method avoids the influence of missing values on factor calculation, it involves

additional computations within each iteration of the algorithm.

In the present study, we compared these algorithms against one another to assess impu-

tation accuracy and convergence time. Each tensor model was trained on both simulated

data and real biological data to test imputative capability. The tensor model trained using

CLS was found to yield the best overall imputation accuracy compared to DO and ALS with

data sets containing low noise and few missing values. For data sets with high noise and a

high fraction of missing values, the benefits of CLS diminish and is prone to sensitive factors

if regularization is not performed or initialization is poor.
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CHAPTER 2

Methods

2.1 PARAFAC Model

For a three-mode tensor T ∈ RI×J×K , the PARAFAC model [15, 16] is defined as

tijk =
R∑

r=1

airbjrckr + rijk (2.1)

where R is the total number of factors, rijk are the residuals, and air, bjr, ckr are the

parameters being estimated. The model is solved by finding the factor matrices A, B, C

that minimize the following loss function:

L(a11, a12, . . . , cKR) =
I∑

i=1

J∑
j=1

K∑
k=1

(tijk −
R∑

r=1

airbjrckr)
2 (2.2)

Note that the factor matrices, A,B,C, include all of the parameters in matrix form. The

PARAFAC model can be rewritten in the form of a matricised format for tensor by intro-

ducing the column-wise Khatri Rao product ⊙ [17] as

TI×JK = A(C⊙B)T +RI×JK (2.3)
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2.2 Simulated Data Generation

Simulated data was generated through first generating the factor values based on a prede-

fined probability distribution to obtain known rank random data sets. Three factors were

generated to obtain a final simulated data set of known rank and dimension using the fol-

lowing method. For each entry in the factor matrices A,B,C decomposing tensor T with

R components of size I × J ×K

A ∈ RI×R

B ∈ RJ×R

C ∈ RK×R

(2.4)

draw random samples from a gamma distribution of shape k and scale θ for each entry

of the factor matrices. The gamma distribution was chosen to model biological processes

that involve independent events occurring at a constant rate. Noise was added through an

additional random variable sampled from a normal distribution and scaled if necessary. For

a single entry of A this is written as

aij = Gamma(k, θ) + ηN (0, 1) (2.5)

Matrices B,C are handled identically. A reconstructed tensor can be obtained using Eq.

(2.1). All simulated data was generated using a shape parameter of 1 and scale parameter

of 1.

2.3 Initial Data set and Artificial Missingness

Missing values were added to the data set in two separate ways: random entry removal and

random cord removal (Fig. 1). The percentage missingness value corresponds to the ratio

of data entry indices selected to be removed to all possible indices that can be removed.
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For random entry removal take all possible indices for the tensor T of size I × J × K

denoted as set S

S = {(x, y, z) | x, y, z ∈ (I × J ×K)} (2.6)

Let X be a random variable of a discrete uniform distribution over the set S sampled N times

without replacement. With a chosen percent missingness, N is simply the the cardinality of

S multiplied with the percent missingness and rounded if needed. Thus we obtained a new

set S ′, a subset of S that contains the indices from tensor T that were removed.

Cords are specific pairs of indices of the tensor that include all entries along an axis. For

cord removal, we picked a certain mode to remove along tensor T. In a similar fashion to

entry removal, cords were removed along the chosen mode until the percent missingness was

satisfied.

Figure 1: Visualization of cord removal from a tensor. Grey cords are artificially

removed from the tensor and replaced with NaN values.
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2.4 Error Metrics

In order to assess each algorithm’s performance on the known data, the relative fitting error

was calculated at each iteration using the reconstructed tensor and the original data. For

each entry not artificially removed, the squared error was calculated with the original tensor

T and the reconstructed tensor T̂ and relatively scaled. The mask tensor M serves as a

weight tensor where an element that is missing is set as zero (Tijk is missing, Mijk = 0) and

an element that is observed is set as one (Tijk exists, Mijk = 1).

v =
∥M ∗ (T− T̂)∥2F

∥M ∗T∥2F
(2.7)

The imputation error was calculated the same way, except using the known values prior

to their removal from T (Tijk is missing, Mijk = 1).

2.5 Factor Initialization

Providing an accurate initial guess is crucial when solving the factors using ALS, CLS, or DO.

Each factor was initialized by iteratively solving the truncated SVD of the unfolded tensor

with missing values initially set as zero and imputed thereafter. The factor matrix was

initialized as the left singular vectors of the SVD of the flattened tensor upon convergence.

In the case where the rank being solved is greater than the dimension of the flattened tensor,

the remainder of the columns were set as ones.

A(B⊙C)T = UΣVT (2.8)

Alternatively, random initialization was also used where indicated. In this case, the factor

matrices were initialized using random values from a standard normal distribution.
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2.6 Alternating Least Squares (ALS)

The alternating least squares approach is the primary method used for fitting the PARAFAC

model. Its procedure is described extensively [18, 17]. Referring to the previous definitions

of the PARAFAC model (2.1, 2.3) and loss function (2.2), the loss function can be rewritten

using the factor matrices as

L(A,B,C) = ∥TI×JK −A(C⊙B)T∥2F (2.9)

Calculating all three factor matrices that minimize L simultaneously proves rather diffi-

cult. However, if initial approximations are available for B and C, then A can be calculated

by least squares as

A(1) = TI×JK((C(0) ⊙B(0))+)T (2.10)

B and C are done in a similar fashion for their solved interim factor matrices

B(1) = TJ×IK((A(1) ⊙C(0))+)T

C(1) = TK×IJ((B(1) ⊙A(1))+)T
(2.11)

These three alternating steps are repeated until a predefined convergence criterion is

met and solved matrices are obtained. In the case of missing values encountered within the

tensor, the entries were initially set as zero. After each iteration, the missing values were

imputed using the factor matrices. We used Tensorly’s ALS implementation and tracked

metrics throughout each iteration [19], terminated either at a tolerance of 10−7 or at 50

iterations.
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2.7 Direct Optimization (DO)

An alternative to the ALS approach is through solving all factor matrices simultaneously

through a gradient based optimization approach [11]. Each of the factor matrices (A,B,C)

are vectorized and stacked to obtain the parameter vector x

x =



a1
...

aI×R

...

b1
...

cK×R


(2.12)

Using the parameter vector, the gradient can be derived from the loss function (Eq. 2.2)

as follows:

L(x) = ∥T∥2 − 2⟨T, T̂⟩+ ∥T̂∥ (2.13)

Taking the partial derivative for each entry in the factor matrices is expressed as:

∂L

∂aNr
= −2

R∑
r=1

I∑
i=1

J∑
j=1

K∑
k=1

Tijkairbjrckr + 2
R∑

r=1

(
N∏

m=1
m̸=n

a(m)T
r a

(m)
l

)
a
(n)
l (2.14)

Where aNr represents the r th component and N th mode.

Taking each partial derivative and expressing in matrix form obtains the following ex-

pression for each factor:
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∂L

∂A
= −TI×JKC+A(BTB ∗CTC)

∂L

∂B
= −TJ×IKA+B(ATA ∗CTC)

∂L

∂C
= −TK×JKB+C(ATA ∗BTB)

(2.15)

We used SciPy’s minimize function using the L-BFGS-B method to solve for the tensor

factors and recorded metrics throughout each iteration [20]. Missing values were omitted

from the objective function. Optimization with missing values has been described and its

methodology has been explained previously [21]. The algorithm was terminated either at a

tolerance of 10−7 or at 50 iterations.

2.8 Censored Alternating Least Squares (CLS)

Censored alternating least squares is solved similarly to ALS but differs in its approach

to handling the missing value problem. Consider a masking tensor M that encodes the

missingness of T, where an element that is missing is set as zero (Tijk is missing, Mijk = 0)

and an element that is observed is set as one (Tijk is present, Mijk = 1).

All of the unique columns of the flattened masking tensorM (flattened along the direction

depending on the factor being solved) represent all possible missingness patterns of the

flattened tensor T. We can iterate over each unique missing pattern solving portions of the

tensor factor through a least squares fit (Fig. 2).

For each missing pattern, the columns of the flattened tensor T that correspond to that

missing pattern are kept, being used to minimize the loss function for those columns of the

factor matrix. Rows with missingness from T are dropped and likewise dropped from the

the factor matrix X. Equations for each of the factor matrices are identical to the ALS

factor matrix equations (Eq. 2.10, 2.11) but with portions of the matrices selected. It is

important to note that CLS is unable to be solved when an entire ”slice” of the tensor is

10



missing, preventing the solving of some weights within the factor matrix.

To apply an L2 penalty for CLS, a regularization parameter can be added to the loss

function (Eq. 2.9) to prevent any aberrant factor weights from a lack of data for fitting.

L(A,B,C) = ∥TI×JK −A(C⊙B)T∥2F + λ∥(A,B,C)||22 (2.16)

where λ penalizes the factor matrix being solved.

Metrics were recorded at each iteration of the algorithm and the algorithm was terminated

either at a tolerance of 10−7 or at 50 iterations.

Figure 2: Visualization of the censored alternating least squares approach. Miss-

ing patterns are first observed in the flattened tensor. Columns are selected with identical

missing patterns from both T and x. Least squares is performed on the remaining columns

and repeated for all other unique missing patterns to sequentially fill the factor matrix x.
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CHAPTER 3

Results

3.1 Simulated Data Sets

Simulated data sets are useful for controlling various features to assess their impact on each

method. Thus, we first examined the performance of each of the methods on simulated data

of known rank to assess performance (Fig. 3). Simulated data sets were generated using

a rank of six, dimensionality 432 × 6 × 11, with either entry drop, or cord drop (along the

first mode) missingness patterns at 10% missingness. A rank of six was chosen to provide

enough data set complexity for method comparison. A total of 50 simulated data sets were

used for reducing error metric variance with the median plotted and error bars representing

the interquartile range. SVD initialization was used for initialization for all three methods.

The noise scaling parameter η was 0.1 indicating a relatively mild noise influence.

We first examined the entry imputation performance of CLS (Fig. 3a), ALS (Fig. 3b),

and DO (Fig. 3c) across varying component numbers. Overall, all three methods were able

to fit the 6 component model with similar fitted error. All methods had similar imputation

error as model rank increased.

We then examined the cord imputation performance of CLS (Fig. 3d), ALS (Fig. 3e),

and DO (Fig. 3f) in a similar fashion. All methods fit up to 5 components before different

behaviors for each algorithm began to emerge. CLS and DO continued to properly fit for

additional components before imputation error began to plateau and variance increased (Fig.

12



3d, 3f). ALS began to overfit and imputation accuracy worsened with more components (Fig.

3e). Overall, CLS reached the best imputation accuracy over ALS and DO for the rank six

model. Fitting error behavior between the alternating algorithms was similar in that they

continually decreased with increasing model rank.

Cord imputation performance at each iteration of the algorithm was examined for CLS

(Fig. 3g), ALS (Fig. 3i), and DO (Fig. 3j) for the rank six model. Overall, the alternating

algorithms differed in iterative behavior when compared to that of DO. Both CLS and ALS

quickly converged (Fig. 3g, 3h). In contrast, DO converged to its lowest error bound at a

slower rate and at a much higher iteration than that of the alternating algorithms (Fig. 3i).

Missingness percentage affects the overall performance of each algorithm in its ability to

accurately impute values. Hence, we then increased the missingness percentage of the initial

simulated data set to 25% (Fig. 4) while keeping all other parameters consistent with the

10% missing case. For entry missingness, similar behaviors were seen to the 10% missing

case for CLS, ALS, and DO (Fig. 4a, 4b, 4c). Overall, all methods were able to fit up to

around 4 or 5 components at similar error metric improvement rates. CLS saw the best

imputation error improvement with increasing model rank (Fig. 4a). In contrast, ALS saw

additional components lead to overfitting and imputation accuracy declining (Fig. 4b). DO

remained stagnant and neither improved nor worsened (Fig. 4c).

Cord missingness method behavior began to change as more missing values were intro-

duced to the original data set (Fig. 4d, 4e, 4f). ALS performed significantly worse compared

to both CLS and DO and began overfitting at around 4 components (Fig. 4e). CLS and

DO remained similar in their imputation accuracy as component size increased. However,

CLS did exhibit significant variation for higher components while DO remained stable (Fig.

4d, 4f). All methods had similar fitted error behavior. Cord imputation performance per

iteration with additional missing values remained relatively consistent compared to the 10%

case for CLS, ALS, and DO (Fig. 4g, 4h, 4i). CLS and ALS quickly converged within early

iterations while DO linearly decreased.
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Figure 3: Algorithm comparison for simulated data with 10% missing values. a-c)

CLS (a), ALS (b), DO (c) error metrics against component number for entry missingness.

d-f) CLS (d), ALS (e), DO (f) error metrics against component number for cord missingness.

g-i) CLS (g), ALS (h), DO (i) error metrics against iteration number for rank six model. 50

trials with IQR and median plotted.
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Due to the variability of the imputation accuracy for CLS, we tested random factor

initialization as well as increasing the scale of noise. When compared to SVD factor ini-

tialization, CLS achieved better cord imputation accuracy with more components as well as

reduced imputation variance (Fig. S1d). Overall, CLS had the best imputation accuracy

over the other methods tested when using random factor initialization. Negligible differ-

ences were seen for other methods for both entry and cord patterns (Fig. S1). With noise

scaled by a factor of 10 (η = 1) indicating a severe noise influence, SVD initialization led to

high cord imputation variance for CLS across trials (Fig. S2d) while initialization through

random CP factors led to reduced variability (Fig. S3d). The additional noise reduced the

rate of imputation improvement as model rank increased for all methods (Fig. S2, S3). No

significant changes were seen for performance per iteration with using random CP factors

and increased noise scaling.

3.2 Biological Data Sets

Upon the results using the simulated data sets, we applied the same analysis to a published

systems serology data set [22]. SARS-CoV-2 RT-PCR negative and COVID-19 patients were

sampled throughout their infection and their antibodies tested for Fc region and antigen

binding. This antibody response data set is of dimensionality 432× 6× 11 and is arranged

to retain the sample, antigen, and receptor modes. A missing percentage of 10% for both

entry and cord was applied.

For entry missingness, all three algorithms saw improvements in both error metrics with

increasing component number (Fig. 5a, 5b, 5c). Both CLS and ALS were almost identical in

their behavior and had similar performance metrics as components increased (Fig. 5a, 5b).

For DO, both performance metrics were worse than that of CLS and ALS for components

greater than 3 and saw little improvement from components 3 to 6 (Fig. 5c).

For cord missingness, CLS reached the lowest bound across all algorithms and components
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Figure 4: Algorithm comparison for simulated data with 25% missing values. a-c)

CLS (a), ALS (b), DO (c) error metrics against component number for entry missingness.

d-f) CLS (d), ALS (e), DO (f) error metrics against component number for cord missingness.

g-i) CLS (g), ALS (h), DO (i) error metrics against iteration number for rank six model. 50

trials with IQR and median plotted.
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(Fig. 5d, 5e, 5f). ALS fit up to 4 components until overfitting for higher ranks (Fig. 5e).

CLS demonstrated improved performance with respect to ALS with a lower imputation

error bound and decreased rate of overfitting (Fig. 5d). In contrast, DO reached its lowest

imputation error at 5 components and overfit for higher rank models (Fig. 5f). Both CLS

and ALS exhibited identical fitting error trends while DO did not improve from components

3 to 6, similar with the entry missing case.

Iteration plots for ALS and CLS exhibit behavior consistent with the simulated data

case (Fig. 5g, 5h). For both ALS and CLS, fitting error quickly converges to the lower

bound within the first few iterations. DO fitting error steadily decreases with additional

iterations until convergence is reached. Imputation error behavior for both alternating algo-

rithms is consistent with simulated data, with reasonably quick convergence for CLS and an

initial drop with a gradual decline for ALS. Imputed error for DO fluctuated significantly

throughout its run until stabilizing for higher iterations (Fig. 5i).

The same serological data set was similarly tested with an increased missingness per-

centage of 25%. As published data can vary in the degree of missing data, we sought to

see how consistent error metrics were when less data was available for the model. For entry

missingness, ALS and DO were only slightly impacted from the introduction of additional

missing values (Fig. 6b, 6c). ALS began to overfit at an earlier component when compared

to the 10% missing case, but still showed the best imputation performance. DO remained

unaffected with additional missingness, with identical imputation accuracy across compo-

nents. CLS followed the same trend up to 4 components, but additional components led to

immediate overfitting with an imputation error over 1 (Fig. 6a). Fitting error followed the

same trend as the previous cases, as both CLS and ALS improved upon DO as model rank

increased.

For cord missingness, CLS and DO showed general improvement for early components

while ALS immediately began to overfit (Fig. 6d, 6e, 6f). ALS saw its best imputation

accuracy at 1 component and proceeded to overfit with increasing model rank, evident by the
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Figure 5: Algorithm comparison for serology data with 10% missing values. a-c)

CLS (a), ALS (b), DO (c) error metrics against component number for entry missingness.

d-f) CLS (d), ALS (e), DO (f) error metrics against component number for cord missingness.

g-i) CLS (g), ALS (h), DO (i) error metrics against iteration number for rank 3 model. 50

trials with IQR and median plotted.
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general upward trend of imputation error (Fig. 6e). CLS improved until 3 components and

progressively worsened with increasing components with high variability in imputation error

(Fig. 6d). DO followed a similar trend, with the imputation error decreasing until a plateau

was reached (Fig. 6f). Overall, CLS had the best imputation accuracy at 3 components.

Fitting error for both CLS and ALS remained identical to both missing percentages tested,

as well as entry and cord missing patterns used.

Iteration plots remain similar to those from the 10% missingness case (Fig. 6g, 6h, 6i).

Overall, all three algorithms present the same behavior as previous tests with low missing

percentage on the same serological data set.

3.3 Ridge Regression

For CLS in the presence of a high percentage of missing values, factor weights were prone to

high variance and resulted in aberrant imputatative accuracy (Fig. 6a). L2 regularization

was used on the CLS algorithm to reduce any variance caused by the presence of missing val-

ues and improve imputation. The optimal regularization parameter value will differ between

the component number choice and as such was swept to find its optimal value. (Fig. 7). For

a 4 component model, regularization showed little to no improvement for entry imputation

error (Fig. 7a). For both the 5 and 6 component models, imputation accuracy significantly

improved when the regularization parameter reached at least 10−2 (Fig. 7b, 7c). When the

parameter is set to 10−1 significant entry imputation error was reduced and the results were

consistent with components that did not require regularization.

For a full analysis of the regularized algorithm performance, error metrics were plotted for

both entry and cord missingness in a similar fashion using an L2 regularization parameter

of 10−1, the value where entry saw the earliest improvement (Fig. 8). CLS performed

as expected with entry imputation error gradually decreasing with increasing component,

extending the trend seen in the non-regularized case (Fig. 8a). Imputation error stopped
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Figure 6: Algorithm comparison for serology data with 25% missing values. a-c)

CLS (a), ALS (b), DO (c) error metrics against component number for entry missingness.

d-f) CLS (d), ALS (e), DO (f) error metrics against component number for cord missingness.

g-i) CLS (g), ALS (h), DO (i) error metrics against iteration number for rank 3 model. 50

trials with IQR and median plotted.
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improving around 6 components, consistent with ALS and CLS for both missing cases. Fitted

error is otherwise unaffected from the regularization parameter chosen and remains identical

with the previous cases.

The general trend between cord missingness imputation between the original and regu-

larized seems to be present for CLS (Fig. 8b). Fitting error remained unaffected from the

regularization parameter chosen. Both error metrics quickly converged to their lower bound

within the first few iterations as was seen in the non-regularized case (Fig. 8c).

Figure 7: L2 regularization for serology data with 25% entry missing values. a)

4 component model with error metrics plotted against regularization parameter. b) 5 com-

ponent model with error metrics plotted against regularization parameter. c) 6 component

model with error metrics plotted against regularization parameter. 50 trials with IQR and

median plotted.

3.4 Run Time Analysis

Each algorithm would reach its convergence on a different time scale, due to the nature

of their implementation for solving the factor matrices. CLS features additional iterations

within each factor solving, with the computations required depending on the amount of

unique missing patterns present. As such, we wanted to test at what time point following
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Figure 8: CLS with L2 for serology data with 25% missing values a) Error metrics

against component number for entry missingness. b) Error metrics against component num-

ber for cord missingness. c) 3 component model error metrics against iteration number. L2

Regularization parameter of 0.1.

initialization did each method reach some predefined imputation error bound (Fig. 9). Mod-

els with 3 components for the 3D serological data were generated with 10% cord missingness

and repeated 100 times to generate a distribution of time points when imputation error

reached at most 0.25 (Fig. 9a). For runs that reached the error bound, ALS was typically

the fastest, followed by CLS, and then DO. Since some runs would never reach the error

bound due to the variation in left out data, the count of runs for each method was plotted

(Fig. 9b). CLS had significantly fewer runs that did not reach the error bound compared to

ALS and DO.

3.5 Higher Dimensional Data Set

As the serological data set was structured in a 3-way fashion, we sought to look into whether

CLS improvements were more pronounced when a data set is of higher dimensionality. As-

suming the long dimension had the capability to be further reduced into two separate modes,

a 4D data set could be constructed. For all methods, they can be adapted to account for
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Figure 9: Rank 3 model algorithm run time analysis with 10% cord missingness.

a) Distribution of algorithms run time upon reaching an imputation error of 0.25. b) Count

of trials that did not reach imputation error of 0.25. CLS - Blue, ALS - Orange, DO - Green

higher mode models at the cost of computational efficiency. We then tested these methods

on a simulated data set that was structured into a 4D fashion of rank 6 (Fig. 10). This data

set was of dimensionality 24× 6× 11× 18 and had 25% missingness. In this case, the mode

with length 432 was reduced to two modes with lengths 24 and 18. All other parameters

remained constant with previous sections.

For entry missingness, CLS and ALS both had the best overall imputation accuracy

over DO for high model ranks (Fig. 10a, 10b, 10c). Both alternating algorithms behaved

similarly with no significant differences in performance. DO reached component 3 before

minor imputation and fitting error improvements were made with increasing component

number. Both ALS and CLS had similar fitting error results until overfitting occurred,

where fitting error for ALS was worse than that of CLS.

For cord missingness, CLS demonstrated the best imputation accuracy compared to ALS

and DO (Fig. 10d, 10e, 10f). ALS and CLS performed identically until 6 components,
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where ALS began to overfit and imputation error sharply increased. DO, in a similar fashion

to entry missingness, reached component 4 before no further improvement was seen. CLS

reached the best imputation accuracy at the intended 6 components and did not overfit for

additional components. Fitting error trends remain identical across all methods between

entry missingness and cord missingness.

Iteration plots remain similar with previous results for all methods (Fig. 10g, 10g, 10i).

Both CLS and ALS have an initial sudden decrease in both fitting error and imputed error

for early iterations, followed by a gradual decline for further iterations. For DO, fitted and

imputed error both remain constant for early iterations, followed by a subsequent linear

decrease not appearing to reach any lower bound.
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Figure 10: Algorithm comparison for 4D simulated data with 25% missing values.

a-c) CLS (a), ALS (b), DO (c) error metrics against component number for entry missingness.

d-f) CLS (d), ALS (e), DO (f) error metrics against component number for cord missingness.

g-i) CLS (g), ALS (h), DO (i) error metrics against iteration number for rank 6 model. 50

trials with IQR and median plotted.
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CHAPTER 4

Discussion

In this study, we show that CLS can improve imputation accuracy on both simulated

data and a serological data set when compared to algorithms that are typically used for CP

tensor decomposition. CLS specifically improved imputation accuracy over ALS and DO for

cord missingness using simulated data, in both 10% missing cases (Fig. 3) and 25% missing

cases (Fig. 4). On the serology data set, both CLS and ALS improved entry imputation

error while CLS had the best improvement for cord missingness (Fig. 5, 6). CLS remains

sensitive to increased missingness, where regularization can remove any aberrant behavior

when model variance is increased (Fig. 7). We show that CLS with the L2 penalty fixes

entry imputation performance (Fig. 8). We also show that CLS maintains adequate run time

with the additional iterations associated with the method (Fig. 9). With the 4D simulated

data set, we show that the improvements made by CLS are more pronounced (Fig. 10).

While both CLS and ALS operate in an alternating fashion, their results begin to dif-

fer for higher rank models. Among the 3D simulated data sets, ALS proceeded to overfit

regardless of the amount of values left out of the original data set. CLS began to overfit

once a threshold of percent missing was achieved, only evident when cords were removed.

Many factors can play a role as to why both alternating algorithms differ in their impu-

tative capability. Appropriate factor initialization is known to affect convergence behavior

and can assure a global minimum is reached [18]. With the presence of missing values, ALS

utilizes the reconstructed tensor throughout each iteration in its factor solving. Hence, a

poor initial estimation may play a role. While factors were initialized using the SVD, similar
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imputation behavior was seen among methods when random initialization was used instead,

sometimes improving upon SVD imputation initialization (Fig. S1). SVD imputation un-

der these conditions may lead to worse outcomes. CLS tackles the missing value problem

in a different manner, through the iteration of missing patterns seen within the data set.

Each factor weight is only solved using data that is originally present, avoiding the issue

of accurate initial imputation. When high missingness is present, CLS only utilizes few

values in the solving of a specific tensor factor weight. This may affect the resulting high

variance present in high component models. Factor inconsistency between runs may lead to

this behavior, where specific removed indices cause disparities between tensor factors across

repeats. DO plateaus in imputation accuracy with increasing model rank and worsens with

increased missingness. While no improvement is seen, imputation variance does not signifi-

cantly increase as shown with CLS. A likely reason is the time for convergence for high rank

models using DO. Additional iterations seem necessary for DO specifically for the simulated

data sets. Convergence was reached for the serology data set and additional iterations were

not shown to always yield imputation error improvement. Nonetheless, the extra iterations

required would result in a significantly longer amount of time for factor solving.

Simulated data allows the adjustments of features for assessment of each method. How-

ever, the CP model assumes linearity between modes of which the simulated data was built

upon. Real data is assumed to have this relationship but may not always be the case. Re-

gardless, some general trends could be seen that were shared between both the simulated

data and serology data set. In the case of low percent missingness, CLS and ALS both im-

prove upon DO for entry missingness. In the simulated case, ALS overfit prior to CLS while

the opposite is true for the serology data set. This trend is even more clear when additional

values are removed where CLS overfitting is sudden and imputation accuracy is extremely

poor. We addressed this through regularizing CLS with a parameter value that removed the

aberrant behavior. Following regularization, CLS behavior did revert back to what was seen

with the simulated data. One reason may be through inherent noise within the serology

27



data, with factor weights deviating far from the ideal value when coupled with both noise

and missingness. Why this occurs for only CLS and not ALS leaves room for additional

investigation. ALS iteratively updates the missing values within the tensor which may lead

to some resilience against the confounding effects of noise and missing data. CLS ignores

these missing positions leading to poor estimation of individual factor weights when minimal

data entries are included in that weight’s least squares solution. L2 regularization seems to

prevent this extreme weight estimation, especially for high rank models. Cord missingness

performance shows similar shared behavior between the simulated data and serology data.

CLS performs best for both low missing cases across all model ranks, while ALS experiences

overfitting. With increased missingness, imputation error variance increases are consistent

among what we saw when using simulated data. A noise-missingness confounding effect

may play a role as well. DO retains the same general trend, where imputation accuracy is

translated up for increased missingness. Gradient based algorithms may be more resilient

to noisy data when coupled with increased missingness. Gradient descent for noisy tensor

completion has been investigated, but only for symmetric tensors [23].

A drawback with CLS is due to its time complexity, where additional sub-iterations are

required depending on the missing patterns present. At worst, each column is individually

solved prolonging the time until convergence is reached. We showed that even with this

sub-iteration step, CLS performs faster than DO and still remains a viable method choice.

Even in the case of entry missingness leading to significantly many more missing patterns,

CLS performs faster than DO (not shown). The iteration behavior seems to confirm this,

where CLS and ALS reach convergence in fewer iterations. While only fractional seconds of

improvement was observed, with increasing data set size, model rank, and data set dimen-

sionality can lead to this effect compounding and yielding more drastic differences between

the methods.

The improvements seen using CLS are more pronounced when we tested the methods

using 4D simulated data. Most of the observations discussed remain contained within the
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4D case. ALS overfits at high components while CLS remains accurate. DO does worse

than both CLS and ALS across both entry and cord missing patterns. It is possible that

least squares solving favors optimization for higher modal models. The 4D simulated data

dimensionality may play a role in the improvements seen by CLS and ALS as the alternating

method targets individual modes. It may be possible that mode dimension size discrepan-

cies lead to highly over-determined least squares problems affecting the overall model fit.

Gradient based approaches may be a better choice in these scenarios. As the serology data

is long and thin, CLS and ALS may have been affected solving the 2nd mode where only a

few factor weights were being computed. Previous work has been done on optimizing these

over-determined systems for alternating methods and have been shown to be less sensitive

to initial starting points [24].

Picking an algorithm for factor solving may not be clear in the absolute sense, but

entirely depends on the structure of the data set being modeled. Although the serology data

set seems to uphold the linearity assumption, it is crucial to understand the sources of other

forms of biological data sets in order to ensure they also adhere to this assumption. When

random entry missing values are encountered, some flexibility is allowed in method choice.

For a small percent of missing values, any method is a viable choice in terms of imputative

performance. However, ALS does converge on a significantly quicker time scale than both

CLS and DO and may be the best option when data sets are large. For a high percentage

of missing values, either CLS or ALS should be employed. However, we did see that CLS

required regularization for the serology data to maintain accurate imputation performance.

Method choice for data sets with structured cord missing values are partially dependent on

the noise present and the percent removed. Under a low percentage of missing values, CLS

shows the best performance at imputing missing values on both the simulated and serology

data. For a high percentage of missing values, CLS sometimes requires either initialization

through random CP factors or regularization to avoid the risk of inconsistent factor solving.

Regardless, it consistently proves to be the better option in these circumstances. For data
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sets with a high degree of noise, CLS cord imputation benefits are not as pronounced but

still prevalent when random CP factors are used for initialization. Random entry missing

values coupled with high noise favors no method, and as such, any choice is suitable. The

importance of an accurate initialization step is demonstrated here, where CLS performance

is dependent on accurate initial SVD imputation influenced from missing values and noise.

When using CP decomposition, interpretability is a driving factor for its choice in data

analysis. The key to effective tensor imputation is through maximizing the imputative

accuracy with the minimum possible rank. It is desirable for few components to effectively

capture the relevant patterns describing the data set. CLS accomplishes this key aspect

of CP factor analysis under a variety of different situations that may be encountered in

biological data analysis. We present various situations that may be encountered for tensor

imputation and offer guidelines for method choice.
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CHAPTER 5

Supplement
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Figure S1: Algorithm comparison for simulated data with 25% missing values

and initialized using random CP factors. a-c) CLS (a), ALS (b), DO (c) error metrics

against component number for entry missingness. d-f) CLS (d), ALS (e), DO (f) error

metrics against component number for cord missingness. g-i) CLS (g), ALS (h), DO (i)

error metrics against iteration number for rank six model. 50 trials with IQR and median

plotted. Initialized using random CP factors.
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Figure S2: Algorithm comparison for noisy simulated data with 25% missing

values. a-c) CLS (a), ALS (b), DO (c) error metrics against component number for entry

missingness. d-f) CLS (d), ALS (e), DO (f) error metrics against component number for

cord missingness. g-i) CLS (g), ALS (h), DO (i) error metrics against iteration number for

rank three model. 50 trials with IQR and median plotted. Initialized using SVD. η = 1
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Figure S3: Algorithm comparison for noisy simulated data with 25% missing

values and initialized using random CP factors. a-c) CLS (a), ALS (b), DO (c) error

metrics against component number for entry missingness. d-f) CLS (d), ALS (e), DO (f)

error metrics against component number for cord missingness. g-i) CLS (g), ALS (h), DO (i)

error metrics against iteration number for rank three model. 50 trials with IQR and median

plotted. Initialized using random CP factors. η = 1
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