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The mid-infrared (MIR) part of the electromagnetic spectrum corresponds to an energy

range that includes the resonances of molecular bond vibrations. For this reason, MIR light

is extensively used to characterize samples, as the absorption of particular MIR frequencies

results in a spectrum corresponding to the mode vibrations of chemical motifs. The ability

to exploit this in the context of imaging would allow both the morphological character and

chemical composition of samples to be visualized simultaneously.

Unfortunately, MIR imaging technologies still struggle to gain widespread adoption as an-

alytical tools, as they fail to provide high-definition images quickly over the whole MIR

spectrum. The work contained in this thesis seeks to overcome this hurdle by transferring

the information carried by the MIR radiation to the visible-to-near-infrared part of the elec-

tromagnetic spectrum. In the latter spectral range, camera technologies are fast, sensitive

and ever increasing in definition. Although the linear spectral responsivity of such cameras

excludes the direct detection of MIR radiation, a nonlinear absorption process can be used

to convert MIR light to charge carriers in the camera’s light sensitive element. In this ap-

proach, two pulses of different energy, one in the MIR and one in the near infrared (NIR)

are timed to simultaneously reach the detector, enabling the excitation of charge carriers

through nondegenerate two-photon absorption (NTA). The use of NTA effectively turns a

xvi



visible/NIR camera into a MIR imager. This thesis explores this principle to generate MIR

images of a variety of samples, where the image contrast is provided by the spectroscopic

fingerprints of molecular vibrations.

The work in this thesis includes the first demonstration of the NTA principle for the purpose

of widefield MIR imaging, followed by specific implementations that leverage the physical

properties of ultrashort laser pulses to provide 3D imaging as well as hyperspectral imaging

capabilities. In addition, this work discusses a rigorous theory of NTA in indirect semi-

conductors such as silicon. Together, the work presented herein provides a comprehensive

picture of the physics and applications of the NTA process for rapid MIR imaging of a broad

range of sample targets.
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Chapter 1

Introduction

1.1 Current state of mid-infrared imaging

Imaging using mid-infrared (MIR) light offers the unique opportunity to visualize samples

according to their chemical composition in addition to their morphological character. The

ability to discriminate objects in this fashion is of practical use in a variety of imaging and

sensing applications. These include histopathology [5], standoff detection of materials [6–9],

gas analysis [10], and environmental surveying [11]. These use cases are however generally

limited to static object analysis, with conventional imaging speeds too slow to realize hyper-

spectral imaging in real time [12]. The ability to rapidly produce spectrally resolved images

that adequately sample the spatial character of the object under study is greatly desired,

but is currently met with issues on both the generation and detection sides.

An ideal MIR source for spectroscopic purposes is one that exhibits sufficient brightness and

broadband character over the entire MIR spectral region. Traditionally, broadband light

sources in the MIR are based on the thermal emission of an electrically heated material,

such as a globar or Nernst lamp. The spectral radiance of these sources generally follows
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that of a blackbody radiator, which favors emission in the NIR and less so in the MIR.

While such sources have been used to great success in Fourier transform infrared (FTIR)

spectroscopy, the reconstruction of the MIR absorption spectrum through an interferometric

scan and postprocessing can be slow when used for imaging. The development of high bright-

ness light sources in the MIR designed to overcome the limitations of blackbody radiators

is relatively new, with end-user quantum cascade lasers (QCL)s debuting in the 21st cen-

tury. QCL technology, however, cannot yet support the broadband emission necessary for

MIR spectroscopy [13], instead the sweeping of multiple tunable narrowband QCL sources

is required to cover the MIR spectral range [14]. Super-continuum (SC) sources appear

to be an attractive solution, with designs coming ever closer to achieving a high intensity

output that is uniformly distributed over the full MIR range. Current SC sources already

provide spectral radiances well above those of thermal emitters, but below what is possi-

ble with QCLs [15]. Unfortunately, the technology is still young and suffers from a noisy

output spectrum with a limited bandwidth. For instance, commercial SC sources feature a

spectral range that extends from approximately 1 µm to 4 µm, which less than the 3-20 µm

range used in MIR spectroscopy. Genuinely broad and bright MIR super-continuum sources

have been experimentally demonstrated, but are still the subject of academic study [16–19].

Moreover, SC platforms are typically ultrafast sources, which may be unsuitable for use by

non-experts [20, 21].

Detection of MIR light, on the other hand, is mature in technological development but

hampered by its fundamental physics. The detectors in use are typically fabricated out of a

low bandgap semiconductor material such as InSb or mercury cadmium telluride (MCT) for

broadband MIR detection. The energy of the band gap is sufficiently small such that thermal

excitation is inevitable at room temperature, giving rise to a large source of noise in detection.

Cryogenic cooling is often used to eliminate the thermal noise, drastically increasing the

size and cost of common MIR detectors or arrays. Image formation is achieved either by

raster scanning a sample with a single element photodetector or in wide-field fashion with
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an array detector. Pixel dwell times in raster scanning can be on the order of microseconds

using QCL sources, but image construction requires obtaining thousands or millions of pixels

individually over several discrete wavelengths to obtain both spectral and spatial information.

Array sensors that are relatively small, usually comprised of 128×128 or 256×256 pixels, can

have fast readout times to obtain spatial information quickly, but higher definition images

then require mosaicking of smaller frames into a larger sized image.

MIR imaging instrumentation has reached somewhat of an impasse. MIR illumination con-

tinues to develop, but as of yet cannot overcome the limitation of current MIR detection

strategies. This is in contrast to detection approaches in the visible or NIR range of the

spectrum, where imagers are fast, sensitive, and have definitions well beyond 1000 × 1000

pixels, extending into the megapixel (Mpx) range, allowing rapid image acquisition at high

definition. Therefore, nonlinear optical (NLO) techniques that enable the transfer of infor-

mation carried by MIR light into the visible range of the spectrum are highly attractive,

as they are compatible with mature visible/NIR detector technology, thus bypassing the

limitations of MIR detectors.

1.2 Nonlinear optical methods to improve mid-infrared

imaging

The suite of NLO methods for converting MIR radiation into a signal registered by a visi-

ble/NIR detector involves some conversion step. A common conversion approach makes use

of a NLO crystal, which is employed to upconvert the MIR-encoded information into the visi-

ble/NIR through a parametric process [22]. The generated visible/NIR light is then detected

by a sensitive detector in the visible/NIR range [23, 24]. Crystal upconversion can be quite

efficient, offering a sensitive and rapid mechanism for (indirect) MIR signal detection [25–
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27]. Yet, this approach is not a natural match for widefield detection. Not only do nonlinear

materials have their own limited transparency windows that limit the range of MIR frequen-

cies that can be converted, the upconversion process is subject to phase-matching, which

complicates alignment and further constrains the addressable spectral range. To cover a

broad MIR bandwidth, phase-matching requires the tuning of either the crystal temperature

or orientation, thus complicating its practical implementation [28]. In addition, for wide-

field imaging, different phase matching settings are required during acquisition, necessitating

several post processing steps for image reconstruction [29].

A unique form of indirect MIR detection using a crystal are the nonlinear interferometers

with entangled sources [30, 31]. These techniques involve creating an “induced coherence”

between two parametrically created signal beams [32, 33]. First, a non-degenerate signal-

idler pair is generated by a χ(2) process in a NLO crystal where the idler in the MIR interacts

with the sample, changing the spatial distribution of its amplitude and phase. This MIR

idler beam is then used to generate another signal beam that is used to interfere with the

original signal. The detection of the interference pattern then retrieves the information

encoded in the MIR. As the fluences of the light must be kept extremely low to maintain

quantum coherence, these techniques are useful for nondestructive MIR imaging of light-

sensitive samples [34–36]. However, these low light conditions necessitate long acquisition

times, and interferometric approaches require precise stabilization of participating beam

phases, making the experimental setups very delicate.

Another set of methods involve using the optical properties of the sample under study, elim-

inating the need of an external crystal altogether. Photothermal spectroscopy is a rapidly

developing MIR pump-probe technique in chemically-sensitive microspectroscopy applica-

tions [37, 38]. As the name suggests, a MIR beam is absorbed by the sample, where it is

dissipated as heat, in turn, modifying its refractive index [39]. This transient perturbation

of the local refractive index is experienced as a deflection by a co-located visible probe beam.
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While photothermal techniques have seen excellent success in microscopy applications [40–

43], they are generally not robust enough to accommodate thick samples or those that are

opaque to the visible probe.

In addition, leveraging the nonlinear optical response of samples can enable second or third

order interactions to upconvert incident MIR radiation, termed sum frequency generation

(SFG) [44] and third-order sum frequency generation (TSFG), respectively [45]. Here, two

beams, one in the MIR and one in the NIR or visible are combined in the sample for

upconversion. When the MIR beam is resonant with the sample, the process is promoted over

a nonresonant background and is detected as a gain of photons at the sum frequency [46]. As

SFG is a second order nonlinear optical process, the choice of samples for study is limited to

interfaces or bulk materials that lack inversion symmetry [47–49]. TSFG has been developed

to circumvent this by using a third order interaction, allowing the sum frequency signal to

be generated from bulk materials [50, 51]. However, the optical fluences required to produce

such a signal constrain their use to microscopy applications, and require samples yield enough

signal before simply burning.

An alternative NLO approach for providing fast, high-definition imaging in the MIR is

developed here for the first time. Using non-degenerate two-photon absorption (NTA), MIR

spectroscopy and imaging can be accomplished with wide bandgap semiconducting materials

designed for visible or NIR detection. Here, the upconverting step is achieved directly in

the camera using the NLO properties of its light sensitive layer. Similar to up-conversion

methods, the NTA technique takes advantage of the more the advanced visible/NIR camera

technologies, but without the aforementioned difficulties of associated with up-conversion in

crystals or samples. In NTA, the MIR signal beam (ωMIR) is combined with another beam

in the NIR (ωNIR) at the detector plane to jointly excite charge carriers through the process

of two-photon absorption. The absorption event does not require phase matching and can

theoretically support imaging over the entirety of the MIR, provided that the combined
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photon energy ℏ(ωMIR + ωNIR) is equal to or more than the bandgap energy of the detector

material. As the nonlinear interaction happens in the detector, only the MIR interacts with

the sample to acquire chemically-sensitive information, reducing the light dosage the sample

receives and can be used with materials that normally do not transmit visible beams.

1.3 Scope of this dissertation

The content of this thesis is as follows. The mathematical and physical preliminaries dis-

tinguishing one- and two-photon absorption are described for both molecular and direct gap

semiconducting systems in Chapter 2. In Chapter 3, a collaborative effort between the Uni-

versity of California, Irvine, and the Technical University of Bydgoszcz on the theory of NTA

in indirect semiconductors is presented. The theoretical work is based on the real density

matrix approach (RDMA), where the density matrix is comprised of the populations of va-

lence band electrons, conduction band electrons, and excitons present within the material.

Applying spectrally distinct fields to the material results in an analytical expression for the

TPA coefficient as a function of the frequency of these fields. The theory is verified with the

aid of pump-probe experiments on silicon. Historical data for degenerate and non-degenerate

observations for Si are also studied, revealing new physical insight into the nature of the NTA

transition, highlighting the role of bound excitons.

From there, Chapter 4 describes the first application of NTA for spectroscopy and high-

definition imaging in the MIR. Using a tunable picosecond light source, MIR spectroscopy

of dimethyl sulfoxide (DMSO) with a Si photodiode as the detector is described. Subse-

quently, NTA-based widefield imaging using a silicon charge-coupled device (CCD) camera

is demonstrated for the first time. Chemically selective imaging and videography is shown

for a wide variety of samples, underlining the potential of the technique to greatly increase

image acquisition speed. Faster imaging is achieved by replacing the Si camera with an
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InGaAs imager, which resulted in a 50× decrease in camera exposure time.

Chapter 5 extends this concept to high-speed 3D MIR imaging of objects. The requirement

of high-irradiance sources inspired the use of ultrashort pulses for enabling NTA-based time-

of-flight imaging. The arrival time of the signal pulse is selectively registered at the detector

plane by the gate pulse. As the time delay between the gate pulse and the MIR pulse is

scanned, a 3D object is reconstructed one en face plane at a time. This eliminates the need

for raster scanning of samples as traditionally done by low-coherence sources. Moving the

signal pulse into the MIR confers two additional benefits. The first is increased penetration

depth, as light scattering by small particles is reduced for longer wavelengths. The second is

the spectroscopic utility of MIR light. Chemically selective reflection data is encoded into the

magnitude and arrival time, providing some insight into the material composition of samples.

Ultimately, this work shows that using NTA for 3D MIR imaging enables chemically sensitive

profiling at increased depths with drastically improved acquisition times from minutes per

volume to seconds.

Chapter 6 presents the opportunity to greatly increase the spectral resolution of the MIR

images by applying a positive chirp to the MIR pulse. By spreading the frequency content

of the MIR pulse in time in a controlled fashion, temporal gating by the NIR pulse allows

capturing of images at a MIR spectral resolution as high as 8 cm−1. Scanning the time

delay between the pulses then permits the acquisition of hyperspectral datasets. While

temporal gating reduces the overall NTA signal, we show that this approach nonetheless

enables video rate image acquisition. Spectral imaging of several samples is demonstrated,

with components discriminated by their MIR absorption spectrum. This result showcases

that true MIR hyperspectral videography of targets may be possible in the near future.

7



Chapter 2

Basic Principles of One- and Two-

Photon Absorption

The basic physics of one- and two-photon absorption are described here through quantization

of the field and the material using Fermi’s Golden Rule. We first discuss single photon

absorption of an isotropic ensemble of molecules and relate the rate of optical transitions to

the macroscopic susceptibility and absorption coefficient. Following this, we describe similar

transitions for semiconducting materials.

From there, we then discuss the relationship of the transition rate for two-photon absorption

to the third-order susceptibility and degenerate two-photon absorption coefficient for the

same molecular systems. This is extended to include nondegenerate two-photon absorption,

where the input fields differ in frequency. For two-photon transitions in semiconductors, the

emphasis is placed on extracting “scaling laws” that arise in the absorption coefficient for

these materials. All expressions below are in SI units.
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2.1 Linear absorption

2.1.1 Fermi’s Golden Rule and molecular transitions

We start by introducing Fermi’s Golden Rule and apply it to optical transitions in molecules.

Consider a system that is in a quantum state that includes both material and field degrees

of freedom. We are interested in the rate at which this system is able to transition from one

energy state to another. To achieve this, we will describe the system in terms of a composite

wavefunction and apply perturbation theory to study the effect of light-matter coupling.

If the system is initially in state |i⟩, the transition rate to final states |f⟩ is given by Fermi’s

golden rule as follows:

Wi→f =
2π

ℏ2
∑
f

∣∣∣⟨f |V̂R|i⟩∣∣∣2 δ(ωf − ωi) (2.1)

which has units of s−1. The delta function describes the resonance condition, where ℏωi

is the initial energy of the system and ℏωf is its final energy. The light-matter interaction

Hamiltonian is indicated by V̂R. For molecular systems we choose the interaction Hamiltonian

to be of a simple dipolar form. This assumption is justified as the molecule is much smaller

than the wavelength of light and the dipolar response is expected to be dominant. Under

these conditions, we can write the interaction Hamiltonian as [52]:

V̂R(r, t) = −Ê(r, t) · µ̂(r)

= −
∑
k,µ

eµ · µ̂(r)
{
Ek(r, t)âk,µ + E∗

k(r, t)â
†
k,µ

}
(2.2)

where eµ is the field polarization vector, k is the quantized field mode, µ̂ is the transition

dipole operator, and âk,µ and â†k,µ are the annihilation and creation operators, respectively.
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The single-mode field amplitudes are defined as:

Ek(r, t) = i

(
ℏωk

2V ε0

)1/2

ei(k·r−ωkt) (2.3)

We next use equation (2.1) to derive an expression for linear absorption. For the initial

state we write |n, a⟩, where n denotes the quantum state of the radiation field and a is the

groundstate of the material (molecule). For the radiation field, we assume a single mode k

with angular frequency ωk. The total unperturbed Hamiltonian for this system us given by

Ĥm + ĤR, where Ĥm is the Hamiltonian for the molecule and ĤR the Hamiltonian for the

radiation field. The energy of the initial state is then:

ℏωi = ⟨n, a|Ĥm + ĤR|n, a⟩ = ℏωa + (n+ 1
2
)ℏωk

To simplify things, we also assume that the molecule only has a single excited state b. The

matrix element of the interaction Hamiltonian can be evaluated as follows:

⟨f |V̂R|i⟩ =− ⟨f |e · µ̂
{
Ek(t)âk + E∗

k(t)â
†}

k
|n, a⟩

=− ⟨f |e · µ̂Ek(t)âk|n, a⟩ − ⟨f |e · µ̂E∗
k(t)â

†
k|n, a⟩

=− e · µba

√
n⟨f |n− 1, b⟩Ek(t)− e · µba

√
n+ 1 ⟨f |n+ 1, b⟩E∗

k(t)

For a single excited state b, only the first term survives as a final state for which the both

the radiation field and the molecule have gained an energy quantum violates conversation of

energy. We thus have ⟨f | = ⟨n− 1, b| so that,

⟨f |V̂R|i⟩ = ⟨n− 1, b|V̂R|n, a⟩ = −ie · µba

√
n

(
ℏωk

2V ε0

)1/2

ei(k·r−ωkt) (2.4)
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and the energy of the final state of the system is,

ℏωf = ⟨n− 1, b|Ĥm + ĤR|n− 1, b⟩ = ℏωb + (n− 1
2
)ℏωk

Dropping the subscript k for the field mode considered, we can now write equation (2.1) as:

Wi→f =
πnω

ℏV ε0
|e · µba|2δ(ωba − ω) (2.5)

where ωba = ωb−ωa. The rate of absorption in Watts per unit volume can then be formulated

as:

Sabs = NℏωWi→f = π
(ω
c

)
I(ω)

N

ε0ℏ
|e · µba|2δ(ωba − ω) (2.6)

where N is the number density of molecules, and I(ω) = c nℏω/V is the intensity of the field

mode considered.

Equation (2.6) can be written in an alternative form by using the following expression of the

delta function:

δ(ω) =
1

π
lim
Γ→0

Γ

ω2 + Γ2
(2.7)

which corresponds to a sharp Lorentzian line with a linewidth of 2Γ. The absorption rate

can now be written as:

Sabs =
(ω
c

)
I(ω)

{
lim
Γ→0

N |e · µba|2

ε0ℏ
Γ

(ωba − ω)2 + Γ2

}
(2.8)

Our next step is to assume that the molecules in our sample are isotropically oriented. This

allows us to perform an orientational average over the Euler angles (ϕ, θ, ψ), defined in the
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following way [53]:

⟨f(ϕ, θ, ψ)⟩ = 1

8π2

∫ 2π

0

∫ π

0

∫ 2π

0

p(ϕ, θ, ψ)f(ϕ, θ, ψ) sin θdϕdθdψ (2.9)

where p(ϕ, θ, ψ) is the probability of a given orientation. For an isotropic distribution p = 1

and we may evaluate the function |e · µba|2 = |µba|2 cos2 θ as |µba|2⟨cos2 θ⟩ = 1
3
|µba|2. For

small dephasing rates Γ, we may now write the absorption rate as:

Sabs =
(ω
c

)
I(ω)Im

{
χ(1)(ω)

}
(2.10)

where the linear susceptibility for isotropic samples is defined as:

χ(1)(ω) =
N

3ε0ℏ

{
|µba|2

ωba − ω − iΓ

}
(2.11)

We thus see that the rate of linear absorption is proportional to the imaginary part of the

linear susceptibility and linearly dependent on the incident intensity I(ω).

2.1.2 Linear absorption coefficient

We can relate expression (2.6) to the linear absorption coefficient α(ω). The amount of

absorbed intensity by a slab of thickness dz can be formulated as:

dI(ω, z) = Sabsdz = −α(ω)I(ω, z)dz (2.12)

so that

dI(ω, z)

dz
= −α(ω)I(ω, z) (2.13)
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Comparing (2.6) and (2.12) retrieves the absorption coefficient as:

α(ω) =
(ω
c

)
Im
{
χ(1)(ω)

}
(2.14)

which is valid in weakly absorbing media such that the real part of the refractive index of

the material can be approximated as n → 1. The linear absorption coefficient has units of

m−1.

The differential equation shown in (2.13) can be solved exactly:

I(ω, z) = I0e
−α(ω)z (2.15)

where I0 is the intensity incident on the material. This result is known as the Bouguer-Beer-

Lambert law for linear absorption, which is seen to follow a decaying exponential profile as

a function of the penetration depth z.

2.1.3 Linear absorption in semiconductors

Semiconductors consists of atomic lattices that exhibit periodicity. For bulk semiconducting

materials, it is no longer appropriate to simply make the assumption that optical absorp-

tion is mediated by point absorbers that respond in a purely dipolar fashion. Instead, the

extended character of the material and its periodicity have to be taken into account from

the start. For this reason, the interaction Hamiltonian takes on the form of the minimal

coupling Hamiltonian in its A · p form, as follows [54]:

V̂R = − e

m
Â(r, t) · p̂(r) (2.16)
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where m is the electron mass, Â is the vector potential operator and p̂ = −iℏ∇ is the

momentum operator. Using the Coulomb gauge, the vector potential can be related to the

time-harmonic electric operator field:

Ê(r, t) =− dÂ(r, t)

dt
= iωÂ

=
∑
k,µ

eµ

{
Ek(r, t)âk,µ + E∗

k(r, t)â
†
k,µ

} (2.17)

where the field amplitude is defined as in equation (2.3). We will assume an incident field

of a fixed polarization direction, so that we can drop the µ subscript for the polarization

vector.

Compared to molecular systems, which can often be described conveniently by discrete states,

the electronic structure of semiconductors is more complicated. Besides the k-dependence

of the material states, the states are organized into quasi-continuous band structures, each

with their own dispersion (energy versus k) behavior. For this purpose, we need to specify

the dispersion of the states in the valence and conduction bands, which we assume have a

simple parabolic form:

Ev(k) =E0v −
ℏ2k2

2mv

(2.18)

Ec(k) =E0c +
ℏ2k2

2mc

(2.19)

Here E0v is the energy at the top of the valence band, whereas E0c is energy at the bottom

of the conduction band as shown in Figure 2.1. We also define the bandgap energy as Eg =

E0c − E0v. The mass mv is the mass of the hole in the valence band, and mc represents the

electron mass in the conduction band, both of which are defined here as positive values. We

will consider interband optical transitions in the material, from the valence to the conduction
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figures/background/parabolic_band.eps

Figure 2.1: Dispersion diagram of parabolic valence and conduction bands in semiconductors.
The linear absorption process is indicated by the orange arrows for a given point in k-space,
symbolizing a vertical transition.

band. In this case, the energy difference in the material due to an optical transition is:

Ecv(k
′,k) = Ec(k

′)− Ev(k) (2.20)

A special case occurs when k′ = k, which corresponds to vertical transitions in the dispersion

diagram, which yields:

Ecv(k,k) =Eg +
ℏ2k2

2mc

+
ℏ2k2

2mv

=Eg +
ℏ2k2

2mcv

(2.21)

where mcv is the reduced conduction-valence effective mass, defined through:

1

mcv

=
1

mc

+
1

mv

(2.22)

Equation (2.21) will be relevant in the calculation of the transition rate of linear absorption

in this two-band model of the semiconductor.

15



To calculate the transition rate, taking equation (2.1) as the starting point, we first need to

define the initial and final states of our combined light-matter system. We may indicate the

initial state as |i⟩ = |n, v⟩, where n is the photon occupation number and v indicates that the

material state is found in the valence band. The final state is then |f⟩ = |n− 1, c⟩. Limiting

ourselves to absorptive events, only operations with the â operator in equation (2.17) are

relevant. Under these conditions, the matrix elements Vfi ≡ ⟨f |V̂R|i⟩ can be written as:

Vcv =
e

imω

(
I(ω)

2cε0

)1/2

⟨c|eiq0r e · p̂|v⟩ (2.23)

where we have re-written the photon wave vector in free space q0 as a plane wave, and the

photon number states are implied to focus on the material response. Fermi’s Golden Rule

in equation (2.1) can now be recast as:

Wi→f =
2π

ℏ
|Vcv|2δ(Ef − Ei)

=
2π

ℏ

( e

mω

)2(I(ω)
2cε0

)
|⟨c|eiq0r e · p̂|v⟩|2δ(Ec(k

′)− Ev(k)− ℏω)
(2.24)

where we have written the resonance condition described by the delta function in terms

of energy rather than angular frequency. To arrive at the second line in (2.24), we have

integrated out the field states but not yet evaluated the integral over the material states.

To evaluate the resulting matrix element, we assume Bloch states for the material, which

are specified by their wave vector k. For the initial state we now write |v,k⟩, whereas the

final state is formulated as |c,k′⟩. The Bloch states can be written as ψn,k(r) = un(r)e
ikr.

We can then evaluate the matrix elements as:

⟨c,k′|eiq0r p̂ · e|v,k⟩ =
∫
d3ru∗c(r)e

−ik′reiq0rp̂ · euv(r)eikr

=

∫
d3r u∗c(r)e

i(q0−{k′−k})r{ℏk+ p̂} · euv(r)
(2.25)

This produces two integrals. In order to further evaluate them, we note that the un(r) func-
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tions vary rapidly with a lattice cell, whereas the complex exponential is virtually invariant

over the length of cell. The former is a property of the cell whereas the latter is a property

of the entire lattice. We can use the lattice vector R to describe variation on the level of

the lattice, whereas r provides the scale for variations within the cell. The first integral can

now be written as:

ℏk · e
∫
d3ruc(r)e

i(q0−{k′−k})r uv(r) = ℏk · e
∑
m

ei(q0−{k′−k})Rm ×
∫
cell

d3ru∗c(r)uv(r)

which is zero because of the orthogonality of the un(r) wavefunctions. In the same fashion,

the second integral is evaluated as:

N∑
m

ei(q0−{k′−k})Rm

∫
cell

d3ru∗c(r)p̂ · euv(r) ≈ δq0,k′−k pcv

where the summation over all N lattice cells takes the form of a Kronecker delta function

when N → ∞. The resulting matrix element pcv = ⟨c|p̂ · e|v⟩ represents the contribution of

all lattice cells. The transition rate is now:

Wi→f =
2π

ℏ

( e

mω

)2(I(ω)
2cε0

)
|pcv|2δq0,k′−k δ(Ecv(k,k

′)− ℏω) (2.26)

After summing over all final states k′, the transition rate Rcv from the valence to the con-

duction band is:

Wcv =
∑
k′

Wi→f =
π

ℏcε0

( e

mω

)2
|pcv|2I(ω)δ(Ecv(k,k+ q0)− ℏω) (2.27)

Equation (2.27) reveals that the transition probability (i) scales linearly with the incident

intensity, (ii) depends on the square of the interband momentum matrix element pcv, and

(iii) grows when the photon energy approaches the transition energy Ecv(k,k + q0). This

last notion reveals the momentum conservation k′ = k + q0 condition, which states that
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the accessible states in the transition are those k-states that have a crystal momentum

that differs by q0, which is proportional to the photon momentum. Given that |q0| ∼ 2π/λ,

which is very small compared the values of |k| throughout the first Brillouin zone, the allowed

transitions are those that occur for k′ ≈ k, i.e. vertical transitions in k-space.

Equation (2.27) gives the transition rate in s−1 for a given point k in k-space. The total

rate, integrated over all possible k in the first Brillouin zone can be computed as:

Rcv =
1

4π3

∫
Wcv d

3k =
1

4π3

∫
Wcvk

2dk sin θdθdϕ (2.28)

Note that the units of the rate are now in (s ·m3)−1. In performing the integration, it is

common to assume that the matrix element pcv only weakly depends on k, so that it can be

taken out of the integral, yielding the term ⟨|pcv|2⟩, where the brackets indicate the angular

average in k-space. The transition rate is now expressed as:

1

4π2ℏcε0

( e

mω

)2
⟨|pcv|2⟩I(ω)

∫
δ(Ecv(k,k)− ℏω)d3k

To evaluate the integral we make use of the following property of the delta function:

δ(g(k)) =
δ(k − k0)

|g′(k0)|

where g(k) is a continuously differentiable function and k0 is its root. Making use of equation

(2.21), we may write:

g(k) =
k2ℏ2

2mcv

+ Eg − ℏω

which yields k0 =
√
2mcv(ℏω − Eg)/ℏ and g′(k0) =

√
2ℏ2(ℏω − Eg)/mcv, so that:

1

4π3

∫
δ(Ecv(k,k)− ℏω)d3k =

1

2π2

(
2mcv

ℏ2

)3/2

(ℏω − Eg)
1/2 ≡ f(E) (2.29)
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This last expression is known as the joint density of states of the simple two-band model,

and it measures the number of pairs of valence-conduction band states per unit volume and

per unit energy interval that have an energy separation E = ℏω. This expression is valid

for the case when the valence band is nearly full and the conduction band is initially empty.

The transition rate per unit volume for the case of a linear interband transition is now:

Rcv =
π

ℏcε0

( e

mω

)2
f(E)I(ω)⟨|pcv|2⟩ (2.30)

which is directly proportional to the joint density of states. The values for ⟨|pcv|2⟩ are often

known and commonly expressed as Ep = 6⟨|pcv|2⟩/m. For instance, Ep = 22.7 eV for GaAs,

22.4 eV for InSb and 17.0 eV for InP [55].

The rate of absorption in Watts per unit volume can be written in a manner similar to

equation (2.6):

Sabs = ℏωRcv =
πe2

m2ωcε0
f(E)⟨|pcv|2⟩I(ω) = α(ω)I(ω) (2.31)

which defines the linear absorption coefficient of the semiconducting material. In comparing

the expressions obtained for the transition rates for molecular and semiconductor one photon

absorption, two differences are revealed. The coupling of the two discrete molecular states

is given by the magnitude of the dipole operator µba. For semiconductors, the interband

momentum matrix element pcv plays a similar role, but its value is averaged over the available

valence and conduction band states of many unit cells. Furthermore, the presence of a

singular excited state for the molecular system gives rise to a Lorentzian lineshape centered at

the transition frequency ωba in equation (2.8). The joint density of states instead modulates

the absorption rate based on the amount of transition opportunities admitted by the band

structure.
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2.2 Nonlinear absorption

2.2.1 Quantum description of two-photon absorption

We next apply Fermi’s golden rule to describe the process of two-photon absorption (TPA)

for an ensemble of molecules, where we assume a simple model of two material eigenstates,

namely the ground state a and the excited state b. Unlike in linear absorption, the TPA

transition i→ f occurs via intermediate states n. In the wavefunction description, we must

now perturb the system’s state twice with V̂R, which can be achieved by considering the

perturbation up to second-order. The transition rate is then given by:

Wi→f =
2π

ℏ2
∑
f

∣∣∣∣∣1ℏ∑
n

⟨f |V̂R|n⟩⟨n|V̂R|i⟩
ωi − ωn

∣∣∣∣∣
2

δ(ωf − ωi) (2.32)

which is the quantum mechanical form of the Kramers-Heisenberg formula [52]. We con-

sider two incidents fields, labeled as ω1 with photon occupation number n1 and ω2 with

photon occupation number n2. The quantum states of the system can then be formulated

as |n1, n2,m⟩, with m the quantum state of the molecule.

For simplicity, we initially consider only one quantum pathway, namely the one where the

first interaction is with ω1 and the second interaction with ω2. Using similar steps as outlined

above, we find for the denominator in Equation 2.32:

ωi − ωn = {ωa + ω1n1 + ω2n2} − {ωn + ω1(n1 − 1) + ω2n2}

= ωan + ω1 = −(ωna − ω1)
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Similarly, the argument in the delta function is evaluated as:

ωf − ωi = {ωb + ω1(n1 − 1) + ω2(n2 − 1)} − {ωa + ω1n1 + ω2n2}

= ωba − ω1 − ω2

Finally, matrix elements in the numerator of equation (2.32) for the chosen pathway can be

written as:

⟨n|V̂R|i⟩ = ⟨n1 − 1, n2, n|V̂R|n1, n2, a⟩ = −i e1 · µna

√
n1

(
ℏω1

2V ε0

)1/2

ei(k1·r−ω1t)

⟨f |V̂R|n⟩ = ⟨n1 − 1, n2 − 1, b|V̂R|n1 − 1, n2, n⟩ = −i e2 · µbn

√
n2

(
ℏω2

2V ε0

)1/2

ei(k2·r−ω2t)

so that equation (2.32) takes on the form:

Wi→f =
n1n2πω1ω2

2V 2ε20

∣∣∣∣∣1ℏ∑
n

(e2 · µbn)(e1 · µna)

ωna − ω1

∣∣∣∣∣
2

δ(ωba − ω1 − ω2) (2.33)

Defining the TPA polarizability tensor as follows:

αTPA(ω) =
1

ℏ
∑
n

{
µbnµna

ωna − ω

}
(2.34)

the total TPA transition rate can be written as:

WTPA =
n1n2πω1ω2

2V 2ε20
|M|2 δ(ωba − ω1 − ω2) (2.35)

with

M = {e2 ·αTPA(ω1) · e1}+ {e1 ·αTPA(ω2) · e2} (2.36)

where the second term represents a second pathway, namely one for which the first interaction
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is with ω2 and the second interaction with ω1. Using expression (2.7), equation (2.35) can

be recast as:

WTPA =
I(ω1)I(ω2)

2ℏc2ε20
|M|2 Im

{
1

ℏ
1

[ωba − (ω1 + ω2)− iΓba]

}
(2.37)

We can further simplify the result by performing isotropic averaging again. This yields terms

of the form |αTPA|2⟨cos4 θ⟩ = 1
5
|αTPA|2, where

αTPA(ω) =
1

ℏ
∑
n

{
|µbn||µna|
ωna − ω

}
(2.38)

Assuming ω = ω1 = ω2, i.e. degenerate two-photon absorption, we can write the two-photon

absorption rate as:

WTPA =
I2(ω)

10ℏc2ε20
Im
{
1

ℏ
|αTPA(ω)|2

[ωba − 2ω − iΓba]

}
(2.39)

Equations (2.37) and (2.39) have the the following properties:

• The transition rate scales linearly with I(ω1) and linearly with I(ω2). In case of single

beam illumination, the transition rate scales as I2(ω).

• The transition rate increases when ω1 + ω2 approaches the transition frequency ωba of

the material. This is the two-photon resonance condition.

• The transition rate also increases when the TPA polarizability approaches its resonance

condition, which occurs when the intermediate state n approaches a real eigenstate,

i.e. n → b in equation (2.34). We thus find that the TPA transition rate grows when

either ω1 or ω2 get close to ωba.
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2.2.2 Degenerate two-photon absorption coefficient

We next consider the case of degenerate two-photon absorption, so that ω = ω1 = ω2

and the light intensity is described by I(ω, z). We also assume a medium that has, at a

given angular frequency ω, negligible one-photon absorption, but non-negligible two-photon

absorption. The change in intensity is then given by:

dI(ω, z)

dz
= −α2(ω)I

2(ω, z) (2.40)

where α2(ω) is the degenerate two-photon absorption coefficient. This coefficient is formally

defined as:

α2(ω) =
power absorbed per unit volume in J/(s ·m3)

square of the incident intensity in J2/(s2 ·m4)
(2.41)

and has units of m/W. The solution of equation (2.40) is:

I(ω, z) =
I0

1 + α2(ω)zI0
(2.42)

Note that the distance-dependent intensity loss due to two-photon absorption is quite differ-

ent from the intensity loss seen for linear absorption, which was given by equation (2.15). Fig-

ure 2.2 shows a comparison between the distance dependence of one-photon and two-photon

absorption. Since the power absorbed in the mode ω per unit volume equals 2Nℏω|WTPA|,

with WTPA defined as in equation (2.37), we can write α2 in the following form:

α2(ω) =
2Nℏω
I20

|WTPA| (2.43)

=
ω

c2ε0
Im
{
χ
(3)
TPA(ω)

}
(2.44)
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figures/background/TPA_distance fix.eps

Figure 2.2: Intensity loss as a function of propagation distance due to absorption. Linear
absorption (1PA, yellow line) was calculated for α = 0.05 µm−1 and two-photon absorption
(TPA, red line) was calculated with an α2-coefficient that was scaled such that the two
curves intersect at the 50% loss point. Because the TPA process depends nonlinearly on the
incident intensity, it shows a steeper depth-dependence at shorter distances and a shallower
depth-dependence at longer distances relative to the linear absorption curve.

where the third-order susceptibility for the degenerate two-photon absorption process is

defined as:

χ
(3)
TPA(ω) =

N

5ε0ℏ
|αTPA(ω)|2

[ωba − 2ω − iΓba]
(2.45)

which his resonant when 2ω = ωba and grows when αTPA reaches its resonance condition.

Note that whereas the linear absorption coefficient is proportional to χ(1), the two-photon

absorption coefficient scales as χ(3).

2.2.3 Non-degenerate two-photon absorption

In the case of non-degenerate two-photon absorption, i.e. ω1 ̸= ω2, the change in the inten-

sity of the incident light beams is described by two coupled differential equations. Writing
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I(ω1, z) ≡ I1(z) and I(ω2, z) ≡ I2(z), we find

dI1(z)

dz
= −α2(ω1, ω1)I

2
1 (z)− α2(ω1, ω2)I1(z)I2(z)

dI2(z)

dz
= −α2(ω2, ω2)I

2
2 (z)− α2(ω2, ω1)I1(z)I2(z)

(2.46)

For simplicity, we will assume that the polarization directions of the incident beams, e1 and

e2, are the same. In the above, α2(ωi, ωj) describes the non-degenerate two-photon absorption

(NTA) coefficient for i ̸= j. In equation (2.46), the NTA coefficients are defined from the

perspective of the incoming fields, and describe the optical loss experienced in one beam due

to the presence of another. For the purpose of this thesis, it is also useful to define the NTA

in an alternative fashion, namely it terms how much light energy is absorbed by the material

due to the NTA process. In this case, the NTA coefficient can formally be defined as

α2(ωi + ωj) =
power absorbed per unit volume in J/(s ·m3)

incident intensity at ωi times intensity at ωj in J2/(s2 ·m4)
(2.47)

and, using the formalism in section 2.2.1, takes on the following form:

α2(ωi + ωj) =
(ωi + ωj)

2c2ε0
Im
{
χ
(3)
TPA(ωi, ωj)

}
(2.48)

where

χ
(3)
TPA(ωi, ωj) =

N

5ε0ℏ
∑
p

|αTPA(ωi)|2

[ωba − (ωi + ωj)− iΓba]
(2.49)

Note that there are two permutations (p) for the angular frequency ordering in equation

(2.49), which means that there are two contributions to the overall NTA process. Writing

the incident angular frequencies as ω1 and ω2, the general resonance condition for the NTA

coefficient is ω1 + ω2 = ωba. In addition, the NTA coefficient increases when αTPA(ωi)

reaches a resonance, which occurs when ωi approaches ωna where |n⟩ is a real state. A

special situation occurs when ωi → ωba, which means that one of the photon energies gets
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figures/background/NTAdiagrams.eps

Figure 2.3: Two Jablonski diagrams depicting the two permutations of the NTA process
for system with two (real) states a and b, denoted by the solid black lines. The virtual
intermediate state n is indicated by the dotted line. In this example, ω1 > ω2. In the case
of extreme NTA, ω1 approaches ωba and ω2 approaches zero, giving rise to an increase of the
NTA coefficient.

very close to the targeted two-photon transition frequency. Similarly, when ωna → 0 and ωi

is very small, a a second pre-resonance condition is at play. Both situations are referred to

as extreme NTA, as sketched in Figure 2.3. Under such conditions, we may expect very high

values of the NTA coefficient [56].

2.2.4 Two-photon absorption in semiconductors

Proper descriptions of two-photon absorption in semiconductors can be very complex. More

accurate models can include detailed band structures and spin [57–59]. In line with the

previous parabolic band structure considered, we attempt to provide a grossly simplified

description that highlights the main physical characteristics of interband two-photon exci-

tations in semiconductors.

Our goal is to cast the two-photon absorption signal in terms of the Kramers-Heisenberg

expression, given in equation (2.32). Based on our analysis in section 2.1.3, we can write the
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matrix elements of the interaction Hamiltonian as:

Vfi(ω) =
e

imω

(
I(ω)

2cε0

)1/2

pfi δq0,kf−ki
(2.50)

where the spatial integration over the lattice cells has been performed, but we have not taken

the orientational average. Note that expression (2.50) contains the momentum conservation

condition for a given i → f transition. We will assume that the optical transitions are

vertical, so that kf ≈ ki. In this case we can simply write for energy differences Ef (kf ) −

Ei(ki) = Efi(k). Note that Eg = Ecv(0). The transition rate can now be written as:

Wcv =
2π

ℏ
∑
p

∣∣∣∣∣∑
n

Vcn(ω2)Vnv(ω1)

Env(k)− ℏω1

∣∣∣∣∣
2

δ(Ecv(k)− {ℏω1 + ℏω2}) (2.51)

The summation is over the two frequency permutations (p) of the incident angular frequencies

ω1 and ω2. To calculate the rate per unit volume, we integrate over all k in the first Brillouin

zone, as in equation (2.28), which yields [60]:

Rcv =
2π

ℏ

(
e2

m2ω1ω2

)2
I(ω1)I(ω2)

4c2ε0

∑
p

f(ℏω1 + ℏω2)⟨|Scv(k)|2⟩ (2.52)

with

Scv(k) =
∑
n

pcnpnv

Env(k)− ℏω1

(2.53)

and where it is assumed that the polarization vectors e of the incident fields are the same.

In (2.53), k =
√
2mcv(ℏΩ− Eg)/ℏ refers to the magnitude of the electron wavevector for

the transition at point k in the first Brillouin zone, and Ω = ω1 + ω2. Equation (2.52)

shows similarities with the two-photon transition rate derived for the molecular system in

equation (2.37), as both show a linear dependence on I(ω1) and I(ω2). Compared to the

single Lorentzian peak contained in equation (2.37), the multi-photon resonance condition
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for the transition rate per unit volume of the semiconductor system is captured by the joint

density of states f(ℏΩ). This function is poorly defined when ℏΩ < Eg, and grows as the

square root of (ℏΩ − Eg) when the combined photon energy exceeds the bandgap energy.

Finally, the ⟨|Scv(k)|2⟩ term in (2.52) plays a role similar to |αTPA|2 of the molecular system.

2.2.5 Scaling rules for two-photon absorption in semiconductors

In the context of the two-band model, the two-photon absorption coefficient in semiconduct-

ing systems is obtained from equation (2.52) as:

α2(ω1 + ω2) =
ℏΩ

I(ω1)I(ω2)
Rcv

=
πΩ

2c2ε0

(
e2

m2ω1ω2

)2∑
p

f(ℏω1 + ℏω2)⟨|Scv(k)|2⟩
(2.54)

It is often of interest to examine the magnitude of α2 as a function of the dimensionless

incident photon energy x = ℏΩ/Eg. To study how the Scv(k) term scales with x, we need

to evaluate the matrix elements pnv and pcn. Whereas good estimates are available for pcv,

which is associated with fundamental interband transitions, the involvement of a virtual state

(n) renders such matrix elements ill-defined in the two-band model. Therefore, it is common

to describe Scv(k) in terms of pcv and pii, where i = c, v. The latter matrix elements are

associated with intraband transitions, and can be expressed in terms of known parameters,

as follows [60]:

pii = si
m

mi

ℏk (2.55)
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where si = 1 when i = c and -1 when i = v. For the interband transitions, the following

relation will be useful:

pcv = fmP/ℏ (2.56)

where f is a scaling parameter and P is known as Kane’s momentum parameter [61]. Using

this definition, it is also possible to express the reduced mass in terms of P [60]:

mcv =
Egℏ2

4f 2P 2
(2.57)

Describing the two-photon process in terms of just pcv, pcc and pvv may yield tangible

expressions, but the question arises what it means when the first or last step in the two-

photon light-matter interaction is an intraband transition. Such intraband transitions have

low transition energies, i.e. Eii(k) → 0, which can be much lower than the photon energy

ℏω, and thus appear to violate the conservation of energy during the process, see Figure

2.4. However, whereas the initial and final states in the perturbation description need to

abide by the conservation of energy (and momentum), such a requirement is relaxed for the

intermediate steps. In this context, the final expressions obtained by making the assumptions

above are still meaningful, although care should be taken when trying to physically interpret

the process during intermediate steps.

Proceeding with the strategy outlined above, the Scv(k) term can now be expressed as:

Scv(k) =
pcvpvv

Evv(k)− ℏω1

+
pccpcv

Ecv(k)− ℏω1

=
pcvpvv

−ℏω1

+
pccpcv

ℏω2

= pcvk

{(
m

mc

)
1

ω2

+

(
m

mv

)
1

ω1

} (2.58)

where the second line follows from Evv(k) ∼ 0 and Ecv(k) = ℏΩ. For simplicity, we consider
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figures/background/selftransition.eps

Figure 2.4: Two-photon absorption in the two-band model, described in terms of a funda-
mental interband transition (orange arrow), mediated by pcv, and an intraband transition
(red arrow), mediated by pcc or pvv. Both frequency permutations are shown.

the degenerate case so that ω1 = ω2, in which case expression (2.58) takes on the simple

form Scv(k) = pcvmk/(mcvω). Using this result and expressing mcv as in equation (2.57),

we can write the degenerate two-photon absorption coefficient as:

α2(ω) = f ′2
5
√
2

πε0

(
e2

cℏ

)2
P

E3
g

FDTA(x) (2.59)

where f ′ is another scaling parameter and the function FDTA(x) is defined as [60, 62]:

FDTA(x) =
(x− 1)3/2

x5
(2.60)

with x = 2ℏω/Eg. We see that α2(ω) scales as E−3
g , and thus increases for materials with

smaller bandgap energies. Figure 2.5 compares the linear absorption coefficient α as a

function of x along with the degenerate two-photon absorption coefficient α2. Within the

parabolic two-band model, the linear absorption coefficient scales with the square root of

the gap energy, but begins to decrease as the ω−1 term in equation (2.31) becomes more
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figures/background/alpha lin vs alpha dta.eps

Figure 2.5: Scaling of the linear absorption coefficient (blue) with the normalized photon
energy and the derived degenerate two-photon absorption coefficient (orange).

dominant. The scaling function FDTA peaks near x ∼ 1.5, after which it decreases sharply

as the x−5 term begins to govern the behavior of the degenerate two photon absorption

coefficient. Despite being derived under the parabolic two-band approximation, the scaling

of the two-photon absorption coefficient has agreed well with experiment [56].

A similar equation can be derived for the NTA process. Using the definition of the absorption

coefficient as in equation (2.54), α2(ω1 + ω2) is found to have a form similar to the result in

equation (2.59), but with a modified factor f ′ and with the FDTA function replaced with

FNTA(x1, x2) =
(x1 + x2 − 1)3/2

x1x2

(
1

x1
+

1

x2

)3

(2.61)

where x1 = ℏω1/Eg and x2 = ℏω2/Eg. The scaling functions F in Eqs.( 2.60) and (2.61)
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are intuitively powerful results, as they dictate the dispersion of the two photon absorption

coefficient admitted by the band structure of the semiconductor. While the analysis here

directly considers the nonlinear absorption coefficient terms of power absorbed by the ma-

terial, a similar F function can be obtained from observing the generation of photoelectrons

Nc in the material through the loss of photon numbers N1 and N2 [2]:

dNc

dz
=
K
√
EpN1N2

n1n2τπw2
0E

2
g

F tot
NTA (2.62)

where K is a material-independent constant,
√
Ep is the Kane energy parameter, n1 and n2

are the refractive indices, ℏωi are the photon energies, τ is the interaction time of the beams,

and πw2
0 is the illumination area. In this formulation, the scaling function F tot

NTA is found as:

F tot
NTA = x2FNTA(x1, x2) + x1FNTA(x2, x1)

=
(x1 + x2 − 1)3/2

26x31x
3
2

(x1 + x2)
2 (2.63)

Where x1 and x2 are the normalized photon energies given above. Notable in both analyses,

degenerate two-photon absorption is actually a saddle point in the dispersion curve, visualized

in Figure 2.6. For increasingly nondegenerate input photons, this can offer an enormous

increase in two-photon absorption efficiency. Additionally, the rate expressions in Eq. (2.46)

and (2.63) dictate that the nondegenerate material response is linear with respect to each

input photon number. This offers the opportunity to allow photodetectors fabricated from

large gap semiconductors to produce a linear response to a sub-gap optical signal in the

presence of an additional gating beam through a nonlinear optical response.
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figures/background/aplp scaling.jpg

Figure 2.6: Plot of scaling function F tot
NTA defined through photoelectron generation in

Eq. 2.63.
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Chapter 3

Dispersion of the Two-Photon

Absorption Coefficient in Silicon

3.1 Introduction

The perturbative approach discussed in the previous chapter demonstrated its success in

producing expressions that that generally predict the energy scaling of the two-photon ab-

sorption (TPA) coefficient in direct bandgap materials, including the expected enhancement

of the TPA effect in the case of extremely non-degenerate photon energies. However, this

analysis does not effectively describe indirect gap materials, where the photon does not have

enough momentum to complete the transition alone, and an additional interaction with a

lattice phonon is necessary. As the “scaling laws” arose from approximations made to the

momentum matrix elements, it was assumed the same general intuition would hold for the

initial NTA imaging experiments using the indirect gap semiconductor silicon discussed in

the next chapter.

Here, we recognized the need for a more thorough understanding of indirect two-photon tran-
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sitions. Current descriptions have so far relied heavily on the models developed for direct gap

transitions. For instance, to account for the interaction vertex with lattice phonons, higher

order perturbative expansions of stationary [63, 64] or dressed states [65] have been devel-

oped to derive expressions for the nonlinear absorption coefficient. Although such models

reproduce the general behaviour of measured two-photon absorption coefficients, quantitative

matching between experiment and theory has proven more challenging. The perturbative

approach, while flexible with respect to band structure, do not incorporate dephasing mech-

anisms explicitly, and extra care must be taken to account for material anisotropy. [66]

Recently, Faryadraz et al. obtained a semi-empirical scaling law for NTA coefficients, which

was compared with experimental data [67]. While semi-empirical models can be useful for

gaining mechanistic insights, a more complete theory of two-photon absorption in indirect

bandgap materials is needed to quantitatively predict the scaling of 2PA coefficients over a

wide range of the energy ratio ℏω2/ℏω1.

Together with the Technical University of Bydgoszcz, Poland, we sought to address this need.

This chapter offers a theoretical description of the two-photon absorption process in silicon

through the application of the real density matrix approach (RDMA). This approach has

been successfully used by our collaborators for describing the linear and nonlinear optical

properties of semiconductors in terms of Rydberg excitons for the case excitation with a sin-

gle frequency [68, 69]. The RDMA method allows the use of a small number of well-known

parameters (e.g., effective masses, gap energy, dielectric constant) to derive expressions for

the optical response of the material. We adapt the RDMA for the case of two-photon exci-

tation in semiconductors, extending it for the case of silicon to include both excitonic and

continuum states, as well as lattice phonons for momentum matching. Using this approach,

we derive analytical expressions for the two-photon coefficient while including dephasing

times and anisotropy of the material under study. We compare the energy scaling of the

predicted NTA coefficient with published experimental data, supplemented with new ex-

perimental data, and demonstrate excellent quantitative agreement over a broad range of
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ℏω2/ℏω1 dispersion values.

3.2 Theory

3.2.1 Real density matrix approach

The theoretical work presented here was spearheaded by our collaborators, and is reproduced

here for completeness. In the RDMA approach the nonlinear response is be described by

a set of coupled equations for the exciton density represented by the coherent amplitude

Y (r1, r2), the density matrix for the conduction electrons C(r1, r2), and the density matrix

D(r1, r2) for the holes in the valence band [68]. These matrices are sub-matrices of the

following density matrix:

ρ̂ =

C Y ∗

Y 1−D

 (3.1)

The evolution of the system is described by Heisenberg equation for the density matrix
δρ̂

δt
= [ρ̂, Ĥ], supplemented by relaxation terms. We also define the excitonic center-of-mass

coordinate:

R = R12 =
mhr1 +mer2
mh +me

, (3.2)

and r = r1 − r2 is the electron-hole relative coordinate.

The Hamiltonian consists of two parts:

Ĥ = Heh +H ′, (3.3)
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where Heh is the electron-hole Hamiltonian [68], and H ′ describes the exciton-phonon inter-

action:

H ′ = a(q) e−iωphtVp(q, r) + c.c., (3.4)

where

Vp(q, r) =

(
ℏ

2Mωph

)1/2

×
∑
Ra

eiqRae0∇rV (r −Ra). (3.5)

The a(q) is the phonon annihilation operator, V (r−Ra) is the potential at the point Ra, e0

is the phonon polarization, ωph is the phonon frequency and q is its wave vector.

The constitutive equations for the Y,C and D matrices have the following form:

iℏ∂tY −H Y = −ME+ EM0C + EM0D + iℏ
(
∂Y

∂t

)
irrev

, (3.6)

iℏ∂tC +HeeC = M0E(Y − Y ∗) + iℏ
(
∂C

∂t

)
irrev

, (3.7)

iℏ∂tD −HhhD = M0E(Y − Y ∗) + iℏ
(
∂D

∂t

)
irrev

, (3.8)

where the smeared-out transition dipole density M(r) and its integrated strength M0 are

related to the bilocality of the amplitude Y and describe the quantum coherence between the

macroscopic electromagnetic field and the inter-band transitions. The electron-electron and

hole-hole interaction Hamiltonians Hee and Hhh were defined in reference [68]. In expressions

(3.6)-(3.8), the electromagnetic field E includes two frequencies ωa and ωb, and is written as:

E = E0a exp(ikaR − iωat) + E0b exp(ikbR − iωbt) + c.c.. (3.9)

37



The terms (∂...
∂t
)irrev describe the dissipation and relaxation processes, and satisfy:

∂ρ̂

∂t

∣∣∣∣∣
irrev

= −

 1
T1
[C(t)− C(0)] 1

T2
[Y ∗(t)− Y ∗(0)]

1
T2
[Y (t)− Y (0)] 1

T1
[D(t)−D(0)]


where the states with superscript (0) represent the steady state solutions. The times T1, T2

describe the characteristic duration of all dephasing processes: electron-electron, electron-

phonon, and electron-photon interactions. Here, T1, T2 are taken as phenomenological con-

stants.

The excitonic part of the polarization is obtained from:

P(R, t) = 2

∫
d3rM∗(r) Re

{
Y(R, r, t)

}
=

∫
d3rM∗(r)[Y(R, r, t) + c.c.]. (3.10)

The linear optical properties are calculated by solving the interband equation (3.6), sup-

plemented by the corresponding Maxwell equation, where the polarization (3.10) acts as a

source. For computing the nonlinear optical properties we use the entire set of constitutive

equations (3.6)-(3.8). Although finding a general solution of the equations is challenging, in

special situations a solution can be found. For example, if one assumes that the matrices

Y,C and D can be expanded in powers of the electric field E, an iterative procedure can be

used.

In general, solving for Y , C and D in the context of two-photon absorption depends on

the relation between the incoming frequencies ωa, ωb (and thus energies ℏωa, ℏωb) and the

fundamental gap energy Eg, which enters as a parameter in the electron-hole Hamiltonian.

We consider two relevant cases, to be discussed separately:

1. When ℏωa + ℏωb < 2Eg, the excitation of discrete excitonic states is possible. There-

fore we seek solutions in terms of eigenfunctions and eigenvalues of the electron-hole
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Hamiltonian, also taking into account the participation of phonons.

2. In the energy range ℏωa + ℏωb > 2Eg, we solve the equations (3.13), (3.36) and

following equations for the matrices C,D assuming Veh = 0 [68], thus entering the

energy range represented by continuum states. The solution is obtained in terms of an

appropriate Green function.

3.2.2 Discrete states

Our goal is to derive expressions for the NTA absorption coefficients. These can be obtained

from the third-order nonlinear susceptibility, which, in turn, can be determined via an iter-

ative procedure within the context of the RDMA. The first step in the iteration consists of

solving the equation (3.6), which at this stage takes on the form:

iℏ∂tY (1) −HehY
(1) = −ME+ iℏ

(
∂Y (1)

∂t

)
irrev

(3.11)

For the irreversible part we assume the simple form:

(
∂Y (1)

∂t

)
irrev

= − 1

T2
Y (3.12)

In the discussion of nonlinear effects we also take into account the non-resonant parts of the

amplitude Y . The excitonic density Y will consists of two parts, Ya, Yb. Therefore, Eq.(3.11)

generates four equations: a pair for an amplitude Ya: one for Y (1)
a− ∝ exp(−iωat), and the
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second for Y (1)
a+ ∝ exp(iωat):

iℏ
(
iωa +

1

T2

)
Y

(1)
a+ −HehY

(1)
a+ = −ME∗

a(R, t)

(3.13)

iℏ
(
−iωa +

1

T2

)
Y

(1)
a− −HehY

(1)
a− = −MEa(R, t)

and similar equations for Y (1)
b± . In the following, we consider only one component of the

vectors E, P and M.

For the case of discrete exciton states, the exciton density in the first step is found as:

Y
(1)
da− = Ea(R, t)

∑
n

cnφn(r)

ℏ(Ωn − ωa − i/T2n)

Y
(1)
da+ = E∗

a(R, t)
∑
n

cnφn(r)

ℏ(Ωn + ωa − i/T2n)
(3.14)

and similar expressions for Y (1)
db±. The subscript “d” indicates the case of discrete excitonic

states. In equations (3.14), we define:

cn00 ≡ cn =

∫
d3rM(r)φn00(r),

ℏΩn00 = ℏΩn = Eg + En(γa) (3.15)

φnℓm = Rnℓ(r)Yℓm(θ, ϕ)

where Rnℓ are the hydrogen radial functions of an anisotropic Schrödinger equation, Yℓm(θ, ϕ)
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are spherical harmonics, Enℓm the corresponding eigenvalues:

Enℓm = −η
2
ℓm(γa)R

∗

n2
, n = 1, 2, . . . ,

ℓ = 0, 1, 2, ...n− 1, m = 0, 1, 2, ...ℓ, (3.16)

R∗ is the effective excitonic Rydberg energy:

R∗ =
µ∥e

4

2(4πϵ0
√
ϵ∥ϵz)2ℏ2

(3.17)

the anisotropy parameter γa is defined as:

γa =
µ∥ϵ∥
µzϵz

, (3.18)

and ηℓm(γa) is given by the following expression:

ηℓm(γa) =

2π∫
0

dϕ

π∫
0

|Yℓm|2 sin θdθ√
sin2 θ + γa cos2 θ

(3.19)

At room temperature, given the relatively low binding energy of excitons in Si (15 meV [70]),

only the lowest excitonic state is relevant. Thus, one may assume n = 1, ℓ = m = 0 and a

single lifetime T2n,n=1 = T2.

The solutions for Y (1)
da,b± determined above allow the calculation of the linear polarization:

P (1) (ω) =

∫
d3r
[
Y

(1)
da− + Y

(1)∗
da+

]
M∗(r) +

∫
d3r
[
Y

(1)
db− + Y

(1)∗
db+

]
M∗(r)

=
E0a

ℏ
2|c1|2Ω1

Ω2
1 − (ωa + i/T2)

2 +
E0b

ℏ
2|c1|2Ω1

Ω2
1 − (ωb + i/T2)

2

= ϵ0χ
(1)
d (ωa)E0a + ϵ0χ

(1)
d (ωb)E0b (3.20)
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The susceptibilities defined in equation (3.20) can be expressed in terms of the band param-

eters and, for energies below the gap, when spatial dispersion is neglected, we obtain:

χ
(1)
d (ωj) = ϵb

f1∆LT/R
∗

(ET1 − ℏωj − iΓ1) /R∗ (3.21)

where Γ1 = ℏ/T2, and ET is the energy of the first exciton resonance. The anisotropy-

dependent oscillator strength f1 has the form:

f1 =
η300(1− η0r0/a

∗)

(1 + η00r0/a∗)4
(3.22)

The above formula is obtained when the dipole density M(r) is assumed in the form:

M(r) =M0
1√
4π

1

r r20γ
1/2
a

e−r/r0Y00(θ, ϕ), (3.23)

where r0 = (2µEg/ℏ2)−1/2 is the so-called coherence radius. The longitudinal transverse

splitting of the ground state is:

∆LT

R∗ = 2
2µ∥

ϵ0ϵbπ a∗ℏ2
M2

0 (3.24)

and is fn∆LT for the excited states. Treating ∆LT as a known quantity, the above relation

determines the dipole matrix element M0.

To obtain the nonlinear response, the solutions for Y (1)
da,b± are inserted as a source term in the

conduction band equation (3.7) and the valence band equation (3.8). Note that each of these

equations depend on the electromagnetic field. If the irreversible terms are well defined, the

equations (3.7,3.8) can be solved, and this second step of the iteration yields expressions for

the density matrices C and D. These density matrices can then, in turn, be used as a source

term for equation (3.6), which can be solved to obtain expressions for Y (3)
da,b± in the final step
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of the iteration.

Accounting for the presence of phonons, we obtain the nonlinear polarization for the region of

discrete states. We separate the polarization related to the emission of a phonon (subscript

“em”), and to the absorption of a phonon (subscript “abs”). The emission contribution has

the form:

P
(3)
d,em(ωa, ωb) = P

(3)
da,eme

−iωat + P
(3)
db,eme

−iωbt (3.25)

where the polarization amplitudes are defined by:

P
(3)
da,em = ϵ0χ

(3)
d,self,em(ωa, ωa)|E(ωa)|2E(ωa) + ϵ0χ

(3)
d,cross,em(ωa, ωb)|E(ωb)|2E(ωa),

P
(3)
db,em = ϵ0χ

(3)
d, self,em(ωb, ωb)|E(ωb)|2E(ωb) + ϵ0χ

(3)
d, cross,em(ωb, ωa)|E(ωa)|2E(ωb),

The nonlinear susceptibilities have the form:

χ
(3)

d,self,em(ωj, ωj = −(nph + 1)
2M2

0

ϵ0

1

T2

(
T1 +

iℏδ(ω − 2ωj)

ℏω + iℏ/T1

)
×
∑
ℓ

cℓ(Aℓ +Bℓ)ℏΩℓ,em

(ℏΩℓ,em)2 − (ℏωj + iℏT−1
2 )2

×
∑
n

cnφn(0)

(ℏΩn,em − ℏωj)2 + (ℏ/T2)2
, (3.26)

χ
(3)
d,cross,em(ωa, ωb) = −(nph + 1)

2M2
0

ϵ0

(
T1
T2

)
×
∑
ℓ

cℓ(Aℓ +Bℓ)ℏΩℓ,em

(ℏΩℓ,em)2 − (ℏωa + iℏT−1
2 )2

×
∑
n

cnφn(0)

(ℏΩn,em − ℏωb)2 + (ℏ/T2)2
(3.27)

and the additional cross term χ
(3)
d,cross,em(ωb, ωa) is obtained by permuting the frequencies ωa

and ωb in equation (3.27). The number of available phonons nph is estimated by the formula:
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nph =
1

| exp ℏωph

kBT − 1|
(3.28)

with kB is the Boltzmann constant, and T the temperature. ℏΩn,em,abs are the exciton

resonance energies that include the phonon energies ℏωph;

ℏΩn,em,abs = Eg + En ± ℏωph (3.29)

where “+” stands for phonon emission and “-” for phonon absorption. As discussed in

[71, 72], the phonon density of states contains two local maxima at 20 meV and 60 meV,

respectively, with a weighted average of approximately 40 meV. This simplified approach

of taking an estimate of the average phonon energy has been used in previous calculations,

providing proper fits to experimental data.

The coefficients Aℓ, Bℓ in equations (3.26,3.27) are related to the irreversible terms in the

equations (3.7,3.8), and have the form:

Aℓ =

∫
d3r φℓ(r) e−r2/2λ2

th,e , ℓ = 1, 2, . . .

Bℓ =

∫
d3r φℓ(r) e−r2/2λ2

th,h (3.30)

where λth,e, λth,h are the so-called thermal lengths for electrons and holes, respectively,

λth,e =

(
ℏ2

mekBT

)1/2

λth,h =

(
ℏ2

mhkBT

)1/2

The above expressions are valid when: ℏω < Eg + ℏωph. For ℏω > Eg + ℏωph one should
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replace nph + 1 by:

C(ℏω − Eg − ℏωph)
2(nph + 1) (3.31)

where C is a constant. [73]

Analogous expressions can be obtained for the susceptibilities related to the phonon absorp-

tion:

χ
(3)
d, self,abs(ωj, ωj) = −nph

2M2
0

ϵ0

1

T2

(
T1 +

iℏδ(ω − 2ωj)

ℏω + iℏ/T1

)
×
∑
ℓ

cℓ(Aℓ +Bℓ)ℏΩℓ,abs

(ℏΩℓ,abs)2 − (ℏωj + iℏT−1
2 )2

×
∑
n

cnφn(0)

(ℏΩn,abs − ℏωj)2 + (ℏ/T2)2
(3.32)

χ
(3)
d, cross,abs(ωa, ωb) = −nph

2M2
0

ϵ0

(
T1
T2

)
×
∑
ℓ

cℓ(Aℓ +Bℓ)ℏΩℓ,abs

(ℏΩℓ,abs)2 − (ℏωa + iℏT−1
2 )2

×
∑
n

cnφn(0)

(ℏΩn,abs − ℏωb)2 + (ℏ/T2)2
(3.33)

plus the additional cross term χ
(3)
d, cross,abs(ωb, ωa) obtained by permuting the input frequencies

in (3.33). The above expressions are valid when ℏω < Eg − ℏωph. Otherwise, nph should be

replaced by:

C(ℏω − Eg + ℏωph)
2nph (3.34)

In section 3.2.4, we use the expressions for the nonlinear susceptibility above to determine

the nonlinear absorption coefficients in silicon.
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3.2.3 Continuum states

If (ℏω − ℏωph) > Eg for the case of phonon emission, or (ℏω + ℏωph) > Eg for the case

of phonon absorption, then there is no generation of bound exciton states, and continuum

states constitute the final states instead. In this case, Y (1) is calculated in the first iteration

step by setting Veh = 0 in the electron-hole Hamiltonian [68], giving rise to equations of the

form:

(
Eg ± ℏω ± ℏωph − iΓ − ℏ2

2µ
∇2

)
Y± = M(r)E (3.35)

Equation (3.35) can be solved by means of the appropriate Green function:

Y
(1)
± =

∫
d3 r′g±(r, r

′)M(r′, θ, ϕ)E, (3.36)

where

g±(r, r
′) =

2µ

ℏ2
sinh κ±r

<

4πκ±r<r>
e−κ±r> (3.37)

r< = min (r, r′) and r> = max (r, r′) and

κ2± =
2µ

ℏ2
(Eg ± ℏω ± ℏωph − iΓ ) (3.38)

Assuming a linear polarization and the wave vector E having a component E0 in a direction

α, simultaneously with the dipole density M having a component M0 in the same direction

and, for simplicity, using the dipole density of the form:

M(r) = M0δ(r − r0)

4πr20
e−r/r0
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we obtain:

Y
(1)
± =M0E0 g±(r, r0). (3.39)

We may again define amplitudes of the form Y
(1)
ca±, Y

(1)
cb± where the subscript “c” now indicates

the involvement of continuum states. If, in the case of phonon emission, we encounter κ2 < 0,

we introduce:

κ = −iκ̃ (3.40)

where:

κ̃2− = ℏω − ℏωph − Eg + iΓ

and, in this case, the Green function takes on the form:

g−(r, r
′) =

2µ

ℏ2
sin κ̃±r

<

4πκ̃±r<r>
eiκ̃±r> (3.41)

The linear terms for the case of phonon emission and absorption and input frequency ωa are

found as:

Y
(1)
ca−,em(r) =M0E0aga−,em(r, r0)

Y
(1)
ca−,abs(r) =M0E0aga−,abs(r, r0) (3.42)

with

ga−,em(r, r0) =
2µ∥H

ℏ2
sin(κ̃a−,emr

<)

4πκ̃a−,emrr0
eiκ̃a−,emr> ,

κ̃2a−,em =
2µ∥H

ℏ2
[ℏωa − (Eg + ℏωph)] + i

2µ∥H

ℏ2
ℏ
T2
.
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Similar expressions can be obtained for the amplitudes at input frequencies ωb. The linear

amplitudes thus obtained form the source for calculating the C and D matrices, followed by

third step to determine Y (3)
ca,b±, similar to the procedure described in section 3.2.2. Once the

Y
(3)
ca,b± amplitudes are found, for both the phonon emission and absorption process, we may

write the nonlinear cross susceptibility for the continuum states as:

χ(3)
c,cross = χ(3)

c,cross,em(ωa, ωb) + χ
(3)
c,cross,abs(ωa, ωb), (3.43)

with

χ(3)
c,cross,em(ωa, ωb) = −(nph + 1)

2

ϵ0
2
T1
ℏ
M4

0

(
2µ∥H

ℏ2

)2

× 1

4πr0

(
sin(κ̃a−,emr0)

κ̃a−,emr0

)2

× [κ̃b−,emr0 + κ̃b−,absr0](Ae + Ah), (3.44)

χ
(3)
c,cross,abs(ωa, ωb) = −nph

2

ϵ0
2
T1
ℏ
M4

0

(
2µ∥H

ℏ2

)2

× 1

4πr0

(
sin(κ̃a−,absr0)

κ̃a−,absr0

)2

× [κ̃b−,emr0 + κ̃b−,absr0](Ae + Ah), (3.45)

where

κ̃j−,emr0 =

(
xj −

Eg + ℏωph

Eg

)1/2

κ̃j−,absr0 =

(
xj −

Eg − ℏωph

Eg

)1/2
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Here Ae, Ah correspond to the expressions (3.30), related to the irreversible processes:

Ae = A′
e + iA′′

e =

∫
d3r′ga−(r0, r

′)f0e(r
′) = 4π

2µ∥

ℏ2
sin(κa−r0)

κa−r0

∞∫
r0

r dr eiκa−re−r2/λ2
th,e

with an analogous expression for Ah.

3.2.4 Nonlinear absorption coefficients

The propagation of the field components E0a and E0b in the semiconductor follow from the

wave equation with P (3) as a source term, which, after making the well-known slowly varying

amplitude approximation, yield the following coupled equations for the field amplitudes:

∂E0a

∂z
= i

ωa

na c
χ
(3)
self(ωa, ωa)|E0a|2E0a + i

ωa

na c
χ(3)

cross(ωa, ωb)|E0b|2E0a (3.46)

∂E0b

∂z
= i

ωb

nb c
χ
(3)
self(ωb, ωb)|E0b|2E0b + i

ωb

nb c
χ(3)

cross(ωb, ωa)|E0a|2E0b (3.47)

From the equations above, the intensities of the input beams can be found as:

Ia = 2ϵ0 na c |E0a|2

∂Ia
∂z

= 2ϵ0 na c

[
E∗

0a

∂E0a

∂z
+ E0a

∂E∗
0a

∂z

]
(3.48)
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Similar expressions are obtained for Ib, resulting in the following set of coupled equations

3.46 - 3.47 we obtain the set of equations:

∂Ia
∂z

= −α2(ωa, ωa) I
2
a(z)− α2(ωa, ωb) Ia(z)Ib(z)

(3.49)
∂Ib
∂z

= −α2(ωb, ωb) I
2
b (z)− α2(ωb, ωa) Ib(z)Ia(z)

These equations define the nonlinear absorption coefficients α2 as:

α2(ωa, ωa) =
ωa

2ϵ0 n2
ac

2
Im
{
χ
(3)
self(ωa, ωa)

}
α2(ωa, ωb) =

ωa

2ϵ0 na nb c2
Im
{
χ(3),I

cross(ωa, ωb)
}

(3.50)

α2(ωb, ωa) =
ωb

2ϵ0 na nb c2
Im
{
χ(3),I

cross(ωb, ωa)
}

α2(ωb, ωb) =
ωb

2ϵ0 n2
bc

2
Im
{
χ
(3),I
self (ωb, ωb)

}
, nonumber (3.51)

where χ(3),I indicates the imaginary part of χ(3). The refractive indices na = n(ωa), nb =

n(ωb) are defined by the real parts of the linear susceptibility χ(1), defined as:

na =

{[
ϵb

(
1 +

f1∆LT [ℏΩn,em/Eg − xa]

[(ℏΩn,em/Eg)− xa]2 + γ22

)]}1/2

with analogous formulas for ωb and the absorptive term ℏΩn,abs. Here, f1 is the oscillator

strength (here for the heavy hole exciton), written as:

f1H =
η300H

[1 + η00H(r0H/a∗H)]
3

(3.52)
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see Eq. (3.22).

The susceptibilities and, in consequence, the nonlinear absorption coefficients, are composed

of 4 components: two corresponding to the contributions of discrete and continuous states,

and each of them containing terms related to phonon emission and absorption:

α2(ωa, ωb) = α2d(ωa, ωb) + α2c(ωa, ωb) (3.53)

For the discrete states, we only consider the lowest exciton state with n = 1, yielding the

following form:

α2d(ωa, ωb) = −2xaγ2α
′
(
T1
T2

)
×{

ϵb
nanb

nph + 1

(ℏΩ1,em/Eg − xb)2 + γ22
× ℏΩ1,em/Eg

[(ℏΩ1,em/Eg)2 − x2a]
2 + (2γ2xa)2

+
ϵb
nanb

nph

(ℏΩ1,abs/Eg − xa)2 + γ22
× ℏΩ1,abs/Eg

[(ℏΩ1,abs/Eg)2 − x2b ]
2 + (2γ2xb)2

}
(3.54)

where the constant α′ is defined as:

α′(ωa, ωb) = 2
4Eg

ϵ0ℏna nb2c2E3
g

2M2
0

ϵ0
[φ1H(0)A1 + φ1H(0)B1] c

2
1H

= 2
1

4
ϵ20ϵ

2
bπ

2a∗6H∆2
LTH × 4

πϵ0ℏna nbc2E2
g

× [φ1H(0)A1 + φ1H(0)B1]

(
ηH
a∗H

)3
1

(1 + ηHr0H/a∗H)
2

= 2
πϵ2b∆

2
LTH(ηHa

∗
H)

3

E2
gℏc2 na nb

[φ1H(0)A1 + φ1H(0)B1]

(1 + ηHr0H/a∗H)
2
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The continuum states contribution has the form:

α2c(ωa, ωb) = α2c,em(ωa, ωb) + α2c,abs(ωa, ωb), (3.55)

where

α2,em(ωa, ωb) = −4Eg(nph + 1)

ϵ0ℏna nb c2
M4

0

(
2µ∥H

ℏ2

)2
1

4πr0

T1
ℏ

×xa
(
sin(κ̃a−,emr0)

κ̃a−,emr0

)2

[κ̃b−,emr0 + κ̃b−,absr0]a
∗2
H × A′′

e + A′′
h

a∗2H
(3.56)

α2c,abs(ωa, ωb) = − 4Eg nph

ϵ0ℏna nb c2
M4

0

(
2µ∥H

ℏ2

)2
1

4πr0

T1
ℏ

×xa
(
sin(κ̃a−,absr0)

κ̃a−,absr0

)2

[κ̃b−,emr0 + κ̃b−,absr0]a
∗2
H × A′′

e + A′′
h

a∗2H
(3.57)

The solutions obtained in the two regimes of discrete and continuous states are smoothly

connected with the use of hyperbolic tangent function. Using the above formula, we have

calculated the 2PA coefficient α2(ω, ωb) as a function of the energies ℏωa + ℏωb. The band

parameters used in the calculations are listed in Tables 3.2 - 3.4.

3.3 Experimental

The experiments outlined here are to both verify the newly presented RDMA expressions

and expand upon the limited dataset available for the dispersion of the two photon ab-

sorption coefficient in silicon. We are primarily interested in wavelength combinations that

52



are relevant for the applications presented in the following chapters, where one wavelength

is close to but less than the indirect gap, and the other is in the MIR. As both photons

are below the gap, a non-collinear transmission pump probe is the preferred method over

a two-color open aperture z-scan. Despite being designed expressly for measuring the two

photon absorption coefficient in semiconductors, a two-color z-scan is difficult to perform

properly. Both the pump and the probe must come to an identical focus, precluding the

use of refractive optics. It also requires excellent knowledge of the spatial profile of both

beams at each sample measurement position. The main benefit over a simple pump probe

experiment chosen above is that the nature of the z-scan measurement allows for the extrac-

tion of the two photon absorption coefficient in the presence of dominant linear absorption

of the probe beam, which does not coincide with pump and probe combinations used in

applications discussed later. The pump probe experiments outlined here are less stringent

in the preparation of the beams used, and so are chosen for its relative ease.

figures/si theory/si theory setup.png

Figure 3.1: Schematic of non-collinear pump probe experiment.

A schematic of the experimental apparatus is in Figure 3.1. We use a 1-kHz amplified

femtosecond laser system (Spitfire Ace, Spectra Physics) to seed two optical parametric
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amplifiers (OPA, TOPAS-Prime, Light Conversion). One OPA is used as a source of near-

infrared (NIR) probe radiation between 1150 nm - 1350 nm (1.08 eV - 0.91 eV), producing

pulses in the range of 100-150 fs. The signal and idler pulses from the second OPA system are

used to generate MIR pump pulses through the process of difference frequency generation in

a nonlinear medium in the range of 2480 nm to 4651 nm (0.5 eV - 0.27 eV), producing 175-265

fs pulses. The MIR pump is modulated using an optical chopper at a frequency of 500 Hz that

is synchronized to the laser output (MC2000B, Thorlabs). We use a 280 µm thick [100] silicon

wafer (99.999% purity, University Wafer) as the sample target. The MIR and NIR pulses

are focused in a non-collinear arrangement on the Si target, using normal incidence for the

pump beam and a ∼ 20 degree incidence angle for the probe beam, resulting in an internal

propagation angle of ∼ 6 degrees. Temporal overlap is controlled through an automated

translation stage (GTS150, Newport) in the probe arm, producing a cross-correlation of

pump induced probe absorption via nondegenerate two-photon absorption. The remaining

probe is then attenuated by a 3 OD neutral density filter and detected using a home-built

InGaAs photodiode. The modulated change induced by the MIR pump is analyzed by a

lock-in amplifier (SR860, Stanford Research Systems). The The low irradiance of the probe

beam in conjunction with the use of a lock-in amplifier ensures that any degenerate two-

photon absorption present is excluded from the measured signal. The pump beam is always

the longer wavelength beam, minimizing free carrier absorption induced by the probe via

three- or four-photon absorption. The resulting cross-correlation is then used to extract a

nonlinear absorption coefficient α2 as described by Negres et al. [74]

The prescription to obtain the two-photon absorption coefficient seeks to fit an analytical

expression for the probe transmittance Q to the cross-correlations obtained. The transmit-

tance is written as an integral over all time and fitting provides a value for the nonlinear
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absorption parameter Γ. The expression for Q is given below in Equation 3.58:

Q(τd) =
e−2σ

W
√
π
×∫ ∞

−∞
exp

{
−
(
τ + τd − ρ

W

)2
}

× exp

{
−Γ

√
π

ρ
[erf(τ)− erf(τ − ρ)]

}
dτ (3.58)

In the absence of nonlinear absorption, the argument of the second exponential function is

zero, causing the integration over the remaining Gaussian function to return W
√
π, with

W being the ratio of probe to pump temporal widths w and wp, respectively. In this limit,

Q is simply the linear transmittance of the probe beam, where σ is the linear absorption

parameter. This parameter was varied very slightly from zero to account for any small

changes in the background (approximately one part in ten thousand). The initial transmitted

flux was taken with the silicon wafer sample in place, so no linear absorption was observed

during the experiment.

When nonlinear absorption occurs, the second exponential is nonzero, giving rise to an

additional time dependent transmittance loss characterized by nonlinear absorption induced

by the pump. Here, the temporal width of the transient absorption event is given by the

two erf functions, where one is inverted and shifted by the temporal walk-off parameter ρ,

which is the difference in group velocity indices of both beams normalized to the probe beam

propagation:

ρ =
L

wpc

[
n− λ

dn

dλ

∣∣∣∣
λ

−

(
np − λp

dn

dλ

∣∣∣∣
λp

)]
=

L

wpc
∆ng (3.59)

The refractive index for the pump (np) and probe (n) wavelengths were taken from publicly

available linear dispersion data on refractiveindex.info [75, 76], and L is the length of the

material. The remaining parameter Γ is the target of the fitting process, which is proportional
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to the two photon absorption coefficient:

Γ = L
n

np

Ipα2 (3.60)

Where Ip is the irradiance of the pump beam. To calculate the irradiance and ensure a

spatially uniform pump field for the probe to interact with, knife edge scans were done to

maintain pump-to-probe beam radius ratios of at least 8:1. The nonlinear least squares fitting

process is performed by fitting to the values of Γ and either pump (w) or probe (wp) temporal

width when either is unknown. An example fit overlaid on the data is shown in Figure 3.2.

The fitting process was preformed iteratively such that the found pulse widths were consistent

across all measurements. The pulse width fit parameters were verified through auto- and

cross-correlations of two probe pulses and two pump pulses. Autocorrelations of 0.918 eV

and 0.992 eV measured through degenerate two photon absorption in a conventional Si

photodiode, producing pulse widths of 125 fs and 139 fs, respectively. These measurements

were also used to find the widths of two pump pulses of 2480 nm (0.5 eV) and 3295 nm (0.376

eV) via cross correlation in a Si photodiode, found to be 254 fs and 264 fs, respectively. The

tabulated data of extracted α2 values are presented in Table 3.1.
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figures/si theory/Figure1.png

Figure 3.2: Exemplary pump probe data and corresponding nonlinear transmittance fit.
The photon energies used here are 0.91 eV and 0.376 eV.

Wavelength (nm) 2480 3295 3755 4220

1150 1.099 0.71 0.823 0.955

1200 0.951 0.638 0.705 0.817

1250 0.846 0.564 0.501 0.481

1350 0.634 0.452 0.385 0.307

Table 3.1: Experimentally obtained values for α2 in cm/GW
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3.4 Results and discussion

The derived form of α2 that follows from the RDMA approach contains contributions from

the two regimes of exciton production, namely the contributions from discrete states and

continuum states, see equation (3.53). Both regimes rely on dipole allowed transitions while

considering either the absorption or emission. The discrete regime is visually depicted in

Figure 3.3, which highlights the two-dimensional dispersion of α2. The analysis recognizes

the presence of a single discrete excitonic state below the band edge, corresponding to the

creation of a bound state through absorption of a phonon, ℏΩabs, which may provide con-

siderable enhancement to the 2PA process. This is manifested by the presence of resonant

denominators for the discrete regime, which can be written in simplified form from equation

(3.54) as

α2d(ωa, ωb) ∝
1

(ℏΩabs/Eg − ℏωb/Eg)2 + γ22
×

ℏΩem/Eg

[(ℏΩem/Eg)2 − (ℏωa)2]2 + (2γ2ℏωa)2
(3.61)

This single state is the only one considered due to the low binding energy of Si, which

precludes the formation of bound excitons with higher principal quantum numbers. When

ℏωb/ℏωa is detuned away from degeneracy, we observe an increase of α2 that is as much as

5× the equivalent degenerate response, amplifying the process as it becomes doubly resonant

with the lowest discrete state and the edge of the continuum at room temperature. This

behavior is evident in the corners of Figure 3.3. While smaller in magnitude, the ℏΩabs state

provides additional enhancement when at least one incident photon approaches this energy.

An alternate resonance condition exists when both photons are resonant with the discrete

exciton level at approximately 95% of the band gap. This is a singly resonant process where

the intermediate state is the lowest excitonic state, providing some enhancement to the
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two-photon process.

figures/si theory/triangle2 (1).png

Figure 3.3: Scaling behavior of the two photon absorption coefficient α2 as a function of
normalized photon energy while both photons are below the gap.

If the the energy of the incident photons exceeds the bandgap energy, then the two-photon

absorption process proceeds entirely via continuum states. This can be accessed by either

phonon absorption or emission, and the nonlinear absorption coefficient has the form as in

equation (3.55). Beyond the band edge, the continuum causes α2c to further increase up to

the point where the energy of at least one of the photons has enough energy to reach the

direct gap of silicon at Eg = 3.43 eV. This increase is due to the oscillatory behavior of

the linear coherent amplitude of the exciton density Y (1), which contributes to the induced

polarization of the medium in order for two-photon absorption to occur.
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To validate the performance of the model, we first apply it to explain an experimental data

set of the degenerate two-photon (DTA) cross section obtained from an open aperture Z-

scan reported in Ref [77]. As can be seen in Figure 3.4(a), α2 for the DTA process reveals a

resonance-like behavior as a function of photon energy. A previous analysis using a model

for direct transitions, corrected for the center of mass energy when phonon scattering is

involved [78], reproduced the general dependence of α2 on the photon energy, but it failed

to predict the observed resonance structure. The RDMA approach (indicated by the solid

line in Figure 3.4), on the other hand, predicts a resonant behavior when the individual

photon energy approaches the energy of the discrete exciton state, resulting in a satisfactory

description of the data. When the photon energy exceeds the band gap, the role of the bound

exciton states decreases and instead the response is largely dictated by continuum states,

which results in a slight decrease of α2. Note that only the dephasing times in the RDMA

analysis are fitting parameters, while all other parameters are obtained from the tabulated

values shown Tables 3.2-3.4.
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figures/si theory/Figure3.png

Figure 3.4: Scaling of the degenerate two-photon absorption coefficient α2 as a function of
x = ℏω/Eg. Squares are obtained from Ref [77] and thick solid line results from the RDMA
analysis of two-photon absorption.

We next use the model to describe the energy scaling of the NTA coefficient as measured

in Ref [67], which encompasses a normalized photon energy range of x = ℏ(ωa + ωb)/2Eg =

1.1 − 2. In addition, we apply the model to fit a new data set that we have collected for a

non-degenerate energy ratio in the ℏωa/ℏωb = 2 − 4 range, corresponding to pump photon

energies of 0.294 eV–0.5 eV and probe energies of 0.91 eV–1.08 eV. Both data sets, shown in

Figures 3.5 and 3.6 , correspond to a normalized equivalent energy range of x = 0.55− 0.8,

but have different levels of non-degeneracy, thus complementing each other. The theoretical

predictions for α2 are in good agreement with both experimental data sets. The most
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notable feature in the normalized photon energy curve is the appearance of a peak, which

the model attributes to the presence of the bound exciton resonance. The position of this

peak shifts in accordance with the energy tuning of the lower energy pump photon, and its

magnitude is largely dictated by the damping terms in the resonant denominators of α2d.

However, this resonant behavior is significantly different from what is reported in [67], where

the theoretical predictions made anticipate a quasi-linear scaling of α2 as a function of the

normalized photon energy. Future work may include performing NTA experiments to verify

the behavior of α2 and the influence of continuum states above the band edge, such as can

be obtained with a two-color Z-scan.
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figures/si theory/Figure4.png

Figure 3.5: Scaling of the non-degenerate two-photon absorption coefficient α2 as a function
of the normalized equivalent energy. Experimental data points are obtained from Ref [67] and
thick solid lines represent the results from the RDMA analysis. Different colors correspond
to different non-degeneracy energy ratios ℏωa/ℏωb.

This work is a significant departure from the conventional understanding of the two-photon

absorption process in semiconductors. Previous methods have described the 2PA absorption

process in terms of transition rate matrix elements based on electron band states, where

significantly nondegenerate photons become resonant with the interband transition and an

intraband transition simultaneously. Within the framework of the RDMA, the defining fea-

ture of the absorption process is the ability to produce either bound or free excitons within

the material. Tracking the formation of excitons allows the RDMA to yield general expres-
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sions for semiconducting materials with low binding energies, i.e. only the lowest discrete

state needs to be considered. These results are analytical in that there is no parametrization

done to provide free variables for fitting. The only variability results from loosely determined

material parameters, namely the relaxation times T1 and T2.

It is possible to apply this analysis to direct gap two-photon transitions as well, which

omits the involvement of phonon absorption or emission processes in the final equations.

The RDMA also accounts for the physical realities of material anisotropy and relaxation

mechanisms that are often added phenomenologically elsewhere. Bolstered by the excellent

agreement between theory and experiment over a wide range of photon energies and non-

degeneracy ratios, we believe that the current description provides a deeper insight into

two-photon absorption process in semiconducting materials.
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figures/si theory/Figure5.png

Figure 3.6: Scaling of the non-degenerate two-photon absorption coefficient α2 as a function
of the normalized equivalent energy. Data points indicate experimental results and thick
solid lines represent the results from the RDMA analysis. Different colors correspond to
different non-degeneracy energy ratios ℏωa/ℏωb.
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Table 3.2: Band parameter values for Si, masses in free electron mass m0, R∗
H,L cal-

culated from (µH,Ltr/ϵ
2
b) × 13600meV, a∗H,L calculated from (1/µH,Ltr)ϵb × 0.0529 nm,

me,dos calculated from 62/3 (me,trme,trme,long)
1/3.

Parameter Value Unit
Eg(4.2K) [79] 1170 meV
Eg(300K) [79] 1124 meV
R∗

H(4.2K) 13.61 meV
R∗

H(300 K) 15.65 meV
R∗

L(0 K) 8.64 meV
R∗

L(300 K) 8.35 meV
∆LTH [80] 0.1 meV
me,long(4.2K) 0.9163 m0

me,long(300K) [79] 1.09 m0

me,tr 0.1905 m0

me,dos(4.2K) 1.04 m0

me,dos(300K) 1.12 m0

mhH [81] 0.49 m0

mhL [81] 0.16 m0

mhH(4.2K) [79] 0.59 m0

mhH(300K) [79] 1.15 m0

µH,long(4.2K) 0.319 m0

µH,long(300K) 0.56 m0

µH,tr(4.2K) 0.137 m0

µH,tr(300K) 0.163 m0

µL,long(4.2K) 0.136 m0

µL,long(300K) 0.14 m0

µL,tr(4.2K) 0.087 m0

µL,tr(300K) 0.087 m0

a∗H(4.2 K) 4.52 nm
a∗H (300 K) 3.86 nm
a∗L(4.2 K) 7.11 nm
a∗L(300 K) 7.235 nm
r0H(4.2K) 0.487 nm
r0H(300K) 0.455 nm
r0L(4.2K) 0.61 nm
r0L(300K) 0.61 nm
ϵb(4.2K) 11.7
ϵb(300K) 11.9
T2 [70] 0.1 ns
T1 (fit) 8 ns
ℏωph(fit) [72] 40 meV
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Table 3.3: Anisotropy parameters for Si, excitonic energies calculated from Eq. (3.19)
.

Parameter Value Unit η00v = ηv
γaH(4.2K) 0.43 1.13
|E1H | (4.2K) 17.38 meV
γaH(300K) 0.29 1.18
|E1H | (300K) 21.75 meV
γaL(4.2K) 0.64 1.07
|E1L| (4.2K) 9.94 meV
γaL(300K) 0.62 1.078
|E1L| (300K) 9.70 meV

Table 3.4: Thermal electron and hole lengths for Si and expressions
φ1H(0)A1H , B1H φ2H(0)A2H , B2H

Quantity Value 4.2K Value 300 K
λeH 5.09 0.675
λ̃hH 4.70 0.42

φ1H(0)A1H 4× 1.64 4× 0.23
φ1H(0)B1H 4× 1.57 4× 0.155
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Chapter 4

Mid-Infrared Imaging Through

Nondegenerate Two-Photon

Absorption

4.1 Introduction

Non-degenerate two-photon absorption as a MIR detection method was first demonstrated in

2011. The authors used pulsed fs sources to successfully detect approximately 20 pJ of 5.6 µm

light using a GaN photodiode under a 390 nm gating pulse [82]. This remarkable result

showed that, under the appropriate illumination conditions, the non-degenerate absorption

process in a wide bandgap semiconductor can be more efficient than the linear absorption

process in a mercury cadmium telluride (MCT) detector for MIR detection. While it is

understood that the NTA process in the indirect gap semiconductor Si would be less efficient

than the direct gap GaN detector used, its ubiquity as a photodetector substrate would

make high speed, high pixel density solutions accessible to MIR radiation if the signals are
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reasonably high. This chapter explores MIR detection and spectroscopy using NTA first in

a Si photodiode. Then, given the success of these experiments, we demonstrate wide-field

chemical imaging through NTA for the first time.

Si is an indirect semiconductor, and its nonlinear absorption coefficient is unfavorably low

compared to those of direct bandgap materials. Another limitation of Si is its shallow

linear absorption edge, which translates into a spectral response of the camera that displays

a tail on the low energy side, extending from 900 nm to well over 1100 nm [83]. The

shallow absorption edge profile limits flexible tuning of gate pulse energies due to one-photon

absorption, which renders Si detectors incompatible for NTA-based MIR detection at energies

below ∼ 900 cm−1. The Urbach tail of direct bandgap semiconductors, on the other hand,

generally displays a much steeper profile and would thus enable NTA detection over a more

extended MIR tuning range [84]. A careful examination of two-photon absorption efficiencies

as well as the practical tuning range for MIR detection identifies the direct gap semiconductor

InGaAs as an ideal candidate for NTA applications.

Imaging using NTA is compared with the proof-of-concept demonstration of NTA in Si and

subsequent experiments with InGaAs as the camera substrate. Using an InGaAs camera, we

achieve MIR imaging with frame rates that are two orders of magnitude faster than shown

for Si. We show high-speed imaging with 1 Mpx frames at 100 fps and 40kpx frames at

500 fps using exposure times as low as 60 µs per frame.
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4.2 Results

4.2.1 MIR detection with a Si photodiode

We first discuss the utility of Si as a MIR NTA detector using picosecond pulses of low peak

intensities. In Fig. 4.1, we compare the linear absorption of 9708 cm−1 (1030 nm) photons by

a standard Si photodiode with that of NTA for a 2952 cm−1 (3388 nm) MIR and 6756 cm−1

(1480 nm) NIR gate pulse pair. Since the 1030 nm photon energy exceeds the Si bandgap

energy (Eg ∼ 1.1eV (1100 nm)), strong one-photon absorption can be expected. Based on

this measurement, the estimated responsivity is R = 0.2 A/W, close to the reported response

for Si detectors at 1030 nm. In the NTA experiment, the MIR and NIR photon energies

add up to the same energy (9708 cm−1) as in the one-photon experiment, and thus, we may

expect a response in Si, albeit weaker. The current photon energy ratio is ωNIR/ωMIR = 2.2.

The NTA response is shown in orange and is compared with the degenerate two-photon

absorption of the gate pulse. As expected, the NTA signal scales linearly with the NIR pulse

energy. Note that there is a regime where the NTA is stronger than the degenerate two

photon absorption of the gate using a 0.65 nJ MIR pulse at 3388 nm.

We next studied the sensitivity of MIR detection through NTA in Si. In Fig. 4.2, the

detected NTA signal is plotted as a function of the MIR pulse energy MIR (at 2952 cm−1)

for various energies of the NIR gate pulse. For these experiments, especially at higher NIR

peak intensities, the degenerate contribution of the gate pulse has been subtracted using

the modulation of the MIR beam and lock-in detection. We observe that the signal scales

linearly with the MIR pulse energy for all settings. The minimally detectable MIR picosecond

pulse energy is ∼ 200 fJ using rather modest NIR peak intensities. In the work mentioned

above with a direct large-bandgap GaN detector, a detection limit of 100 pJ was reported

using femtosecond pulses and a photon energy ratio > 10 [82]. Here, we observe higher

detection sensitivities in Si while using picosecond pulses and a much lower photon energy
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ratio. Such high detection sensitivities are remarkable and are due in part to the favourable

pulse repetition rate (76 MHz) used in the current experiment, offering much better sampling

than the kHz pulse repetition rates used previously. The strategy used here offers superior

sensitivity, detecting 4 orders of magnitude smaller MIR peak intensities of 20 W/cm2 (with

0.09 MW/cm2 at 1480 nm gate pulse) versus 0.2 MW/cm2 (with 1.9 GW/cm2 at 390 nm

gate pulse), as previously reported [82]. Given that the enhancement scales with the photon

energy ratio, we may expect even greater sensitivities for experiments with higher gate

photon energies and lower MIR photon energies, with a projected detection floor as low as

a few tens of femtojoules (1 W/cm2).

figures/LSA 2020/LSA 2020 fig 1a.png

Figure 4.1: Linear absorption (blue) as a function of the pulse energy at 1030 nm, non-
degenerate two-photon absorption (orange) as a function of the NIR gate pulse energy at
1480 nm and degenerate two-photon absorption (purple) as a function of the gate pulse
energy at 1480 nm. For the non-degenerate curve, the MIR pulse energy at 3388 nm was set
to 0.65 nJ. Inset: proposed scheme of photon absorption in Si.
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figures/LSA 2020/LSA 2020 fig 1b.png

Figure 4.2: Full dynamic range for MIR detection with a detection floor of 200 fJ picosecond
pulse energy for given detector parameters. 1 V on the y-axis corresponds to 8.2 ∗ 104

photoelectrons generated per pulse.

4.2.2 MIR spectroscopy with a single pixel Si detector

As an example of the utility of MIR detection with a Si photodetector, we perform an MIR

absorption spectroscopy experiment on a dimethyl sulfoxide (DMSO) film of a few tens of

microns. For this purpose, we spectrally scan the MIR energy in the 2750-3150 cm−1 range

and detect the MIR transmission via NTA on a Si photodiode. The spectral resolution is

determined by the spectral width of the picosecond pulse (∼ 5 cm−1). For these experiments,

the MIR pulse was kept at 15 mW (10 kW/cm2 peak intensity), while the NIR gate beam

was set to 100 mW (66 kW/cm2). Because the NIR and MIR pulses are parametrically

generated by the same source, there is no temporal walk-off on the picosecond timescale
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while performing the scan. The resulting DMSO absorption spectrum shows the character-

istic lines associated with the symmetric and asymmetric C–H stretching modes [85], which

corroborates the Fourier transform IR (FTIR) absorption spectrum shown in Fig. 4.3.

figures/LSA 2020/LSA 2020 fig 2.png

Figure 4.3: Absorption spectrum of dimethyl sulfoxide (DMSO) using non-degenerate two
photon detection for measuring the transmitted MIR radiation. Results are in excellent
agreement with spectrum measured obtained with conventional ATR-FTIR of bulk DMSO.

4.2.3 MIR imaging through on-chip NTA in a CCD camera

Given the excellent NTA performance of a single pixel Si detector, we next explored the

feasibility of MIR imaging through direct on-chip NTA in a Si-based CCD camera. Figure

4.4 provides a schematic representation of the MIR wide-field imaging system based on

NTA. The gate and MIR beams are generated by a 4 ps, 76 MHz optical parametric oscillator

(OPO) and are expanded to a beam diameter of ∼ 3 mm. The MIR arm contains the sample

and a 100 mm CaF2 lens to map the image in a 1:1 fashion onto the CCD sensor. The NIR

gate beam spatially and temporally overlaps with the MIR beam with the aid of a dichroic
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mirror so that both beams are coincident on the CCD chip. Note that phase matching is not

important for NTA, implying that the angle of incidence of the gate beam can be adjusted

freely. Here, we use a conventional, Peltier-cooled CCD camera (Clara, Andor, Northern

Ireland) featuring 6.45× 6.45 µm2 pixels in a 1392× 1040 array. The current magnification

and effective numerical aperture of the imaging lens (NA = 0.015) provides an image with

∼ 100 µm resolution, corresponding to ∼ 20 pixels on the camera.

figures/LSA 2020/LSA 2020 fig 3.jpg.png

Figure 4.4: Schematic of wide-field MIR imaging system based on non-degenerate two-photon
absorption in a Si-based CCD camera.

In Fig. 4.5a, we show the NTA image of the MIR beam projected onto the CCD sensor

using a 1 s exposure time. The degenerate background signal has been subtracted to solely

reveal the MIR contribution. The background has to be measured only once for a given NIR

gate intensity and can be subtracted automatically during imaging, requiring no further

postprocessing. Here, we used peak intensities of ∼ 1.5 kW/cm2 for the MIR beam and

∼ 1.4 kW/cm2 for the NIR gate beam. Under these conditions, each camera pixel only

receives pulse energies on the order of a few femtojoules. In Fig. 4.5b, we show the same
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MIR beam with a razor blade blocking half of the beam, emphasizing the attained MIR

contrast. The fringing at the blade interface is a direct consequence of light diffraction at

the step edge.

figures/LSA 2020/LSA 2020 fig 4 ab.png

Figure 4.5: (a) Image of MIR (3394 nm) beam profile using a 1478nm NIR gate pulse. (b)
Image of razor blade covering half of MIR. The cross section is shown in the top of the panel.
Error function analysis shows that the resolution is about 15 pixels (∼ 100 µm) under the
current conditions.

For the current experimental conditions, we find that the MIR intensity changes on the order

of 10−2 OD in the image are easily discernible even with exposure times shorter than 1 s. To

demonstrate the chemical imaging capabilities, we perform MIR imaging on an ∼ 150 µm

thick cellulose acetate sheet commonly used as transparencies for laser jet printing. Figure

5a depicts the FTIR spectrum of cellulose acetate in the 2500-3500 cm−1 range, showing

a clear spectral feature due to C–H stretch vibrational modes. In Fig. 4.6b, a strip of

the cellulose acetate sheet is imaged at 3078 cm−1, off-resonant with the C–H stretching

vibration. Transmission through the sheet is high because of the lack of absorption. To

highlight the contrast, the letters “C–H” have been printed with black ink directly onto the
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material, providing a mask with limited transmission throughout the 2500–3500 cm−1 range.

When tuning into the CH-mode resonance (Fig. 4.6b, 3001 cm−1), the transmission is seen to

decrease, resulting in lower contrast between the ink and the film. When the MIR is tuned

to the maximum of the absorption line (Fig. 4.6d, 2949 cm−1), the limited transmission

through the film completely eliminates the ink/film contrast. The relative magnitude of

MIR absorption, extracted from the images, maps directly onto the absorption spectrum in

Fig. 4.6a, demonstrating quantitative imaging capabilities. The observed contrast is based

on a rather modest absorption difference of only 7× 10−2 OD.

figures/LSA 2020/LSA 2020 fig 5 abcd.png

Figure 4.6: Spectral imaging of a 150 µm thick cellulose acetate film. The printed letters serve
as a mask that blocks broadband radiation. (a) FTIR transmission spectrum. MIR image
taken at (b) an off-resonance energy, (c) the high energy side of the absorption maximum
and (d) the absorption maximum.

With the wide-field MIR imaging capabilities thus established, we highlight several examples

of chemical imaging of various materials. To suppress contrast due to the refractive index

differences, we suspended the materials in (vibrationally non-resonant) D2O to reveal the
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true absorption contrast. Figure 6a depicts the interface between D2O and an ∼ 20 µm thick

polydimethylsiloxane film, a silicon-based organic polymer commonly used as vacuum grease.

The difference between the images taken on and off-resonance with the methyl stretching

mode reveals clear chemical contrast. Note that the boundary between the polydimethyl-

siloxane film and D2O is evident due to light scattering at the interface. Similarly, in Fig.

4.7b, chemical contrast is evident when tuning on and off the C–H stretching resonance of a

30 µm membrane of poly(2,6-dimethylphenylene oxide-co-N-(2,6-dimethylphenylene oxide)

aminopyrene), a material of considerable interest as an ion-exchange membrane. Last, we

demonstrate MIR imaging of a bee’s wing in Fig. 4.7c, a rather complex natural struc-

ture that is rich in chitin. The chitin MIR spectrum in the 2500–3500 cm−1 range contains

overlapping contributions from OH-, NH- and CH-groups, resulting in broad spectral fea-

tures. The absorption difference between the 3239 and 3081 cm−1 vibrational energies is

∆OD = 0.04, yet the contrast difference is still evident from the NTA MIR image.
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figures/LSA 2020/LSA 2020 fig 6.png

Figure 4.7: MIR images of various materials accompanied with corresponding FTIR spectra.
The left column shows non-resonant MIR images, whereas the middle column shows MIR
images take at an energy that corresponds with a designated absorptive line. The right
column displays the FTIR absorption spectra of the sample with on (orange) and off (grey)
resonances indicated. (a) interface between D2O and silicone lubricant. (b) APPPO polymer
film. (c) Wing of a common bee. The exposure time for all images is 1 second.

4.2.4 MIR videography of sample dynamics

The signal strength is sufficient for MIR imaging at even faster acquisition rates. Given that

the current camera requires an additional 100 ms of readout time per frame, the effective

imaging acquisition time was pushed to 5 fps. Under these conditions, we recorded videos

of several mechanical and physical processes as well as live microorganisms. First, in Figure
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4.8, a time lapse of the real time movement of a printed target on cellulose acetate films is

demonstrated, both under vibrational off resonance and on resonance conditions. In the off

resonance condition, the printed target can be seen running across the field of view. Tuning

the MIR to become resonant with the C-H stretch of the acetate causes a loss in contrast,

and the targets can no longer be seen on the acetate.

figures/LSA 2020/geronimo timelapse.png

Figure 4.8: Timelapse of printed cellulose acetate film. Each panel is a frame taken from
a live recording at different time points. Top: MIR beam off resonance to C-H absorption
(3078 cm−1 ). Bottom: MIR beam on resonance with C-H stretch (2949 cm−1 ). The printed
characters running are no longer visible due to loss of MIR transmission.

In Figure 4.9, we show another timelapse of NTA-based MIR imaging of live nematodes

suspended in a D2O buffer, recorded at 3381 nm (2958 cm−1). The image contrast is due

to absorption by the methyl stretching vibrations of the protein in the digestive tract of

the nematode, in addition to refractive effects. The video demonstrates that active, live

nematodes can be captured in real time under the MIR illumination conditions used in NTA

detection.
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figures/LSA 2020/wormy timelapse.png

Figure 4.9: Timelapse of a live nematode (C. elegans) in D2O buffer. Each panel is a frame
taken from a live recording at different time points. MIR beam was tuned to 2950 cm−1, on
resonance with the C-H stretching vibrations of protein.

4.3 NTA imaging with InGaAs

4.3.1 Two-Photon absorption coefficient of Si and InGaAs

While the previous chapter sought to study the fundamental physics underlying the disper-

sion of the two-photon coefficient for Si, and this chapter applied NTA in Si for use as a MIR

imaging method, the efficiency of the process is too low to achieve truly high-speed imag-

ing. Experimentally observed DTA values for direct gap semiconductors with comparable

bandgap energies are an order of magnitude higher than in Si, as depicted in Figure 4.10. To

push the NTA imaging speed and sensitivity beyond what can be achieved with Si cameras,

an array with a direct bandgap substrate can be used. In collaboration with Princeton In-

frared Technologies, we have explored the ramifications of using an InGaAs camera for this

purpose.
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Figure 4.10: Scaling rule of the degenerate two-photon absorption coefficient as a function
of semiconductor bandgap. Data for InSb from [86], InGaAs from [87], GaAs and ZnSe
from [82], and CdTe, ZnO, ZnS from [56].

Using the established direct gap theory for InGaAs, and the newly presented indirect gap

theory for Si, an estimation of the two photon absorption coefficient for the InGaAs material

can be made. As the direct bandgap of InGaAs is approximately 0.73 eV, a NIR gate center

wavelength of 1900 nm (0.65 eV) was chosen experimentally to limit linear absorption. For

the above experiments in Si (1.12 eV), the NIR gate was at 1480 nm (0.84 eV). Using

a common MIR signal at 3388 nm (0.37 eV), the anticipated InGaAs NTA coefficient is

343 cm/GW, compared to 3.47 cm/GW in Si, corresponding to an increase of 2 orders of

magnitude. This increase was compounded by a change of illumination conditions, where
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the light source was changed from a ps optical parametric oscillator (OPO) signal idler pair

to two independent fs optical parametric amplifiers (OPA). The fs OPA system provided

independent NIR/MIR combinations for improved freedom in center wavelength choice. Ad-

ditionally, as the two photon process is dependent on irradiance, the use of fs pulses would

further increase the efficiency, making NTA with the InGaAs camera even more favorable

for MIR imaging.

4.3.2 Faster MIR imaging with InGaAs

Figure 4.11(a) shows an NTA image of the MIR beam at 4250 nm (∼ 2350 cm−1) on the

InGaAs chip. The high optical nonlinearity of the InGaAs material enables efficient NTA,

allowing an exposure time of only 60 µs. At such fast exposure times, light contamination

from the surrounding is negligible. At the 1 kHz repetition rate of the light source, the

inter-pulse separation is 1 ms, which is much longer than the exposure time. Consequently,

the signal shown in Fig. 4.11(a) is caused by a single MIR/gate pulse pair. Similarly, for

exposure times less than 1 ms, the NTA signal in illuminated frames is derived from single

shots that fall within the exposure time window.

InGaAs Si

MIR power 130 µW 1 mW

NIR power 20 µW 120 µW

Exposure time 60 µs (1 pulse) 100 ms (100 pulses)

ℏωNIR/ℏωMIR 2 3.2

Table 4.1: Parameters for comparison of Si and InGaAs in Fig. 4.11.
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Figure 4.11: (a) 4250 nm (∼ 2350 cm−1) single shot detection by an InGaAs camera using
60 µs exposure time. The MIR average power is 130 µW. The inset shows the spatial cross
section of the beam profile on the camera chip (orange curve) when both MIR and gate
pulses are present. The light blue curve shows the DTA background when only the 1900 nm
gate beam is present. (b) 3840 nm (∼ 2600 cm−1) pulse train detection on a Si CCD camera
using 100 ms exposure time. The average power is 1 mW.

For comparison, Fig. 4.11(b) shows an NTA image collected with a Si CCD camera (Clara,

Andor Technologies). The average powers of the MIR and gate beams, as well as the expo-

sure time, are adjusted to achieve roughly the same NTA signal level on the Si camera for

experimentally relevant photon nondegeneracy ratios. The illumination parameters for this

comparison are given in Table 4.1. Accounting for the differences in illumination conditions,

optical properties of protective windows, and gain settings, we observe that the InGaAs

camera exhibits a ∼ 100 times higher detection efficiency than its Si counterpart. These

observations are in good agreement with the estimation made above from Equations 2.63 for

InGaAs and 3.54 for Si.
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Figure 4.12: Chemically selective 2D imaging of cellulose acetate film. A figure is printed on
the film with black ink to generate contrast. If tuned to the C-H stretching mode, cellulose
acetate becomes less transparent, decreasing the contrast between the clear and inked areas
of the film. Exposure time: 1 ms.

To compare with the narrowband ps imaging demonstrated above, chemical imaging of an-

other printed target on a ∼ 110 µm thick cellulose acetate sheet is shown in Fig. 4.12. The

broad bandwidth of the fs pulses used for imaging with InGaAs still yield good image con-

trast, but the determination absorption peak position suffers, as underlined by the spectral

bandwidth overlaid onto the FTIR spectrum of cellulose acetate depicted in Fig. 4.12(a).

The absorption feature in the relevant spectral range corresponds to the same C–H stretching

vibrational mode as in Fig. 4.6. In Fig. 4.12(b), the MIR beam is tuned to 3000 cm−1 where

absorption is significant, reducing the transmission of the MIR light through the material,

resulting in poor image contrast. When the MIR beam is tuned off the vibrational resonance,

light absorption decreases, enabling more light to pass through the clear part of the film, as

illustrated by Figs. 4.12(c) and 4.12(d). This highlights the tradeoff between using fs or ps
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illumination, the short pulse time translates to high signals at the cost of spectral resolution.

figures/APLP 2021/APLP actual fig 4.PNG

Figure 4.13: Chemically selective 2D imaging of cellulose acetate film. A figure is printed on
the film with black ink to generate contrast. If tuned to the C-H stretching mode, cellulose
acetate becomes less transparent, decreasing the contrast between the clear and inked areas
of the film. Exposure time: 1 ms.

Despite this, the short exposure time enabled by the higher αNTA of InGaAs opens up the

possibility of high-speed MIR videography. Figure 4.13 shows the mixing of D2O with

methanol on a coverslip. In these mixing experiments, the active area is visualized in the
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transmission geometry at acquisition rates of 500 fps. In the visible range, both liquids are

transparent, hence indistinguishable. However, in the MIR spectral region, due to the dis-

tinct absorption band of D–O stretching vibrations, D2O appears much darker at 2600 cm−1

(3850 nm), while methanol remains nearly transparent, as shown in Fig. 4.13. Since mixing

and hydrogen bonding between methanol and D2O molecules is energetically favorable, the

process is slightly exothermic [88, 89]. In the early mixing dynamics, the formation of sub-

mm bubbles is observed, [90] which can possibly be attributed to the mechanism of solvated

gas release (N2, O2, CO2) induced by the local increase in temperature near the interfacial

regions [91].

4.4 Discussion

We have shown for the first time that the principle of NTA can be extended to MIR imaging

by direct on-chip two-photon absorption in a CCD camera. This has enabled us to acquire

images at 100 ms exposure times at femtojoule-level picosecond pulse energies per pixel, ex-

perimental conditions that allow wide-field MIR imaging of live, freely suspended organisms

at reasonable frame rates. The use of a CCD camera serves as an attractive alternative

to standard MIR cameras, such as cryogenically and electronically cooled MCT detectors.

NTA enables good quality MIR images without cryogenic cooling, significantly reducing the

complexity and cost of the detector. In addition, NTA-enabled imaging benefits from the

mature technology of Si-based cameras, offering robust and affordable detection solutions.

These advantages are not at the expense of sensitivity, as previous work based on MIR

femtosecond pulses has shown that NTA offers comparable sensitivity to (single pixel) MCT

detectors [82]. The NTA process can be used to detect MIR radiation over a very broad

range. Other than the steepness of the semiconductor’s band edge, there are no fundamen-

tal limitations on the detection spectral range [56, 77, 82, 92]. In fact, higher efficiencies of
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the NTA process have been demonstrated when tuning towards higher MIR wavelengths near

10 µm, without the necessity of re-alignment, a sensor change or additional data processing.

Following this proof-of-concept work using Si, we have significantly advanced the speed

of NTA-based MIR imaging by using an InGaAs camera. Compared to Si detectors, the

high nonlinear absorption coefficient of InGaAs sensors increases the efficiency of NTA-

induced photocurrents by over two orders of magnitude. We have shown that the higher

NTA efficiency readily improves the imaging speed by a factor of at least 100 times. At such

imaging rates, 2D and 3D visualization of fast dynamic processes at high pixel numbers,

which was hitherto inaccessible for MIR imaging, becomes possible. In particular, using the

improved imaging capabilities, we have successfully resolved liquid–liquid mixing dynamics

of methanol and D2O on the millisecond timescale, revealing the formation of gas bubbles

within a ∼ 100 ms time window.

4.5 Materials and methods

4.5.1 FTIR experiments

Conventional infrared absorption spectra were measured using a Jasco 4700 FTIR spectrom-

eter both in transmission and attenuated total reflection (ATR) geometries. For the ATR

experiments, the Jasco ATR-Pro One accessory equipped with a diamond crystal was used.

The spectra were averaged over 20 scans and were acquired with a 2 cm−1 resolution, close

to the resolution of the corresponding picosecond NTA experiments.
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4.5.2 Sample handling

Most of the prepared samples were suspended in D2O to suppress refractive effects and

thus revealed pure absorption contrast. DMSO and silicone lubricant (Dow Corning) were

obtained from Sigma-Aldrich and were used without further purification. The sample mate-

rials, including the APPPO polymer film and clipped bee wings, were immersed in D2O and

confined between hermetically sealed 1-mm thick CaF2 windows (diameter = 1”). Experi-

ments on cellulose acetate films were performed in air without the use of CaF2 windows. C.

elegans were obtained from Carolina Biological. Nematodes were picked up from agar plates

with filter paper, immersed in a phosphate buffered saline D2O solution and placed between

two CaF2 windows spaced by a 50 µm Teflon spacer.

4.5.3 Non-degenerate two-photon absorption with a Si photodiode

We used a conventional Si photodiode (FDS100, Thorlabs) with the parameters described in

Table 4.3. The transparent window in front of the Si material was removed to improve MIR

transmission. The experiments were performed in a pump-probe geometry with the setup

depicted in Fig. 3, without utilizing a separate imaging lens in the MIR arm. Both MIR

and NIR beams were focused onto the Si photodiode by a f = 100 mm broadband achromat

(Trestle Optics) [93]. The NIR intensity was varied by the combination of a half-wavelength

plate and Glan-Thompson polarizer. The MIR intensities were controlled by another half

waveplate and a wire-grid polarizer. The polarization of both NIR and MIR optical pulses

were linear and parallel and were kept constant throughout the experiments. The MIR beam

was modulated at 160 Hz by a mechanical chopper, and the NTA signal contribution was

isolated by a lock-in amplifier (SR510, Stanford Instruments).
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MIR pulse width 4.1 ps

MIR spot size 250 µm

NIR spot size 300 µm

Detector impedance 1 MΩ

Detector chip size 3.6× 3.6mm

Reverse bias voltage 12 V

Table 4.2: Si photodiode experiment specifications.

4.5.4 Imaging using a Si CCD camera

A Si-based CCD camera (DR-328G-CO2-SIL Clara, Andor) was used with relevant param-

eters in Table 4.3. The setup is explained in Fig. 3 of the main text. We used a 1:1 imaging

system with an f = 100 mm CaF2 lens to project the image onto the CCD camera (Clara,

Andor). For live nematode imaging, the imaging system was changed to 2× magnifica-

tion using a 4f imaging system composed of an f = 50 mm CaF2 lens and an f = 100 mm

broadband achromat (Trestle Optics) [93].

MIR pulse width 4.1 ps

MIR spot size 3 mm

NIR spot size 3.5 mm

CCD pixel size 6.5 µm× 6.5 µm

CCD active area 1392× 1040

Table 4.3: Si CCD experiment specifications.
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4.5.5 Imaging using an InGaAs camera

Two femtosecond pulses, a tunable MIR beam and a fixed near-infrared (NIR) gate beam

at 1900 nm (5263 cm−1), are spatially overlapped on the InGaAs camera chip (1280MV-

Cam, Princeton Infrared Technologies, Inc.). The chip is based on the lattice matched

In0.53Ga0.47As alloy, which exhibits a steep bandgap absorption edge around 1700nm (0.73 eV)

at room temperature. The camera enables high-speed imaging utilizing the whole chip of

1280× 1024 pixels (12 µm pixel pitch) up to 100 fps. Faster voltage readout requires reduc-

tion of the region of interest, enabling 500 fps for 200 × 200 pixel frames. It is important

to note that the camera chip is protected by a borosilicate window (thickness 2 mm), which

significantly attenuates the MIR radiation (OD = 1.25 at 4200 nm, OD > 5 at 5000 nm).

The estimated pulse energies are ∼ 200 fJ per pixel for the MIR beam (130 µW average

power) and ∼ 50 fJ per pixel for the 1900 nm gate beam (20 µW average power). The

MIR beam is directed to the sample and scattered light is collected by a 100 mm CaF2 lens,

forming an image of the sample onto the camera in a 1:1 fashion. The current magnification

and effective numerical aperture of the imaging lens (NA = 0.015) provides an image with

∼ 100 µm resolution, corresponding to ∼ 20 pixels on the camera.
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Chapter 5

Three-Dimensional Mid-Infrared

Imaging through Nondegenerate

Two-Photon Absorption

5.1 Introduction

Tomographic imaging refers to a set of optical technologies that enable a three-dimensional

reconstruction of an object under study. The most prominent of these is optical coherence

tomography (OCT), where broad bandwidth visible or NIR light is reflected off of interfaces,

and the returning light is used to obtain the 3D geometry through interferometric gating.

OCT systems are well-developed and have achieved widespread clinical use for noninvasive

pathology and use in nondestructive quality assurance of products. Seeking to improve

upon an already advanced technique, MIR light has proven attractive for tomographic imag-

ing. In particular, compared to visible and near-IR (NIR) radiation, MIR light has a much

higher penetration depth in highly scattering materials such as ceramics, paints and printed
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electronics, which has led to the development of MIR-based optical coherence tomography

(MIR-OCT) techniques [94–102].

Although the unique imaging capabilities of MIR tomographic imaging, and MIR-OCT in

particular, address an important need in the characterization of structured materials, its

practical implementation is hampered by the same technical hurdles for MIR detection out-

lined previously. Likewise, the technologies used to circumvent them remain largely the

same, simply applied to this new application space. These strategies have been leveraged to

improve the performance of MIR-OCT, using either nonlinear upconversion [103] or nonlin-

ear interferometry with entangled photons [104–108]. MIR tomographic images have been

recorded at sub-10 µm axial resolution and total acquisition times of minutes per volume.

Despite these important advances in MIR-OCT, the total acquisition time for volumetric

images is still long and relies on lateral raster scanning of the beam, rendering current

approaches less practical for time-sensitive applications. Furthermore, signal levels appear

insufficient for examining weakly reflective interfaces of organic materials, nor do current

OCT applications take clear advantage of the spectroscopic sensitivity afforded by MIR light.

Here we develop a new, high-speed 3D imaging technique that overcomes these shortcomings

in MIR tomographic imaging. Instead of relying on interferometric gating to achieve depth

resolution, our approach uses a nonlinear optical gate provided by an additional femtosecond

pulse through the process of nondegenerate two-photon absorption (NTA) in a wide bandgap

semiconducting photodetector. The principle of NTA has recently been used to acquire

tomographic images in the MIR range by single pixel GaN photodiode [109]. To achieve

3D imaging, the object was raster scanned across a focused MIR beam, requiring multiple

minutes to build up a volumetric dataset when using lock-in detection, similar to other

techniques.

In contrast to 3D imaging with NTA in a photodiode, here it is applied to obtain MIR

tomographic images in a massively parallel fashion through the use of a 1.4 Mpx Si CCD
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camera and a 1 Mpx InGaAs CMOS camera. Doing so eliminates the need for lateral

scanning of the sample altogether by acquiring whole (xy) sample planes in each image. This

alone offers an enormous speedup in acquisition time, so much so that despite the relatively

weak NTA response from the Si CCD achieved acquisition rates that are up to 2 orders of

magnitude higher than MIR-OCT methods and 5000 times faster using the InGaAs CMOS.

The first set of experiments using a Si based camera shows that NTA-enabled tomography

allows background-free 3D MIR imaging of weakly reflective interfaces of organic materials,

objects underneath a 3 mm thick GaAs wafer, and targets hidden under a 190 µm absorbing

layer of water. To emphasize the chemical selectivity of MIR tomography, 3D images of

polymer structures and protein crystals with spectroscopic contrast based on fundamental

vibrational transitions in the 2000 − 3000 cm−1 range is also demonstrated. To push 3D

NTA imaging to its present limit, single laser shot images are obtained using the InGaAs

based camera, providing an entire volumetric data cube within 20 ms of acquisition time.

5.2 Concept and design

Leveraging the short coherence length of the ultrafast pulses participating in NTA imaging,

this chapter uses the temporal cross correlation of these pulses to provide micrometer spatial

resolution time-of-flight (TOF) measurements captured by the camera. The MIR beam is

partially or wholly reflected by samples and selectively upconverted by the NIR gate based

on their arrival time at the detector plane. Utilizing MIR light as the information carrying

pulse confers two additional benefits; the longer wavelength reduces the amount of scattering

losses from obfuscating media and the chemical sensitivity allows the amplitude and timing to

convey some information regarding the composition of materials under study. The operating

principle and motivating benefits will be discussed briefly here along with the experimental

apparatus used to produce 3D MIR images.
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The usage of pulsed light in ranging applications is not a new development, where the

launching of an optical pulse and timing its return is used to measure the distance between

the observer and the object [110]. The distance given by the arrival time of the pulse is a

simple expression, d = 1/2cτ , where half the round trip time τ is multiplied by the speed

of light [111]. These so-called “direct time-of-flight” imagers usually use a flash from a light

emitting diode (LED), producing a pulse of light in the nanosecond range [112]. Assuming

the detection electronics are sufficiently fast to resolve the temporal profile of the pulse,

the temporal pulse width is the limiting factor in the spatial resolution of this ranging

measurement. For a 1 ns pulse, the length of the pulse would be approximately 30 cm.

Returning pulses that are separated by less than this distance would overlap in time on the

detector, and no certain placement of the distance of the object can be obtained with this

simple understanding. Shortening the ranging pulse in time would increase the resolution

of this measurement. For instance, an easily achievable 100 fs pulse would in theory offer a

spatial resolution of a mere 30 µm.

While TOF measurements with ultrafast pulses have been demonstrated, they typically

require more creative solutions to take advantage of these pulses, as detection electronics

cannot fully capture their temporal profile directly. Common techniques involve interfero-

metric gating with frequency combs or soliton femtosecond pulses [113, 114]. These achieve

very high spatial resolution by interference between a local oscillator gate and the ranged

signal, but require tight control over the phase stability between the two pulses. The al-

ternative is to use a simple cross correlation, with the spatial resolution dictated by the

convolution of the time gated pulse and the signal pulse [111, 115]. The cross correlation

technique lends itself well for use with NTA, as the prerequisite for upconversion of the image

carrying MIR beam discussed in the previous chapter is the appropriately timed arrival of

the NIR gate pulse. While previous studies using ultrafast light sources primarily concern

themselves with the determination of object distances on the order of meters to kilometers

with ultrahigh resolution [116], the micrometer scale resolution enables the determination of
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object distances in that regime. Here, cross-correlation based measurements such as NTA

have not yet been properly utilized, instead favoring OCT-based techniques.

The natural extension of OCT techniques from visible light sources into the MIR has al-

lowed the technique to obtain tomographic measurements of deeper buried interfaces. The

increased penetration depth stems from both reduced absorptive and scattering losses in

the MIR for certain materials. Most materials have transparency windows in this spectral

range despite the presence of fundamental vibrational resonances. The majority of organic

materials exhibit little absorption around 4 µm, known as the so-called “cell silent window”

in biological systems [117, 118]. Inorganic materials like alumina and zirconia, often used

in industrial products, lack any meaningful absorptive features from approximately 3 µm to

6 µm [119, 120]. Scattering of light at small particles in the surrounding media translates

into optical losses due to the redirection of input light that does not contribute to the re-

flected signal. Elastic (Rayleigh) scattering at particles is inversely dependent to the fourth

power of the wavelength of the input light, providing a large and favorable reduction in

scattered intensity for longer wavelength sources [97]. Additionally, Mie scattering grows

as the particle size approaches the wavelength of light, which becomes relevant for slightly

larger particles under MIR illumination than in the visible [121]. While shifting the light

source to the MIR offers solutions to limitations in more traditional visible or NIR based

OCT measurements [95], the technique has yet to take full advantage of the spectroscopic

utility of mid-infrared radiation.

Spectroscopic OCT (SOCT) does indeed enable extraction of spectroscopic information [122,

123], but its retrieval from the backscattered interferogram is a nontrivial task [124, 125],

and has not been applied for use in the MIR. A unique advantage to the method of NTA and

its cross-correlation based TOF measurement is that it does not require such numerical post

processing. This is enabled by the use of relatively limited bandwidth fs sources and a time

reference. For example, if one part of the reflected MIR pulse is temporally located at the first
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interface of a sample, then later arrivals can be used to deduce other properties of interest,

such as the thickness and refractive index of penetrated media. Furthermore, the use of

MIR pulses allows for some understanding of the chemical composition of the sample under

study through the sample reflection magnitude by way of its absorption spectrum [126, 127].

In essence, external reflectance spectroscopy combined with the Kramers-Kronig transform

reveals the chemical composition of materials present at reflecting interfaces when MIR

illumination is used [128–131].

The magnitude of reflecting light from the interface of two media is understood by the well-

known Fresnel reflection equations in optics. The power reflection coefficient R dictates the

amount of light reflected for either plane perpendicular (s) or parallel (p) polarized light,

and is dependent on the complex refractive indices n1, n2 of the media sharing an interface:

Rs =
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(5.1)

Where θi is the angle of the incoming ray normal to the surface, and the complex refractive

index is defined as:

nj(ω) = n′
j(ω) + iκj(ω) (5.2)

With the extinction coefficient κ being related to the absorption coefficient α of the medium

by κ(ω) = 2ωα(ω)/c. The dispersion of the complex refractive index nj(ω) for a given

material j implicates the spectroscopic potential of obtaining reflection measurements of

samples. If the absorption spectrum is known, the real refractive index can be obtained
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by the Kramers-Kronig transformation [132]. With full knowledge of the dispersion of the

complex refractive index in hand, it is possible to estimate the power reflection coefficients

as a function of wavelength. Conversely, obtaining measurements of R yields information

on both real and imaginary portions of the complex refractive index of the medium and

can be used to retrieve them separately [130]. The work presented here utilizes this in two

ways when the dispersion of the absorption coefficient of a material α(ω) is known. The

Kramers-Kronig transform retrieves the real refractive index n′(ω), which can be used to

determine the thickness of media and the magnitude of the reflected beam R at an interface.

The confluence of concepts discussed here provides the foundation of 3D imaging in the MIR

afforded by NTA. The unique opportunity to obtain chemically sensitive reflection data of

buried interfaces through the cross correlation of the MIR signal and NIR gate also enables

fast acquisition times of 3D volumetric images. Typical measurements by OCT approaches

require scanning the sample in the lateral (xy) dimensions to render a 3D volume of the

sample under study [133]. With NTA, a wide-field depth measurement can be performed,

capturing an entire lateral plane in each image. The use of fs pulses in NTA imaging enables

axial optical slicing through temporal gating by the NIR pulse, thus making 3D imaging

possible. In this tomographic MIR imaging approach, the depth scan is realized by adjusting

the time delay between the MIR and gate pulses at the camera chip. The limiting factor in

these proof of concept measurements first demonstrated using a Si-based camera is then the

efficiency of the NTA process in the detector substrate and the readout electronics of the

relatively slow CCD. Then, an enormous improvement in acquisition times is obtained by

replacing the camera substrate with InGaAs as shown in the previous chapter.

The experimental apparatus for 3D imaging with NTA is schematically depicted in Fig.

5.1(a). Two 100 fs pulse trains, a tunable MIR beam, and a fixed 1200 nm (8333 cm−1)

NIR gate are spatially overlapped on the Si chip of a CCD camera. The MIR beam path

passes onto the sample, and the reflected/scattered light is collected by a 100 mm CaF2 lens
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that projects an image of the sample onto the CCD in a 1:1 fashion (effective NA ∼ 0.015).

The lateral spatial resolution is characterized as 100 µm, which is diffraction limited for the

effective NA of the imaging lens. An NTA signal is generated in the Si chip whenever the

MIR temporally overlaps with the NIR gate pulse. The temporal gate selectively registers

MIR light that has traveled a preset path length. This allows depth-dependent detection

of reflected/scattered light off the illuminated sample interface. In this wide-field imaging

geometry, acquisition of a full 3D scan requires a single axis scan of the time delay.

figures/Optica 2021/Optica-2021-fig-1.png

Figure 5.1: (a) Schematic representation of experimental setup. (b) Beam image on CCD
Si chip with MIR (2850 cm−1, 3500 nm) and gate NIR pulse (8333 cm−1,1200 nm). The
inset shows a gate pulse image through DTA. (c) Spatial cross section of the beam image on
CCD Si chip with (NTA, orange) and without MIR pulse (DTA, blueline). Inset: temporal
cross-correlation of MIR and gate pulse, indicating a 110 fs pulse width (gray line is Gaussian
fit)

Figure 5.1(b) shows an image of the MIR beam profile (2850 cm−1, 3500 nm) acquired

through NTA.The intensity ratio between the MIR and the gate pulse can be chosen such

that the linear dependence dominates over the quadratic term, thus raising the NTA signal

relative to the DTA background induced by the gate pulse. This is highlighted in the inset

of Fig. 5.1(b), which shows the DTA background signal when the Si chip is exposed only
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to the gate pulse. The NTA to DTA background signal is 10 log10(SNTA/σDTA) = 34 dB,

standard deviation ∼1%, 100 ms per frame at the center of the beam profile, with a ratio

up to 40 dB toward the wings of the intensity distribution. While the signal-to background

ratio SBR = 10 log10(SNTA/SDTA) is 15 dB, the signal-to-noise ratio determined through

the mean power root SNR = 20 log10(SNTA/σDTA) is estimated as 68 dB (80 dB toward

the wings) [134]. The high signal-to-background ratio permits imaging without modula-

tion/demodulation techniques, beam profile/intensity precharacterization, or postprocessing

of the images.

figures/Optica 2021/Optica 2021 supplemental/OS2.jpg

Figure 5.2: Spectral response of detection system to MIR pulse reflected off a gold mirror
(orange dots represent average counts within the center of gaussian beam, blue dots represent
constant DTA background of the NIR beam). Average power flux is 4 mW/cm2 prior to the
camera and the exposure time is 100 ms for all measurements. Horizontal lines represent the
estimated Fourier limited spectral bandwidth of the 110 fs MIR pulse.

Contrary to MIR-OCT, where the axial resolution is determined by the spectral width of

the light source via interferometric gating, in NTA tomographic imaging the resolution is

determined by the temporal cross-correlation of the MIR and gate pulses. The inset of Fig.

5.1(c) shows the cross-correlation of pulses at the camera chip, indicating a correlation pulse

width of ∼ 110 fs (FWHM) assuming a Gaussian pulse shape. This temporal pulse width

corresponds to an axial resolution of ∼ 15 µm (FWHM) (5.3). This axial resolution is much
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higher than the resolution set by the Rayleigh range of the imaging system for the MIR

beam (NA = 0.015, zR > 3mm), and it is comparable to the confocal resolution offered by a

NA > 0.65 lens.

figures/Optica 2021/Optica 2021 supplemental/OS6.PNG

Figure 5.3: 3D imaging of cellulose acetate transparency ladder at 2600 cm−1 shown at
different perspective angles (a) and (b). Though reflected from the same surface 2, photons
propagating through cellulose acetate sheet 1 are temporally delayed (2’) with respect to
photons that travel in air (2). (c) Spatial cross-section of MIR pulse propagation in layered
cellulose acetate structure. (d) Gauss fit for response on 2’ interface (propagation through
cellulose acetate). FWHM indicates spatial resolution of 12.6 µm.
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5.3 Results

The 3D imaging capabilities of the wide-field NTA method by controlling the time delay

between the MIR and NIR pulses was studied by first use of a model system. Figure 5.4(a)

depicts a 3D image of a one cent US coin. This reconstruction is comprised of individual

2D wide-field images acquired at 100 ms/frame using 10 steps along the axial dimension,

corresponding to a ∼ 75 µm sample height and an effective total acquisition time of 1 s. Two

optical slices of the data stack are shown in Figs. 5.4(b) and (c), depicting the rectangular

pillars of the Union Shield at different heights. The axial difference between these 2D layers is

30 µm, which corroborates the height of the structures as revealed with confocal microscopy

(Figure 5.5).

Whereas reflection/scattering off metal/air interfaces allows high-contrast imaging, in Fig.

5.4(c) we show that NTA-enabled detection also permits tomographic imaging of materials

with a refractive index much closer to that of air. For this purpose, we used a polymer

structure, consisting of a two-step ladder comprised of two 100 µm thick cellulose acetate

sheets. The image reveals a ∼ 105 µm step size of the ladder, which closely matches the

actual sheet thickness. The small difference between these values is attributed to flatness

variations of the sheets, causing slight variations in the step size.
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figures/Optica 2021/Optica-2021-fig-2.png

Figure 5.4: (a-c) Tomographic imaging of the structured metal surface of a one cent US Coin
(Union Shield). (a) 3D reconstruction; (b) and (c) frames measured at height h = 30 µm
and h = 0 µm, respectively. (d)-(f) Tomographic imaging of stacked cellulose acetate sheets,
a weakly reflection polymer structure. (d) 3D reconstruction; (e) and (f) 3D frames take at
the top of each sheet (∆h = 105 µm). Total 3D scan time is 1 second.

figures/Optica 2021/Optica 2021 supplemental/OS3.jpg

Figure 5.5: (a, b, c) Tomographic imaging of the structured metal surface of a one cent
US coin (Union Shield). (a) 3D reconstruction, (b) and (c) are frames measured at height
h = 30 µm and h = 0 µm, respectively. (d) 3D reconstruction of confocal reflection imaging
of the coin. (e) and (f) are 2D confocal scans measured at height difference 30 µm.
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5.3.1 3D imaging through transparent and highly absorbing media

Compared to tomographic imaging in the visible range, MIR based tomography benefits from

reduced light scattering in various solids, permitting imaging through thicker materials. To

illustrate this point, we perform tomographic imaging of a coin hidden behind a 3 mm GaAs

wafer, shown schematically in Fig. 5.6(a). Although GaAs shows minimal absorption at the

2850 cm−1 energy of the MIR pulse, reflection at the wafer’s top and bottom surfaces reduces

the overall transmission of MIR light by 75% in the double-pass configuration. Figure 5.6(b)

shows that, despite these losses, tomographic images of the coin’s features can still be clearly

distinguished. Moreover, the weak reflection off a three-step cellulose acetate ladder provides

sufficient backscattered light for collecting a 3D image, depicted in Fig. 5.6(c), even though

it is covered by a visibly opaque material of high refractive index.

figures/Optica 2021/Optica-2021-fig-3.png

Figure 5.6: Sketch of penetration experiment arrangement through (a) 3 mm thick GaAs
wafer and (d) 190 µm water layer. (b) 3D reconstruction of one cent US coin (Union Shield)
through 3 mm GaAs wafer. (c) Tomographic imaging of stacked cellulose acetate sheets
through 3 mm GaAs wafer. Imaging of one cent US coin (Union Shield) through 190 µm
water layer (380 µm in double pass) at (e) 2850 cm−1 and (f) 2600 cm−1.

The detection sensitivity afforded by using femtosecond pulses on the CCD camera also

enables detection of objects placed under strongly absorbing materials. In Fig. 5.6(d), we
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covered the coin with a 190 µm layer of deionized water. Water displays a strong MIR

absorption due to the OH-stretching modes, which peaks in the 3000-3500 cm−1 range, with

broad wings that extend to lower energies beyond 2600 cm−1. In Fig. 5.6(e), the coin is

visualized when the MIR energy is set to 2850 cm−1, showing low signal due to the strong

water absorption. At this setting, a double pass through the water layer amounts to a MIR

intensity loss of OD > 4. When tuned to 2650 cm−1, however, a two-dimensional image

of the coin surface can be observed under the water at a 100 ms exposure time, despite a

MIR transmission loss of OD > 2. Here, the much lower signal levels necessitate subtraction

of the DTA background (∼200 counts), yet the results underline that fs-NTA detection is

sensitive enough to retrieve MIR images even in the presence of thick water layers.

5.3.2 Chemically-sensitive tomographic imaging

Using fs-NTA detection, we illustrate the principle of chemically selective 3D imaging by

producing 3D images of the cellulose acetate ladder at different vibrational energies, shown in

Fig. 5.7(a). To enhance contrast, letters have been printed on each layer using black ink. The

FTIR spectrum of cellulose acetate is plotted in Fig. 5.7(b). Based on the theory of external

MIR reflectance spectroscopy discussed above, we may expect strong reflection off cellulose

acetate when tuning to the red side of the CH-stretching vibration, where the real part of

the complex refractive index displays a local maximum. When tuning to 2875 cm−1, near

the peak of the CH-stretching band, a bright tomographic image is obtained as illustrated

by the two projections in subfigures 5.7(c) and 5.7(d). At lower energies away from the

resonance, the refractive index is expected to decrease, resulting in reduced reflection off the

interface of the cellulose acetate material. This is indeed observed in subfigures 5.7(e) and

5.7(f), where the 3D image acquired at 2600 cm−1 is now significantly less bright compared

to the near-resonance condition at 2875 cm−1.
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figures/Optica 2021/Optica-2021-fig-4.png

Figure 5.7: 3D imaging of stacked cellulose acetate sheets with printed letters. (a) 3D
reconstruction of the structure. (b) FTIR transmission spectrum of cellulose acetate (blue
line) and real part of the rafractive index obtained through a Kramers-Kronig transformation
(orange dotted line). Rectangles represent Gaussian pulse width of 150 cm−1. (c) and (d)
3D imaging at 2875 cm−1;(e) and (f) 3D imaging at 2600 cm−1. Total image acquisition time
is 1 second.

The reduced reflection at 2600 cm−1 enhances light penetration in the sample, which allows

collection of signal contributions from lower lying interfaces. As shown in Figure 5.3, signals

from the buried interfaces (surface 2’ and 3’ in Figure 5.8) are clearly observed in the off-

resonance condition. Since the optical path length is determined by the refractive index of the

material, the apparent depth of the buried interfaces differs from that of the corresponding

air-exposed interfaces (surface 2 and 3 in Fig. 5.3). From this time/optical path difference,

we estimate the refractive index of cellulose acetate to be ∼1.5 at 2600 cm−1, resulting in a

4% Fresnel reflection at the sheet/air interface.
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figures/Optica 2021/Optica 2021 supplemental/OS7.jpg

Figure 5.8: 3D image of cellulose acetate structure imaged at 2600 cm−1 and 2850 cm−1

from a top view perspective. (c) Peak positions of reflections off the different interfaces. The
difference between the peak positions found for propagation in air and polymer reveals that
n ∼ 1.5 for 2600 cm−1 and n ∼ 1.87 for 2850 cm−1.

We next show 3D images of polymer structures fabricated with a projection-based pho-

tolithography technique (see the Methods section of this chapter). A visible image of the

structure is shown in the inset of Fig. 5.9(a), and the relevant part of the FTIR spectrum

of the polymer is given in Fig. 5.9(b). We observe increased signals from the structure’s top

surface when the MIR energy is tuned into near resonance with the material’s CH-stretching

vibrational mode [subfigures 5.9(c) and 5.9(d)] and lower signals when the MIR energy is

tuned off resonance [subfigures 5.9(e) and 5.9(f)]. Due to the shape of the structure, sig-

106



nificant light scattering occurs at angles beyond the collection NA of the imaging system,

producing darker regions at curved surfaces.

figures/Optica 2021/Optica-2021-fig-5.png

Figure 5.9: 3D imaging of a resin structure manufactured through projection-based pho-
tolithography. (a) 3D reconstruction of resin structure. (b) FTIR absorption spectrum of
the resin (blue line) and real part of the refractive index obtained through a Kramers-Kronig
transformation (orange dotted line). Rectangles represent Gaussian pulse width of 150 cm−1.
(c) and (d) 3D imaging at 2775 cm−1;(e) and (f) 3D imaging at 2450 cm−1.Structure height
is 50 µm. Images have been corrected for non-spectroscopic NTA efficiency variations (see
Figure 5.2). Total image acquisition time is 1 second.

Last, we perform MIR tomography of a hydrated protein crystal. In Fig. 5.10, we show a 3D

reconstruction of lysozyme crystals. The lysozyme enzyme forms stable tetragonal crystals

that can grow to millimeter scales. The structure visualized in Fig. 5.10(a) is composed of

an aggregate of smaller crystals, while Fig. 5.10(b) shows a 3D image of a single crystal. The

spectral dependence of the signal from a single surface is presented in subfigures 5.10(c)–(e),

confirming the chemical contrast encoded in the MIR light scattered onto the detector.
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figures/Optica 2021/Optica-2021-fig-6.png

Figure 5.10: Imaging of different lysozyme crystals on mica glass. (a) 3D reconstruction
of lysozyme crystal cluster at 2875 cm−1, (d) 2600 cm−1, and (f) 2450 cm−1. Images have
been corrected for non-spectroscopic NTA efficiency variations. FTIR absorption spectrum
of lysozyme is shown on far right.

5.3.3 Faster 3D imaging with InGaAs

Since the time delay used in the experimental setup in 5.1 can be scanned rapidly, it allows

for rapid acquisition of 3D image stacks. When combined with the increase in acquisition

speed afforded by the InGaAs camera as mentioned in the previous chapter, truly high-

speed 3D imaging in the MIR is within reach. The operating principle here remains the

same, but again changing the camera substrate from Si to InGaAs to take advantage of its

increased TPA coefficient. In Fig. 5.11, we demonstrate the same imaging capabilities by

again visualizing features on the US penny and dime. Each 2D image frame is acquired

in 1 ms, corresponding to a single laser shot from the NIR gate and MIR signal and with

20 images in the 3D data stack, the effective acquisition time is 20 ms. Such volumetric

imaging rates are more than 50 times higher than the first experiments with Si done above,

emphasizing the drastic improvement of imaging performance with InGaAs cameras.
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figures/APLP 2021/APLP 2021 fig 4.jpeg

Figure 5.11: FIG. 5. Tomographic images of the US penny (a) and dime (b) scanned at
4250 nm (2350 cm−1). The total acquisition time for each volumetric scan is 20 ms.

5.4 Discussion

The developments discussed in this chapter builds on wide-field NTA-enabled MIR imaging

by extending this detection principle to 3D imaging mapping, optimally leveraging the time-

gating property of fs-NTA. Our technology is fundamentally different from existing OCT

techniques that operate in the MIR. The most promising MIR-OCT approaches are currently

based on the Fourier-domain OCT (FD-OCT) [135, 136], which accomplishes depth scans

(A-scan) or cross-sectional scans (B-scans) on a time scale set by the spectral acquisition

time of the detector. This detection strategy has been successfully translated to MIR-OCT

using both classical [101] or quantum [106] light, with A-scans acquired in just under 10 ms.

However, in combination with lateral raster scanning, such imaging conditions translate into

rather long total volume acquisition times of minutes/volume, extended further in duration

by necessary referencing and postprocessing.
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In contrast, volumetric imaging through fs-NTA uses different mechanisms for capturing

information along the lateral and axial dimensions. First, fs-NTA uses a wide-field detection

approach, which allows detection of both lateral dimensions in a single shot. The massively

parallel detection enabled by Mpx camera chips provides a dramatic increase of the effective

acquisition rate. We have used an off-the-shelf CCD camera, with an effective readout time

of 10 Hz for Si and 500Hz with InGaAs. Using the Si camera, we initially reported a total

effective acquisition time of 1 s (10 frames/s, 10 axial steps) for the 3D data stack, and

were able to massively improve on this to 20 ms per stack by implementation of the InGaAs

camera. Second, the axial information in fs-NTA tomography is retrieved through a scan

of the time delay between the MIR and the gate pulses. Scanning along this dimension

can be accomplished with automated translation stages over 1 mm distances, with 1.5 µm

(5 fs) repeatability and 2 ms response times. Finally, the imaging system was based on a

simple positive telescope with long focal lengths, with a very limited numerical aperture for

scattered light collection. The highly directional output of the laser system in use alleviates

this requirement substantially, as the tight propagation direction of the signal beam will

ensure collection of relatively flat samples, but fails for highly scattering samples, such as

the lithographed sample in 5.9. Improving the collection optics can increase both the amount

of scattered light imaged and increase the magnification, allowing for tomographic imaging

of microscale objects.

Compared to spectral interferometry approaches, volumetric imaging with fs-NTA is sig-

nificantly more robust. Wide-field fs-NTA requires no DTA-background subtraction nor

multiple processing steps to retrieve the MIR signal. Instead, 2D images are acquired in

single-shot mode, allowing rapid and unimpeded axial scans for collecting 3D data stacks.

For our current imaging conditions, the signal-to-noise ratio (SNR) of each frame is 68 dB

for a 100 ms integration time, determined by using a gold mirror as the sample. The NTA

to DTA background ratio is 15 dB, which is sufficiently high for enabling imaging under

virtually background-free conditions.
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We have also shown that MIR tomographic imaging enabled by fs-NTA exhibits chemical

contrast based on vibrational resonances of the sample. Although the spectral resolution

is limited by the bandwidth of the MIR pulse (< 150 cm−1), the spectroscopic contrast

imparted by the sample’s vibrational modes is clearly observed. It is nontrivial to achieve

similar contrast with conventional FD-OCT methods, where spectroscopic imprints are dif-

ficult to retrieve in the presence of the strong interferometric modulations of the detected

spectrum. Therefore, although MIR-OCT is recognized for its greater penetration depth,

chemically selective imaging has remained a challenge.

5.5 Methods

5.5.1 Fourier Transform Infrared Spectroscopy

The MIR absorption of materials is measured with a commercial Fourier transform infrared

(FTIR) spectrometer (Jasco 4700) either in transmission mode or by using an attenuated

total reflection (ATR) accessory equipped with a diamond crystal.

5.5.2 MIR femtosecond NTA imaging system

The imaging system is schematically depicted in Fig. 1(a). A 1 kHz amplified femtosecond

laser system (Spitfire Ace, Spectra Physics) is used to seed two optical parametric amplifiers

(OPA, Topas Prime, Light Conversion). One OPA is used as a source of NIR gate radiation

at 1200 nm. The signal and idler pulses from the second OPA system are used to generate

MIR pulses (< 3000 cm−1) through the process of difference frequency generation in a

nonlinear medium. Both MIR and NIR pulses are recombined on a 1 mm ZnSe window,

which serves as dichroic mirror, after which the pulses are overlapped on a CCD camera
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(DR-328G-CO2-SIL Clara, Andor). Temporal overlap is controlled through a mechanical

delay stage (GTS150, Newport). The MIR imaging system consists of two 100 mm CaF2

lenses, resulting in a 1:1 imaging system with NA = 0.015. The incident angle of the MIR

beam on the sample is less than 5◦, resulting in an error for z-height determination of

less than a percent. All experiments are performed with fixed MIR and NIR irradiances

of 3.5 GW/cm2 and 2.7 GW/cm2, respectively, on the camera chip. Further details can

be found in Supplement 1, Table 1. For the given pulse spectral bandwidth and camera

parameters, the NTA efficiency curve is flat for MIR tuning in the 2600−3000 cm−1 spectral

range and decreases for lower energies beyond ∼ 2500 cm−1 because of MIR absorption by

the camera’s protective window. On the higher energy side, the accessible spectral range is

limited by the light source and the available photon energies through difference frequency

mixing.

5.5.3 Polymer structure fabrication

The computer-aided design models of the structures (SolidWorks) are virtually sliced into

2D layers with a slice thickness of 20 µm. Mask projection images are generated for each

layer [39]. The exposure time of each layer is adjusted based on the light intensity and the

photosensitivity of the printing material (ranging from 5 to 8 s) to improve the fabrication

accuracy. The UV-curing photopolymer resin from Elegoo Inc. is used for structure fabrica-

tion due to its desired IR property. The resin is used directly without modification. In the

projection-based stereolithography process, the photocurable resin is deposited on the surface

of a transparent resin tank. To generate the 2D patterned light beam, 405 nm wavelength

light is reflected by a digital micromirror device (DMD) comprised of a 1920× 1080 array of

micromirrors, and the brightness of each pixel in the projected light beam is controlled by

adjusting the angle of the corresponding micromirror in the DMD.
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5.5.4 Confocal imaging of coin structure

The 3D images are acquired with a Leica SP8 Dive microscope operated in the reflectance

confocal imaging mode using a 532 nm light source and a 10×, 0.3 NA objective. The images

are acquired as z-stacks of mosaics (adjacent fields of view stitched together). The area of

each en-face mosaic frame is 13.5 × 9.3 mm, and the distance between the frames in the

z-stack is 5 µm.

5.5.5 Lysozyme crystals growing and handling

Hen egg white lysozyme is purchased from Fisher Scientific (ICN19530325). The lyophilized

powder is dissolved to 20 mg/mL in 100 mM sodium acetate at pH 4.5. Batch crystallization

is performed with the lysozyme solution in a 1:1 ratio with 1 M NaCl in 100 mM sodium

acetate at pH 4.5.
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Chapter 6

Spectral Imaging using Chirped Pulse

Nondegenerate Two-Photon

Absorption

6.1 Introduction

In spectral imaging, each pixel in a two-dimensional (xy) image is expanded along the op-

tical frequency (ω) axis, yielding an information-rich data cube (xyω) of both spatial and

spectral information. When realized in the mid-infrared (MIR) spectral region, spectral

imaging allows direct spatial differentiation of chemical composition, providing an indis-

pensable tool for many applications in chemical, medical, and bio-related fields [137–141].

However, a broader utilization of the technique for applications that require both high-speed

and high-definition imaging capabilities has remained challenging. Conventional interfero-

metric Fourier transform infrared (FTIR) methods are generally too slow for rapid analysis

or in situ observations of real-time processes [12]. In this context, there is a need for MIR
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spectral imaging technologies that combine high-pixel density mapping with high acquisition

and image processing speed.

In the previous chapters, using an InGaAs camera for NTA has allowed for dramatic increases

in image acquisition rates up to 500 fps. This chapter seeks to capitalize on the increased

sensitivity to achieve spectral imaging. We introduce a spectral scanning strategy that takes

advantage of the NTA imaging conditions of rapid illumination. Using temporally chirped

MIR pulses and a short NIR gate pulse, we show that MIR spectral data cubes (xyω) over

a spectral range of > 400 cm−1 can be acquired in under 1 s with a >1-megapixel (Mpx)

InGaAs camera. Without the necessity for image processing or reconstruction, this approach

has the potential for true video-rate hyperspectral data acquisition of live processes, enabling

rapid data acquisition in all four dimensions, i.e., a (xyωt) hypercube.

6.2 Concept and design

Chirping an ultrafast pulse refers to the dispersion of the frequency content in time. In the

context of NTA, this temporal spreading reduces the MIR frequency content the gate can

interact with to produce a signal at the detector plane, increasing the spectral resolution

substantially from the whole bandwidth of the image carrying beam to some portion of it.

Delaying the arrival time of the gate within the dispersed pulse then allows for selection of

image forming frequency content over the pulse bandwidth. In previous images using either

ps or fs pulses, the contrast derived from the MIR absorption had a spectral resolution of

the entirety of the pulse bandwidth. In the picosecond illumination regime, this resolution

was 5 cm−1, which is sufficient to resolve most condensed phase MIR absorption features

and poses little issue to retrieving sample information. For femtosecond pulses used in

later experiments, this resolution is more than 100 cm−1, allowing only the most broad

determination of sample chemical composition. The focus here is to predictably arrange the
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effective frequency at any time within the pulse to select image forming frequencies in each

NTA image. The quantity of interest is given by the first derivative of the time domain

phase of the MIR pulse, ϕ(t), referred to as the instantaneous frequency [142]:

ωinst(t) =
dϕ

dt
(6.1)

While there are numerous methods that have been developed to do this elegantly, including

blazed grating pairs [143, 144], engineered optical fibers [145, 146], and pulse shapers [147–

149], the method of choice that balances cost over correctly dispersing a very broad MIR

range was simply to pick a reasonably long material whose dispersive character predominately

imparts a quadratic time domain phase to the MIR pulses. The material of choice for this

was found to be undoped silicon, whose dispersion in the spectral region of interest provides

a mostly linear instantaneous frequency to the pulse bandwidth used in experiments. To see

how the silicon can spread this pulse in time before upconversion at the detector plane, we

start by describing the electric field in the frequency domain as a Gaussian:

E(ω) = Aω exp

(
−(ω − ω0)

2

4σ2
g

+ iϕ(ω)

)
(6.2)

where Aω is the amplitude, ω0 is the carrier frequency, σg is the Gaussian width of the pulse,

and ϕ(ω) is the spectral phase. The spectral phase will dictate changes to the envelope of

the time domain field by redistributing the spectral energy of the pulse in time. For perfectly

mode locked pulses, there is no relative phase accumulation between the carrier frequency and

the rest of its constituents, and its spectral phase is constant or zero. Upon passage through

a material of length L, the frequency dependent refractive index n(ω) imparts some spectral

phase onto the pulse. To describe these effects of the medium on a broad bandwidth pulse,

the spectral phase is commonly understood by a Taylor expansion of the material dispersion
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around the carrier frequency:

ϕ(ω) = ϕ0 +
n(ω)ω

c
· L = ϕ0 + k(ω) · L (6.3)

k(ω) = k(ω0) + k′(ω0)(ω − ω0) +
k′′(ω0)

2
(ω − ω0)

2 +
k′′′(ω0)

6
(ω − ω0)

3 (6.4)

where k(ω) is the phase acquired per unit distance. For most pulses in the femtosecond range,

retaining the first four terms is sufficient. The first two terms correspond to the propagation

phase of the carrier frequency k(ω0) and the group velocity of the pulse k′(ω0), have no

material impact on the time domain envelope of the pulse. The third and fourth terms, called

group velocity dispersion (GVD) k′′(ω) and third-order dispersion (TOD) k′′′(ω), however,

do modify the shape of the pulse in time and will be the focus of choosing the right material.

As the group velocity dispersion modifies the influence of the quadratic term in the spectral

phase, the derivative of its time domain equivalent will be linear in time, producing the

desired linear temporal dispersion. Third-order dispersion produces a quadratic dependence

of the instantaneous frequency and will unfavorably distort the distribution in time. An

ideal medium would be one that offers very high GVD and no TOD (or higher) to chirp the

pulse linearly in time over a short propagation length.

However, in practice, balancing GVD, material length, and unwanted higher order dispersion

is achieved by considering two predominant factors. The first is that the bandwidth of the

input pulse will decide how many factors of dispersion are to be included. If the bandwidth is

sufficiently large, then the primary character will be of higher order as a nonlinear dependence

eventually supersedes lower order terms, irrespective of the magnitude of the derivatives in

a practical scenario. The second factor is then the material itself, whose dispersive character

will vary the magnitude and sign of the participating terms. The length of the material can

only scale its dispersive influence on the ultimate width of the pulse. Therefore to obtain a

mostly linear instantaneous frequency, the chosen material should have a large second-order

term relative to terms of higher order.
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A straightforward numerical test of prospective materials is as follows [150]. If the frequency

dependent refractive index of a medium is known, then the frequency dependent phase terms

can be determined, and the phase changes of the different frequency components of the pulse

as they travel a length L can be calculated. The time domain electric field E(t) can then be

computed through a Fourier transformation:

E(t) = F−1 [E(ω)] =

∫ ∞

−∞
E(ω)eiωtdω (6.5)

E(t) = A(t)e−iϕ(t) (6.6)

where in the last line the field is written in terms of its amplitude A(t) and temporal phase

ϕ(t). The spectral phase prepared in the frequency domain will produce terms of the same

order in the time domain, weighted accordingly by the material parameters, along with the

carrier frequency phase to give form to the time domain phase. Considering only terms

related to GVD and TOD yields:

ϕ(t) = ω0t+ βt2 + γt3 (6.7)

Where β and γ are factors related to k′′(ω) and k′′′(ω), respectively. Taking the derivative of

this phase results in the instantaneous frequency of a pulse modified by propagation through

a dispersive medium:

ωinst(t) =
dϕ

dt
= ω0 + 2βt+ 3γt2 (6.8)

The results of this procedure for the 15 cm Si rod used in the experiments are shown in Figure

6.1. The original pulse is a 40 fs bandwidth limited pulse that is centered at 3000 cm−1,

with a flat spectral phase. The pulse is then stretched to approximately a width of 4800 fs,

using the material dispersion parameters for Si obtained from literature [151]. This pulse

is then compared to the same pulse dispersed using only the GVD term. Upon inspection,
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there will be some influence of the TOD term, as the pulse envelope is slightly asymmetric

relative to the uniform broadening of the ideal. However, the instantaneous frequency over

the temporal width of the pulse shows a nearly straight line, indicating that the spectral

phase imparted by the Si is primarily due to GVD, indicating that 15 cm of Si will produce

a chirp that is essentially linear.

figures/SA 2022/pulse stretch final for real this time.eps

Figure 6.1: Left: 40 fs MIR pulse before and after dispersion by 15 cm of Si. Right: 40
fs MIR pulse broadened using both GVD and TOD and its corresponding instantaneous
frequency. Pulse broadened only by GVD is shown as a reference.

To see the influence of the linear chirp on the spectral resolution of NTA imaging, consider

again a MIR pulse with a temporal width of 40 fs that is bandwidth limited. In the frequency

domain, such a pulse manifests itself with a constant spectral phase. In the time-frequency

plot of Fig 6.2a, the constant spectral phase is associated with a narrow temporal distribution

of the different frequency components in the pulse. When the bandwidth-limited pulse

transmits through a sample, for instance, a thin layer of polystyrene, its spectrum is modified

because of the linear absorption of light by the polymer Fig 6.2a. The pulse spectrum now

shows narrow spectral features in its otherwise broad spectral profile. In the time domain,

the narrow imprints in the MIR pulse spectrum produce almost invisible modification to the

temporal profile, most notably a decrease of the overall intensity and the introduction of an

extremely shallow pedestal, as shown in Fig 6.2b. The NTA signal is obtained by temporally
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overlapping the MIR pulse with a short NIR gate pulse on the detector. If the gate pulse

is scanned in time relative to the MIR pulse, the convolution results in a profile that lacks

clearly resolved features related to the MIR spectral imprints.

figures/SA 2022/SA 2022 fig 1.jpg

Figure 6.2: Visualized concept of chirped pulse–NTA (CP-NTA). The broad pulse spectrum
is modified because of linear absorption of light by the sample (a and c).Inset shows a time-
frequency plot of the MIR pulse in the absence or presence of linear chirp.(b and d) The
resulting pulse shape in the time domain without (b) and with (d) introduction pulse chirp.
Dark blue lines illustrate the convolution between the MIR and gate pulses.

The situation is different if a linear chirp is applied to the MIR pulse. The time-frequency
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plot in the inset of Fig. 6.2c shows the original MIR pulse that has been linearly chirped to

a temporal width of 4.5 ps, corresponding to a quadratic spectral phase. Different frequency

components now have their maximum intensity at different moments in time. Whereas the

spectral phase has no direct effect on the absorption imprints in the pulse’s power spectrum

that is observed in the frequency domain Fig. 6.2c, it has a profound effect on the MIR pulse

in the time domain. As shown in Fig 6.2d, the time-resolved MIR pulse shows variations

that mimic the spectral features in the frequency domain. In the case of linear chirp, there

is a linear relationship between the time and frequency axis, allowing a direct reading of

the spectrally encoded information in the time domain. Using the gated principle of NTA

detection, the MIR pulse spectrum can be directly accessed through a rapid scan of the MIR

and gate-relative time delay, i.e. a cross-correlation. Note that for sufficiently broadened

MIR pulses, the spectral information is largely unaffected by the convolution with the gate

pulse. The use of chirped pulses for encoding spectral information in time-domain signals

has been demonstrated for various forms of spectroscopy [152] and has recently been an

important approach for achieving high spectral resolution in coherent Raman scattering

microscopy with broad bandwidth pulses [153, 154]. NIR chirped pulses have also been used

to upconvert MIR signals to the visible range with the aid of nonlinear crystals [155, 156].

Here, we show that this principle can be extended to MIR spectral imaging through NTA

by chirping the MIR pulse instead.

A schematic of the experimental implementation of the chirped pulse NTA (CP-NTA) imag-

ing technique is shown in Fig. 6.3. We use an ultrashort MIR pulse centered at 3.33 µm

(3000 cm−1) that is stretched by a 15-cm long Si rod (see Materials and Methods). The

stretched pulse is subsequently passed through the sample and imaged with two CaF2 lenses

onto a >1.3 Mpx lattice matched In0.53Ga0.47As camera chip (0.734 eV, 1690 nm bandgap).

The NIR gate pulse is centered at 1900 nm (5263 cm−1) with a temporal width of 116

fs. The gate pulse passes through a delay stage before it is coincident with the MIR pulse

on the detector chip. Note that the camera chip is covered with a fused silica protective
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window, which substantially-attenuates the MIR beam (0.75 optical density at 3000 cm−1).

The intensity ratio between the MIR and the gate pulse is chosen such that the linear NTA

signals are on par with the degenerate two-photon absorption (DTA) signal induced by the

gate pulse. This DTA signal forms a constant background that does not affect the spectral

information nor markedly change the detection dynamic range.

figures/SA 2022/SA 2022 fig 2.jpg

Figure 6.3: Schematic of experimental setup. An ultrashort MIR pulse is chirped by propa-
gation through a 15-cm Si rod and spatially overlapped with a temporally short gate pulse
on the camera chip. Control of the MIR-gate pulse time delay permits a rapid spectral scan
across the MIR pulse spectrum.

The MIR pulse spectrum is shown in Fig. 6.5a, indicating a full width at half maximum

(FWHM) of 360 cm−1, as measured using a grating-based spectrometer equipped with a

single-pixel MCT detector (∼20 s per spectral point; see Materials and Methods). This

spectrum supports a bandwidth-limited temporal width of 40 fs. Figure 6.5b depicts the

NTA signal on the camera as a function of the MIR-gate delay time. We can find the

temporal width of the MIR pulse from the NTA cross-correlation of the MIR and gate
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pulses. In the absence of the Si rod, the MIR pulse duration is found as 160 fs, which is

longer than the minimum width of 40 fs because of residual dispersion by the optical elements

in the setup. Upon insertion of the Si material in the MIR beam, the NTA cross-correlation

is substantially elongated in time, revealing a MIR pulse with a temporal width of 4.5 ps as

shown in Fig. 6.4.

figures/SA 2022/SA supplemental/sciadvs4.PNG

Figure 6.4: Average spectral irradiance and spectral energy per camera pixel of chirped MIR
pulse.

6.3 Results

When the MIR pulse passes through a 7 µm layer of polystyrene, a frequency-domain mea-

surement reveals a pulse spectrum with narrowband imprints of vibrational absorption lines

as is evident from Fig. 6.5c. The absorption features correspond to the symmetric and
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asymmetric stretching vibrations of the carbon-hydrogen bonds of polystyrene. Using the

chirped pulse this spectral information can also be obtained in the time domain, as shown

by the NTA cross-correlation in Fig. 6.5d. The time-domain measurement was collected

using a 16 ms dwell time per spectral bin for a total effective acquisition time of 800 ms. In

the current configuration, the available spectral range can be extended to ∼ 530 cm−1 for a

1.1 s effective acquisition time per spectral sweep.
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figures/SA 2022/SA 2022 fig 3.jpg

Figure 6.5: Demonstration of MIR spectroscopy using CP-NTA. Side-by-side demonstration
of spectroscopy on polymer standard (7 µm thick polystyrene) in the frequency domain
(spectrometer, left, A and C) and time domain (CP-NTA, right, B and D). (E and F)
Retrieved abosrption spectra are in good agreement with the polystyrene absorption lines.
OD, optical density.

The corresponding MIR absorption spectrum can be derived from the measured pulse spec-

tra, either in the frequency domain Fig. 6.5e or in the time domain Fig. 6.5f. Both datasets

show good agreement with the signatures in the FTIR spectrum of polystyrene. Using

the positions of the polystyrene absorption lines as calibration standards, we determine a
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chirp rate of β ∼ 0.072 cm−1/fs. This corresponds to an instrument response function of

∼ 8.4 cm−1, which spans the frequency window of temporal overlap between the short gate

pulse and the chirped MIR pulse. The latter is also confirmed from an analysis of the

main polystyrene lines retrieved from CP-NTA. The spectral features at 2923 cm−1 (FTIR

FWHM = 35 cm−1) and 3025 cm−1 (FTIR FWHM = 15 cm−1) yield spectral widths of 38

and 19 cm−1, respectively, after convolution with a Gaussian resolution function of spectral

width 8.4 cm−1 in Figure 6.6.

figures/SA 2022/SA supplemental/sciadvs5.jpg

Figure 6.6: Gaussian fit of measured CP-NTA spectrum of polystyrene. The absorption lines
at 2923 cm−1 (original FWHM=35 cm−1) and at 3025 cm−1 (original FWHM=15 cm−1)
convolved with a Gaussian resolution function with width of 8.4 cm−1 results in 38 cm−1

and 19 cm−1, respectively.

The linearity of the temporal chirp of the MIR pulse is important for direct frequency-to-time

conversion. To confirm the linear distribution of frequency components, i.e., the linearity

of the instantaneous frequency, we perform CP-NTA spectroscopic imaging with pulses of
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various carrier frequencies ω0 around the polystyrene absorption bands (fig. 6.7). The

data show that the line positions and overall absorption spectra remain identical regardless

of carrier frequency of the MIR pulse. This observation indicates a good linearity of the

instantaneous frequency distribution across the full width of the MIR pulse.
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figures/SA 2022/SA supplemental/sciadvs6.jpg

Figure 6.7: Linear chirp study. Absorption spectrum of polystyrene measured through imag-
ing CP-NTA using pulses of different central frequency. Line positions and separations of
absorption features remain identical regardless of the features being at the center or at the
wing of the pulse time profile. The resulting distribution indicates a linear distribution of
frequency components across the full time profile of the pulse.
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Figure 6.8 shows an example of unprocessed hyperspectral imaging data for a sample com-

posed of adjacent polymethyl methacrylate (PMMA) and polystyrene layers. These materials

feature several distinct absorption lines near 2900 cm−1. When the sampled MIR frequency

is tuned to 2823 cm−1 (2900 fs in time domain), which is off-resonance for both compounds,

both layers appear transparent (point b on Fig. 6.8, a and b). Upon rapidly scanning

the time delay, the polymers appear darker or brighter, following their absorption spectral

profile. Figure 6.8 (c to e) shows several unprocessed frames from the hyperspectral data

cube, revealing clear transmission differences between the different materials due to their

absorption profiles.
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figures/SA 2022/SA 2022 fig 4.jpg

Figure 6.8: unprocessed spectral imaging of polymer samples. (a) Polymer absorption spec-
trum extracted from the hyperspectral data cube. (b to e) Raw transmission images at
different positions in time/spectral domain, directly revealing spatially dependent chemical
information in the field of view. Acquisition time is 16 ms per frame/spectral point.

To reduce the dimensionality of the hyperspectral data stack and demonstrate chemical dif-

ferentiation, we select two images from the data cube where one polymer appears transparent,

while another exhibits strong absorption and vice versa (green and red spectral points; Fig.

6.9, a and c). These two frames are represented as the red (R=100, G=0, and B=0) and

green (R=0, G=100, and B=0) channels and color-merged to form the single image. The

results are shown in Fig. 6.9(b and d), which differentiate the spatial distribution of the two
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polymers within the field of view. Similarly, Fig. 6.10 displays reduced dimensionality spec-

tral images of various organic materials and their combinations images through CP-NTA:

(a) polystyrene, (b and f) a PMMA/polystyrene structure, (c) ethanol, (d) silicone lubricant

(polydimethylsiloxane as main component), and (e) a melted polyethylene flake. The images

are composed of two 16-ms frames at two different spectral positions, separated by 72 cm−1

in the frequency domain (1 ps separation in time), and represent the on and off resonance

positions of a given material. Overlay of the red and green frames then yields an image with

chemical contrast.
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figures/SA 2022/SA 2022 fig 5.jpg

Figure 6.9: False color visualization of spectral imaging. Spectral imaging fo
PMMA/polystyrene films. (a and c) Spectra of polystyrene and PMMA components ob-
tained by CP-NTA and FTIR. Red and green lines denote spectral position of color channel
image. Dimensionality of the hyperspectral data stack is reduced through overlay of red and
green color channels measured on and off the absorption resonance of a given polymer. (b
and d) resulting false color spectral image. Effective image acquisition time is 32 ms (16 ms
per frame.
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figures/SA 2022/SA 2022 fig 6.jpg

Figure 6.10: Spectral images of chemical matrices. Spectral imaging of various materials and
material combinations: (a) polystyrene, (b and f) PMMA/polystyrene hybrids, (c) ethanol,
(d) polyethylene, and (e) silicone lubricant (polydymethylsiloxane). Effective image acqui-
sition time is 32 ms (16 ms per frame).

6.4 Discussion

The technique offered here, CP-NTA, takes advantage of the attractive features of NTA-

based MIR detection. Chief among these advantages is the ability to collect MIR images at

high definition. Unlike the relatively low pixel density matrix of the fastest focal plane arrays,

the > 1 Mpx detector chips used in NTA offer much improved sampling of the projected

MIR image. This high-definition imaging capability does not come at the expense of speed,

as NTA benefits from the mature readout technology of visible/NIR cameras, permitting

MIR imaging at high frame rates. In addition, the NTA technique is interferometry free

and does not rely on phase matching of the MIR and gate pulses, enabling a robust and

relatively simple optical setup. Furthermore, NTA does not require any image reconstruction
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or processing for immediate visualization, allowing direct and on-screen observation of fast

processes at particular MIR frequencies.

The key advance in this work is the expansion of NTA-based MIR imaging along the fre-

quency dimension. The CP-NTA method uses the inherent gated detection property of the

technique and achieves spectral imaging through time-domain detection by simply adding a

dispersive material in the MIR beam. Spectral tuning requires scanning a delay line, which

can be performed with ease at high speed, and avoids the need for detuning a light source.

In CP-NTA, each spectral image is acquired in wide-field mode, collecting spectral data

at each pixel in a massively parallel fashion. In contrast to laser scanning approaches or

wide-field imaging with low-pixel density arrays, which require mosaic stitching to achieve

high-definition images, the CP-NTA approach records frames of high pixel number by using

1.3-Mpx camera chips. In this work, we have used a 16-ms image acquisition time for a

500-kilopixel frame and a 700-pixel MIR spot diameter. This camera frame rate (62.5 Hz,

16 ms) has been chosen to eliminate signal fluctuations while allowing full matrix array

readout. We note that there is room for considerable improvement of the CP-NTA imaging

conditions. First, the current CP-NTA signals have been collected without synchronization

of the camera to the 1-kHz radiation source, causing additional noise at frame rates beyond

70 Hz. With appropriate electronic synchronization and a more compact source detection

arrangement, the MIR acquisition rate for the used camera can be easily increased to 100

Hz for the full 1280 × 1024 window. Second, the current experiments result in only 5 fJ

per camera pixel at MIR pulse maximum (fig. 6.4). Similar experiments carried out at 100

kHz or higher will significantly improve the detection limits and dynamic range, reaching

detection sensitivities of only a few attojoules or tens of photons of MIR radiation on a single

camera pixel.

In the spectral domain, the time-frequency sweep can be carried out in a variety of ways. In

this work, we have used spectral imaging over the full spectral range of the MIR pulse, but
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we have also performed MIR imaging with reduced spectral sampling. For example, the data

representation in Fig. 6.9 is based on only two spectral frames with a fixed time-frequency

separation. The spectral separation of 72 cm−1 between these two images (1 ps in time) can

be acquired within a few milliseconds or faster. Rapid modulation of the spectral position

can, for instance, be achieved by chopping the gate pulse beam with 0.7-mm glass windows

at rates exceeding 100 Hz, producing on and off frames for high-speed chemical imaging.

In the present experiments, we have used a motorized linear stage that allows a fine spectral

sweep with scanning speeds up to 12,000 cm−1/s for the current pulse with precision of 0.72

cm−1 (∼170,000 fs/s, 10 fs). Other inexpensive approaches exist for rapidly controlling the

time-delay setting and performing rapid delay modulation over ∼1.5-mm (10-ps) distances.

For example, commercially available travel delay stages allow > 20-Hz delay modulation over

an extended 15-ps range with 10-fs time delay precision. Some of the concepts used for the

recent development of rapid delay lines in coherent Raman scattering can also be translated

for use in CP-NTA [157–159]. We are confident that further development of rapid scanning

of the time-frequency axis will render CP-NTA suitable for video-rate hyperspectral data

acquisition, in which full (xyω) data cubes can be collected in real time.

6.5 Materials and methods

Sample preparation

The polymer samples (polystyrene and PMMA) are placed between two coverslips (170 µm)

and melted using a hot plate. During the melting process, the polymer sample is pressed

flat by a weight until the desired thickness is reached. The methanol sample is prepared by

applying 10 µL of the liquid between two coverslips. The sample is subsequently agitated

until bubbles appear. Polyethylene samples are cut and placed between two coverslips.
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Vacuum grease samples are prepared by smearing a small amount of the substance onto a

coverslip.

FTIR experiments

Conventional infrared absorption spectra are measured using a Jasco 4700 FTIR spectrom-

eter in attenuated total reflection (ATR) geometries. For the ATR experiments, the Jasco

ATR Pro One accessory equipped with a diamond crystal is used. The spectra are averaged

over 40 scans and are acquired with a resolution of 2 cm−1.

Frequency-domain experiments with pulsed radiation

Frequency-domain experiments for pulse characterization and spectroscopy are performed

using a grating-based spectrometer (CM110, Spectral Products, 150 grooves/mm) equipped

with single-pixel–amplified MCT detector (PDAVJ10, Thorlabs). All spectra have been

measured with 10-nm spectral resolution (∼ 11 cm−1).

CP-NTA detection

A 1-kHz amplified femtosecond laser system (Spitfire Ace, Spectra Physics) is used to seed

two optical parametric amplifiers (OPA, TOPAS-Prime, Light Conversion). One OPA is

used as a source of NIR gate radiation at 1900 nm (0.65 eV). The signal and idler pulses

from the second OPA system are used to generate MIR pulses through the process of differ-

ence frequency generation in a nonlinear medium. Both MIR and NIR pulses are recombined

on a 1-mm-thick ZnSe window, which serves as dichroic mirror, after which the pulses are

overlapped on an InGaAs camera chip (1280MVCam, Princeton Infrared Technologies Inc.).

Temporal overlap is controlled through an automated delay stage (GTS150, Newport). The
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MIR imaging system consists of two 100 mm CaF2 lenses, resulting in a 1:1 imaging sys-

tem with a numerical aperture of 0.015. All experiments are performed with a fixed NIR

irradiance of 240 MW/cm2 and MIR irradiance 0.25 MW/cm2 on the camera chip.
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