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Abstract

Computer simulations of bio-molecular systems often use force fields, which are combinations of 

simple empirical atom-based functions to describe the molecular interactions. Even though 

polarizable force fields give a more detailed description of intermolecular interactions, 

nonpolarizable force fields, developed several decades ago, are often still preferred because of 

their reduced computation cost. Electrostatic interactions play a major role in bio-molecular 

systems and are therein described by atomic point charges. In this work, we address the 

performance of different atomic charges to reproduce experimental hydration free energies in the 

FreeSolv database in combination with the GAFF force field. Atomic charges were calculated by 

two atoms-in-molecules approaches, Hirshfeld-I and Minimal Basis Iterative Stockholder (MBIS). 

To account for polarization effects, the charges were derived from the solute’s electron density 

computed with an implicit solvent model and the energy required to polarize the solute was added 

to the free energy cycle. The calculated hydration free energies were analyzed with an error model, 

revealing systematic errors associated with specific functional groups or chemical elements. The 

best agreement with the experimental data is observed for the AM1-BCC and the MBIS atomic 

charge methods. The latter includes the solvent polarization and present a root mean square error 

of 2.0 kcal mol−1 for the 613 organic molecules studied. The largest deviation was observed for 

phosphorus-containing molecules and the molecules with amide, ester and amine functional 

groups.
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Introduction

The first step in modeling a molecular system at atomic resolution demands a correct 

description of the interactions between their atoms. In principle, to describe these 

interactions accurately the electrons of each atom must be accounted for by quantum 

mechanics. In biological systems, however, the large number of atoms makes a quantum 

mechanical treatment prohibitive, especially since most experimental observables require 

extensive sampling of the configurational space. In the last decades force fields, which are 

mathematical simple functions describing the atomic interactions, have been developed and 

applied to various biological problems such as ligand binding to protein or DNA, protein 

folding or enzyme catalysis.

However, the applicability of these force fields to predict biological function of complex 

systems is limited by their ability to reproduce atomic interactions correctly. The binding 

process of a ligand to a protein for example is associated with its partial desolvation, the 

stripping off of the surrounding water molecules. Considering only this first simple step of 

the binding process, various computational methods and force fields have been tested in their 

ability to reproduce the free energy associated with the transfer of a molecule or ligand from 

aqueous solution into the gas phase: the hydration free energy ΔGHyd. – The SAMPL4 

challenge is one example where various methods have been applied to calculate the 

hydration free energies of 42 organic compounds. The number of compounds was recently 

extended to over 600 molecules in the FreeSolv database, which contains calculated 

hydration free energies with the Generalized Amber Force Field (GAFF) and the AM1 - 

Bond Charge Corrected (AM1-BCC) charges– reported by one of us, and experimental 

reference values. The extensive number of compounds, the variety of functional groups, and 

the consistent experimental data make this database ideally suited for the validation of force 

fields for small organic ligands and especially new methods to derive force-field parameters.

For polar molecules, the dominant factor in the hydration free energies are the electrostatic 

interactions represented by the atomic charges in force fields. Different methods were 

proposed to determine these atomic charges for bio-molecular force fields. For example, 

atomic charges are adjusted to reproduce hydration free energies (OPLS or GROMOS), or 

interaction energies with some discrete water molecules (CH ARMM) for small 

representative molecules. In the AMBER force field, atomic charges are obtained with the 

RESP method, which relies on the molecular electrostatic potential obtained from HF/6–

31G(d) electronic structure calculation in vacuum. The GAFF force field is often combined 

with the AM1-BCC charge derivation method, which relies on an empirical AM1 electronic 

structure Hamiltonian and bond charge corrected atomic charges, which were parameterized 

to reproduce the charges from HF/6–31G(d) calculations and corrected to reproduce 

experimental hydration free energies.– However, both methods do not account for the 
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varying polarization in different molecular environments; although both have shown success 

in reproducing hydration free energies due to a possible overpolarization of the molecular 

electron density by the employed electronic structure method or due to ad-hoc bond charge 

corrections.

Many phenomena, such as ligand binding, inherently involve the transfer of a guest 

molecule from one environment to another, resulting in a change of polarization of the guest. 

This affects the internal energy of the guest molecule (cost of polarization) and enhances the 

interaction with its environment. Such polarization effects were introduced recently in 

biomolecular force fields, e.g. through atomic inducible dipoles in the AMOEBA force field

or with Drude oscillators in the CHARMM polarizable force field. The main drawbacks of 

these models are their increased complexity (more parameters) and increased computational 

cost. In addition, it was recently shown that polarization energy of atomic dipole polarizable 

force fields can deviate severely from the induction energy of Symmetry-Adapted 

Perturbation Theory (SAPT) calculations on the molecular dimers in the S66 set. Because a 

polarizable force field and the SAPT induction term try to describe the same physics, this 

discrepancy discourages the use more expensive polarizable force fields. For these reasons, 

it is still relevant to understand how one can account for polarization in conventional non-

polarizable force fields.

Maintaining the simple character of non-polarizable force fields, we propose to derive 

atomic charges by partitioning the molecular electron density (Hirshfeld-I or Minimal Basis 

Iterative Stockholder) from electronic structure calculations of the solute. Hydration free 

energies were computed with these atomic charges, in combination with remaining GAFF 

van-der-Waals and bonded force-field parameters for the solute, and two water models. Our 

results were compared to the corresponding values in the FreeSolv database (v0.51) - 

particularly, calculated values with GAFF and AM1-BCC charges, as well as experimental 

values. We also address the effect of solvent polarization on the electronic structure 

calculation prior to the density partitioning with the implicit SMD model.

Hirshfeld-I and MBIS were selected because they rely only on the electron density without 

any additional parameters, reproduce the electrostatic potential in the gas phase, present only 

a minor conformational dependence,– and reproduce electrostatic interaction energies of 

molecular dimers better than most other charge definitions. Hirshfeld-I (HI) charges are 

derived from atom-in-molecule densities that maximize the similarity to so-called proatom 

densities. The method is iterative because it employs a self-consistent loop that enforces the 

same charge on every atom and corresponding pro-atom. Fractionally charged pro-atoms, 

needed in Hirshfeld-I, are constructed by taking linear combinations of densities of free 

atoms or ions with an integer charge. One drawback is that Hirshfeld-I becomes poorly 

defined when it requires densities of anions, to construct pro-atoms, which are not stable in 

gas phase (most elements can only bind one excess electron). Different ad hoc recipes exist 

to stabilize these anions by embedding them in a somewhat arbitrary confining potential,,

resulting in different Hirsfeld-I charges. The Minimal Basis Iterative Stockholder (MBIS) 

method does not require isolated atom densities as input but uses a simple analytic proatom 

instead. A numerical assessment on molecular databases shows that MBIS charges are 

effective for modeling both electrostatic potentials and electrostatic interactions.
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Methods

The FreeSolv Database

The FreeSolv database version 0.51 consists of 642 neutral molecules containing a variety of 

functional groups covering a significant range of chemistry. Many of these compounds come 

from earlier literature databases, but additional values/compounds have been added from the 

series of SAMPL blind challenges.,– Compounds are typically small and fragmentlike, with 

few rotatable bonds, though some compounds do have appreciable flexibility and multiple 

rotatable bonds. Likewise many compounds have relatively few functional groups in 

combination, but some have several., The database is freely available on GitHub, and 

includes experimental values from the literature, as well as calculated hydration free 

energies from TIP3P and GAFF/AM 1-BCC.

For this study we left out the carboxylic acids and iodine-containing molecules. For the 

carboxylic acids, the problem was related to the increased atomic charge of the hydroxyl 

hydrogen atom with no vdW parameters that led to unusually large forces with the 

surrounding solvent, resulting in free energy calculations which unfailingly crashed. This 

may indicate a need to introduce Lennard-Jones parameters on the hydroxyl hydrogen, 

which has been done for very related reasons in the new smirnoff99Frosst force field. The 

chemical element iodine was not present in the basis set employed for the electronic 

structure calculations and therefore the iodine-containing molecules were left out. 

Additionally, three molecules with ID 1189457, 5948990 and 7794077 were not included 

because no minimum in the potential energy during the geometry optimization cycle with 

the SMD solvation model and the ORCA package was found. In total 614 molecules were 

considered in the study from which one is a duplicate yielding a total of 613 molecules used 

for the analysis.

Force-field parameterization with Hirshfeld-I and MBIS atomic charges

Hydration free energies for all considered molecules of the FreeSolv database (version 0.51) 

were computed with several variants of the GAFF force field, which only differ in the 

method used to assign the atomic charges. In addition to the conventional AM1-BCC 

charges, we also derived atomic charges from the electron density of the solute, either 

computed in vacuum or with the SMD continuum solvent model., Geometry optimizations 

and electron densities were computed at the BLYP– and B3LYP level of theory with the 

def2-TZVP, basis, using ORCA 3.0.2. Most results were obtained with the BLYP method 

while the B3LYP results were only used to briefly assess the influence of exact exchange on 

the partial charges and the hydration free energies.

The atomic charges were derived from electron densities with the Hirshfeld-I and Minimal 

Basis Iterative Stockholder (MBIS) methods, as implemented in the HORTON package 

version 2.0.0. Both methods partition the molecular electron density, ρmol, into atom-in-

molecule densities, ρA, with the stockholder formula originally proposed by Hirshfeld:
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ρA r = ρmol r
ρA

0 r

∑B ρB
0 r

(1)

in which ρA
0 (r) is the spherical pro-atom density of atom A centered on the corresponding 

nucleus and the denominator contains the pro-molecule density. Originally, these pro-atoms 

were spherically averaged densities of neutral isolated atoms, but this choice is somewhat 

arbitrary and leads to charges which are nearly zero, such that electrostatic interactions are 

underestimated., In the Hirshfeld-I method, each pro-atom is a linear interpolation between 

the densities of spherically averaged isolated atoms and/or ions. Consistency between the 

pro-atom and atom-in-molecule charge is imposed by an iterative self-consistent algorithm. 

Hirshfeld-I charges are considerably larger in magnitude than Hirshfeld charges, they 

reproduce electrostatic potentials of organic molecules reasonably well and they have a 

much lower conformational sensitivity than RESP charges. However, in some corner cases, 

most notably metal-oxides, Hirshfeld-I charges become ill-defined. For example, the oxygen 

dianion is unstable in gas phase and there exists no ground state density of this isolated 

dianion. The second excess electron would rather drift away to infinity than being bound. In 

actual calculations, electrons are somewhat localized by basis set limitations and one then 

obtains an artificial and very diffuse dianion density instead. An oxygen pro-atom with a 

fractional charge between −1.0 e and −2.0 e is then also artificial because it requires an 

interpolation between the isolated anion and dianion density. Such pro-atoms are typically 

needed when computing Hirshfeld-I charges of a molecule in which oxygen is bound to an 

element with a high oxidation state. In these cases, Hirshfeld-I charges reach very large 

magnitudes and tend to overestimate the molecular dipole moment., Several refinements to 

Hirshfeld-I were proposed, including embedding methods to stabilize (di)anions, or methods 

that do not rely on unstable ions.,, To avoid difficulties with the unstable oxygen dianion, 

Hirshfeld-I charges were not computed for molecules containing phosphates and sulfonates. 

For those cases, Hirshfeld-E charges were used instead. The Hirshfeld-E method uses as 

pro-atom a linear combination of spherically averaged Fukui functions, such that unstable 

ions are no longer needed.

In the MBIS method, the pro-atom is approximated by a sum of exponentially decaying 

spherical functions, with one such function per shell. The amplitudes and widths of the 

exponential functions are optimized by minimizing the Kullback-Leibler divergence 

between the pro-molecule and DFT electron densities.

After the calculation of the atomic charge with each method described above, chemically 

equivalent atoms, which result from molecular symmetry or free rotations, e.g. hydrogen 

atoms in methyl group, were identified with the OpenEye Python Toolkit (version 2017.2.1) 

and their charges were averaged. To distinguish the different charge sets, the ones from 

vacuum calculations with the Hirshfeld-I partitioning were named HI, the ones with the 

same partitioning method but with an implicit solvation model S-HI, the ones obtained with 

the MBIS partitioning method and the implicit solvation model S-MBIS and the original 

ones from the FreeSolv database AM1-BCC.
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Note that the electrostatic term in the GAFF force field uses simple point charges and does 

not account for short-range screening due to the finite extent of the atomic electron densities, 

also known as the penetration effect.,,– While the inclusion of such screening makes the 

electrostatic term more physically sound, it is not recommended in our case. The GAFF 

Lennard-Jones parameters account implicitly for this screening effect and adding it also 

explicitly, which drastically changes the interaction potential, would result in a double 

counting.

Because we can assume to good approximation that Hirshfeld-I and MBIS charges are not 

geometry-dependent, we treat them as constants during the MD simulations in this work. In 

other words, we do not include charge polarizability during the MD simulations. The 

influence of the solvent on the charges is estimated prior to the MD simulation and assumed 

to be constant.

Free Energy Calculations

The Gibbs free energy of hydration for each molecule was obtained by alchemical free 

energy calculations conducted with standard protocols that keep errors due to sampling and 

free energy estimators relatively small. Each molecule was solvated in approximately 1000 

water molecules and energy minimized with the GROMACS simulation package. Water 

molecules were described by the SPC/E model, which reproduces the liquid properties of 

water reasonably well while keeping the computational cost low. In case of the S-HI atomic 

charges, we also used the TIP3P water model, which was originally used to compute 

hydration free energies in the FreeSolv database (with AM1-BCC atomic charges), to test 

the dependence of the results on the water model.

After energy minimization, the whole system was equilibrated in the NPT ensemble at 

298.15 K and 1 bar. The simulations were performed with the GROMACS 5.0.4 software 

package using a time step of 2 fs in combination with stochastic dynamics (τ = 2ps) and the 

Parrinello-Rahman pressure coupling (τp = 1ps) algorithm using the compressibility of 

water. The electrostatic interactions were calculated with the Particle-Mesh-Ewald method, a 

cut-off radius of 1.2 nm, a PME-order of 6 and a spacing of 0.1 nm. The van der Waals 

interactions were scaled to zero via a switching function, which switches the potential to 

zero between 1.0 and 1.2 nm. The neighbor list was updated every 10 steps with the verlet 

cutoff-scheme implemented in GROMACS 5.0.4 and its cut-off was set to 1.2 nm. All bonds 

were constrained with the LINCS algorithm of order 4 and the isotropic correction to the 

energy pressure due to missing van-der-Waals interactions was applied.

The Gibbs free energy of hydration was then calculated from the equilibrated solvated 

systems with alchemical molecular dynamics simulations, as described above, where the 

intermolecular interactions between each solute and the solvent were switched off through a 

λ parameter using soft core potentials with values of σ = 0.3 and α = 0.5 and p = 1 

originally proposed by Beutler et al. and implemented in Gromacs 5.0.4 package. First the 

electrostatic interactions were decoupled using the values of the λ parameter [0.00, 0.25, 

0.50, 0.75, 1.00] followed by the van-der-Waals interactions at values of [0.00, 0.05, 0.10, 

0.20, 0.30, 0.40, 0.50, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.00]. The total 

simulation time per value of λ was 1 ns. The analysis of the free energy simulations was 
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performed with different free energy estimators implemented in alchemical-analysis tool and 

the MBAR method was used for final free energy estimates; its results were in general 

consistent with those of other estimators.

Additionally, the Gibbs free energy of hydration was also calculated using a purely quantum 

mechanical approach together with the SMD solvation model and the ORCA package 3.0.2:

the free energy difference of each molecule calculated in vacuum was considered together 

with the free energies of the implicit solvent in the approximation of rigid rotor and 

harmonic oscillator including zero-point energy correction assuming the standard state of 1 

mol L−1 as in the database.

Polarization correction to the hydration free energy

The hydration of a molecule includes a polarization of the solute’s electron density. When 

atomic charges used in free energy calculations are calculated from the molecular electron 

density of the solute in vacuum, this polarization contribution is neglected and one assumes 

that the electronic densities in gas phase and in solution are the same. By using atomic 

charges derived from electronic structure calculations with an implicit solvation model, one 

can model the enhanced interaction with the solvent due to polarization of the solute. But, in 

free energy calculation based on non polarizable force fields the energy required to polarize 

the solute electron density, Epol,s, has to be accounted for:

Epol,s = Ψsolv Hvac Ψsolv − Ψvac Hvac Ψvac (2)

The first term is the expectation value of the Hamiltonian of the vacuum calculation for the 

wave function obtained with the implicit solvation model and the second term is the ground 

state energy of the vacuum Hamiltonian. Note that this approach polarizes the solute through 

a reaction field resulting from the polarized solvent represented by a dielectric neglecting 

specific polarization by solvent molecules due e.g. the formation of hydrogen bonds.

Instead of correcting the hydration free energy with the polarization energy, another way to 

account for the polarization is to modify the atomic charges as proposed in the implicitly 

polarized charge method IPolQ by Cerutti et al. This method is based on linear response 

theory and was proposed by Karamertzanis et al. who showed that under the approximation 

of linear electronic response, the sum of electrostatic and polarization interactions of a 

molecule with an external electric field is equal to the electrostatic interaction of a half-

polarized molecule with the same field., This means that atomic multipoles in a non-

polarizable force field should be based on a (distributed) multipole expansion of the average 

of the vacuum and solvated electron densities. In IPolQ, this principle is applied to just 

atomic monopoles, i.e. atomic charges. This greatly facilitates the computation of hydration 

free energies with standard force fields, without the need for a post hoc polarization 

correction.

We followed a simplified version of the IPolQ approach and used the average of Hirshfeld-I 

charges from a vacuum and an implicit solvent electron density. We call these atomic 

charges semipolarized since they do not correspond to the atomic charges derived from the 
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polarized molecular electron density. The hydration free energies obtained with these atomic 

charges were not corrected with the polarization energy, since this is accounted for in the 

atomic charge model.

The overall IPolQ approach also includes a variety of other unique aspects we do not utilize 

here, such as empirical refinements (derived from experimental hydration free energies of 

amino acid side chain analogues) to van-der-Waals parameters. Another difference from our 

work is that IPolQ uses RESP charges. Also the reaction field produced by the solvent 

differs. The reaction field in the IPolQ method is obtained iteratively from molecular 

dynamics simulations with an explicit solvent, whereas our model uses a computationally 

less demanding implicit solvation model. It is worth noting that IPolQ is now the default 

method used to obtain atomic charges in the new AMBER ff14ipq and ff15ipq protein force 

fields.,

Error Analysis and Correction Model

The hydration free energies computed with different sets of atomic charges were compared 

to the experimental values and the deviations were analyzed as function of the chemical 

elements and functional groups present in each molecule. While a classification of solutes by 

functional group can already provide insight into the errors, it is troubled by the presence of 

multiple, possibly different, functional groups in many solutes. To better explain the 

deviations between theory and experiment, we also developed an error model based on the 

number of occurrences of certain features in a solute. Two sets of features were used for this 

purpose, one counting occurrences of functional groups with the Checkmol program and a 

simpler alternative that just counts the chemical elements present (as in a chemical formula). 

We only retained a subset of the most essential and prevalent functional groups reported by 

Checkmol. The feature and their occurrences summed over all molecules in the FreeSolv 

database, are shown in Table 1. Even though counting functional groups facilitates the 

chemical interpretation of the error model, it also has some limitations. Rare functional 

groups cannot be included because there is too little data to make statistically sound 

statements on their contribution to the error, yet such infrequent groups might cause large 

deviations. By just counting chemical elements, this difficulty is avoided but also some 

chemical information is discarded.

The error model assumes that the deviation between a theoretical prediction and the 

experimental reference for solute j is a sum of independent normally distributed errors:

Gcalc, j − Gexp, j = Δtot, j = ΔFE, j + Δexp, j + Δgeneral + ∑
i

Ni, jΔfeat, i (3)

The first term is an uncertainty with known variance estimated from the free-energy 

calculation. The second term is the experimental error, whose standard deviation is given in 

FreeSolv or set to a default value of 0.6 kcal/mol in case the experimental error is not 

available. While the first two terms have a fixed variance and zero mean, all remaining terms 

have an unknown mean and variance, which will be fitted to the observed errors. Keep in 

mind that all terms in the right-hand-side of Eq. (3) are normally distributed stochastic 
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quantities, characterized by a mean and variance. The mean corresponds to a mean (as in 

transferable or systematic) error while the variance represents a random (as in non-

transferable or unexplainable) error. Δgeneral is an error contribution uncorrelated to the 

molecular size or contained features, e.g. due to simulation settings or the solvent model. 

Δfeat,i is an error associated with the presence of feature i, e.g. due to an error in the force 

field parameters related to this feature. Ni,j is the number of times feature i is present in 

solute j. With this model, the total error is also normally distributed; however, the mean and 

variance depend on the features present:

μtot, j = μgeneral + ∑
i

Ni, jμfeat,i (4)

σtot, j
2 = σFE, j

2 + σexp, j
2 + σgeneral

2 + ∑
i

Ni, jσfeat,i
2 (5)

The likelihood to observe a particular difference between theory and experiment, for a given 

value of the mean and variance parameters, is a product of probability densities, which 

include one factor for each solute:

ℒ = ∏
j = 1

Nmol 1
2πσtot, j

2 exp −
Δtot, j − μtot, j

2

2σtot, j
2 (6)

where Δtot,j is the difference between the theoretical and experimental hydration free energy 

for molecule j. The unknown parameters are found by maximizing the likelihood function. 

In practice, this is done by a minimization of the following objective function.

−ln ℒ = 1
2 ∑

j = 1

Nmol Δtot, j − μtot, j
2

σtot, j
2 + 1

2 ∑
j = 1

Nmol
ln 2πσtot, j

2 (7)

The first term is a typical least-squares cost function. The second term is needed because we 

also want to optimize the variance parameters. This objective function was implemented in 

Python and its analytic derivatives with respect to the unknowns were computed with 

AutoGrad. The minimization is carried out with the L-BFGS-B minimizer in SciPy, 

constraining all variance parameters to be positive. Due to the large number of parameters,

in case of functional groups and in case of chemical elements compared to 613 data points, 

the minimization is ill-conditioned and different solutions can be found with small changes 

in the training set. The ill-conditioned minimum introduces an uncertainty in the parameters, 

which we estimated by performing 100 bootstrapping iterations. In each of these 100 

iterations, the training set was randomly resampled with replacement to obtain a new similar 
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training set of the same size to which the parameters were fitted. No further perturbations 

were added to the resampled training sets to mimic experimental uncertainty because this 

error is already accounted for in the error model.

The error model can be used to identify sources of systematic and random errors in the free 

energy calculations, by analyzing the optimized mean and variance parameters, which is our 

primary interest in this work. It can also be used to predict systematic and random errors for 

any new solute that is similar to those in the training set, using the following expressions:

μtot, j = μgeneral + ∑
i

Ni, jμfeat, i (8)

σtot, j
2 = σFE, j

2 + σexp, j
2 + σgeneral

2 + ∑
i

Ni, jσfeat, i
2 (9)

with

μgeneral = E μgeneral (10)

μfeat, i = E μfeat, i (11)

σgeneral
2 = E σgeneral

2 + VAR μgeneral (12)

σfeat, i
2 = E σfeat, i

2 + VAR μfeat, i (13)

where averages (E) and variances (VAR) are computed over all bootstrap iterations. The 

predictive variance parameters, σgeneral
2  and σfeat,i

2 , have two contributions: the uncertainty 

estimate by the likelihood maximization and the uncertainty on the most-likely average 

estimated with the bootstrapping method.

In addition to fitting the error model to the full FreeSolv database, we also partitioned the 

database into stratified training and test sets to test the predictive power of the error model 

and the robustness of the parameters.
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Results

The capability of the different atomic charges in combination with the other parameters of 

the GAFF force field to reproduce the experimental hydration free energies of the FreeSolv 

database was addressed by state of the art free energy calculations and molecular dynamics 

simulations in explicit solvent. Several factors were examined, including the polarizing 

effect of the solvent on the electron density in the electronic structure calculations, the 

polarization correction to the free energy, the influence of the electronic structure method on 

the atomic charges and the derived hydration free energies, and finally also the influence of 

the water model on the free energy calculations. Hydration free energies obtained with 

charges from the Hirshfeld-I and Minimal Basis Iterative Stockholder (MBIS) partitioning 

methods (see Methods section) were compared to values obtained with the AM1-BCC 

atomic charges. For comparison hydration free energies were also obtained from the 

electronic structure calculations with the SMD solvation model.

The deviations from the experimental values for each charge set were rationalized through 

statistical analysis for several chemical elements and functional groups in the molecules. 

The obtained parameters of the statistical model may serve in the future to anticipate errors 

in calculated hydration free energies with the S-MBIS atomic charges if the new molecules 

share the same functional groups or chemical elements. In the context of force field 

development the statistical model will identify systematic errors associated with the 

description of the intermolecular interactions of specific functional groups or atoms.

Hydration free energies using different atomic charge derivation methods

The atomic charges used to calculate hydration free energies stem from different partitioning 

methods in which the polarization of the electron density was accounted for by the SMD 

solvation model. Final free energies were corrected with the energy required to polarize the 

electron density. Only in the case of the semipolarized atomic charges based on the linear 

response approximation and the AM1-BCC method no polarization correction was included 

because this is neglected in the latter or accounted for in the approximation in the former.

We first wanted to see the effect of the polarization on the hydration free energies and 

calculated Hirshfeld-I atomic charges from the molecular electron density in vacuum. Figure 

1 shows the parity plot between the calculated hydration free energies and the experimental 

reference values in the FreeSolv database. The comparison shows a poor correlation and a 

large value for the root mean square error (RMSE) of 5.0 kcal mol−1.

Figure 2 shows parity plots of all hydration free energies calculated with atomic charges 

which account for the polarization of the solute and the AM1-BCC charges against the 

reported experimental value in the FreeSolv database. In Figure 2A the same Hirshfeld-I 

paritioning method was applied to polarized molecular electron densities from electronic 

structure calculations with the SMD solvation model (BLYP/def2-TZVP) (S-HI atomic 

charges) and corrected by the polarization energy (for sulfates and phosphates the Hirshfeld-

E method was used and they are shown as circles). By comparison to Figure 1 on concludes 

that the effect of the electron density polarization through the solvent prior to the 

partitioning into atomic charges is essential to improve the calculated hydration free 
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energies. Adding the implicit solvation model in the electronic structure calculation 

polarizes the electron density and leads to larger absolute values of the atomic charges and 

more negative free energies, which after the polarization correction reveal better agreement 

with the experimental values as shown in Figure 2A (RMSE=2.9 kcal mol−1). The 

polarization of the electron density and the polarization correction energy become more 

important for polar molecules, which also have the most negative hydration free energies 

and the strongest electrostatic interactions with the solvent. Despite the success of using 

charges derived from polarized densities and the polarization correction, most of the 

computed hydration free energies (Figure 2A) still overestimate the experimental value 

(average error = 2.2 kcal mol−1). This systematic error will be analyzed in detail in the 

following paragraphs.

To test the sensitivity of Hirshfeld-I atomic charges to the employed electronic structure 

method, we also computed electron densities with the computationally more demanding 

B3LYP/def2-TZVP method and the SMD implicit solvent model. With the resulting atomic 

charges, hydration free energies were recalculated for the whole database applying the 

respective polarization corrections. The change in the electronic structure method has only a 

small effect for molecules with hydration free energies above −10 kcal mol−1 and for more 

polar molecules it provides more negative values (see Figure S1 in Supporting Information). 

This is related to the self-interaction error of semi-local exchange-correlation functionals 

like BLYP, which results in more homogeneous electron densities. This error has been 

shown to provide smaller dipole moments, which is also the case in this work. Furthermore, 

we observe that atomic charges derived from BLYP densities are smaller compared to their 

B3LYP counterparts. However, the absolute unsigned deviation of the calculated hydration 

free energies (B3LYP method) with respect to ones obtained with the BLYP atomic charges 

is 0.7 kcal mol−1 with the largest deviations in the range of 2–3 kcal mol−1 (RMSE = 3.0 

kcal mol−1 with respect to experimental reference values). For the molecules containing sul‐

fates and phosphates, which atomic charges were calculated with the alternative Hirshfeld-E 

method, a larger dependence on the electronic structure methods was observed. Considering 

the computational cost of the B3LYP functional (3 times larger than BLYP) and the 

increased RMSE value with respect to the experimental reference data, BLYP in 

combination with the employed basis set presents an attractive alternative for the calculation 

of a large number of molecules as performed in this study.

For all calculations the SPC/E water model was considered due to its better reproduction of 

liquid water properties and low computational cost related to only three interaction sites. 

Because hydration free energies also depend on the water model used in the molecular 

dynamics simulations, we tested the effect of changing the SPC/E water model to the TIP3P 

model, which was used previously in combination with the AM1-BCC charges in the 

FreeSolv database. In previous work, the TIP3P model was selected because it is often 

recommended for the AMBER and GAFF force fields. Our comparison of the hydration free 

energies with the two water models reveals a root mean square deviation of 0.56 kcal mol−1 

(RMSE(TIP3P model) = 2.6 kcal mol−1 with respect to experimental reference values). 

Therefore, the SPC/E model was considered for the rest of the study due to its better 

reproduction of the liquid water properties at the same computational cost.
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Figure 2B shows the results for semipolarized Hirshfeld-I charges, which is an alternative 

method based on linear response theory to account for polarization of the solute and similar 

to the implicitly polarized charge method (IPolQ) by Cerutti et al. (see Methods section). 

Instead of correcting the hydration free energy with a polarization energy, here the atomic 

charges are altered to account for polarization. Semipolarized atomic charges lead to 

relatively large errors and in most cases the hydration free energy is overestimated, which is 

reflected in the average error and other statistical descriptors shown in the inset. This is not 

surprising because the semipolarized charges rely on two main approximations: (i) only 

linear response effects are included and (ii) the distributed multipole expansion of induced 

density fluctuations is truncated after the atomic monopoles. In contrast, the polarization 

correction in Eq. (2) makes fewer approximations: non-linear effects are included and there 

is no truncation of the distributed multipole expansion.

Finally, Figure 2C shows hydration free energies calculated with atomic charges obtained 

from the MBIS partitioning method employing the BLYP/def2-TZVP electronic structure 

method and SMD solvation model and the post-hoc polarization correction of the free 

energies. When the hydration free energies of this charge set are compared to the Hirshfeld-I 

partitioning method in Figure 2A, an overall better correlation with the experimental values 

is observed, as evidenced by the statistical descriptors in the inset. A detailed error analysis 

for each charge set will be provided in the last section. For comparison, we added the results 

obtained with the AM1-BCC charges present in the FreeSolv database in Figure 2D.

In summary, of the three new charge sets analyzed (S-HI, semipolarized and S-MBIS) the S-

MBIS charges clearly reproduce the hydration free energies best with a performance 

comparable to the AM1-BCC charges. As shown in Figure 1, atomic charges computed in 

vacuum without polarization by the solvent lead to a very poor prediction of the hydration 

free energy. Semipolarized charges yield better results, but the improvement is limited. The 

use of Hirshfeld-I or MBIS charges from a polarized electron density and adding the 

polarization correction improves the correlation with experimental values considerably. 

Comparing the statistical descriptors of the S-MBIS charges to the AM1-BCC atomic 

charges we conclude that S-MBIS atomic charges present smaller average errors (0.29 vs 

0.79 kcal mol−1) with slightly larger values for the root mean square error (RMSE) and the 

absolute unsigned error (AUE). The difference in both Kendall τ and Pearson R correlation 

coefficients are small and lie almost in the error margin.

These statistical descriptors in Figure 2 are often used to validate the performance of a 

certain model; however, it is also interesting to analyze the number of molecules whose 

calculated hydration free energies are within the range of the experimental error. For the S-

MBIS atomic charges we found that this amounts to 23 % which equals the fraction of 

molecules for the AM1-BCC charges. Taking the other extreme, we then identified the 

molecules that had an error of more than five times the experimental error and displayed 

their structure in Figure 3. A comparison of the different molecules shows that most of them 

present phosphor or sulfur atoms and more than one functional group. Assuming that the 

functional groups contribute independently to the total absolute error, it is to be expected 

that solutes with many functional groups have a larger error. A detailed analysis of the error 
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per chemical element and functional group to rationalize these large deviations will be 

provided in the last section.

To analyze systematic deviations of the calculated hydration free energies we show in Figure 

4 the distribution of absolute errors (ΔGcalc — ΔGexp) for each atomic charge set. Both 

atomic charge sets employing the Hirshfeld-I charges (S-HI and semipolarized) present a 

broad distribution with systematic positive errors resulting from too positive calculated 

hydration free energies. This points to a deficiency of the Hirshfeld-I method and its derived 

atomic charges when used with force fields for free energy calculations. For the S-MBIS 

atomic charges a fast decaying normal distribution (D ‘Agostino and Pearson’s normality 

test p value = 3.76 × 10−5) is observed with a maximum slightly shifted from zero. For the 

AM1-BCC atomic charges also a normal distribution is observed (p = 2.15 × 10−7), which 

might originate from the parametrization of bond charge corrections added to AM1 atomic 

charges to match experimental hydration free energies mentioned in the original AM1-BCC 

reference (pages 1637–1638). The slightly larger shift of the maximum is mostly related to 

the SPC/E water model, as comparison with the calculated hydration free energies in the 

FreeSolv database using the TIP3P model reveals.

Finally, to see how well the new atomic charges perform, we compare our results with the 

MBIS partitioning including polarization correction directly to the previously published 

results (Figure 5) which used the AM1-BCC charges together with the TIP3P water model. 

The comparison shows that the S-MBIS atomic charges provide some improvements for the 

molecules with the most negative hydration free energies, which possess more than one 

hydroxyl group. For some of the more polar molecules the S-MBIS results underestimate 

compared to experiment, while AM1-BCC results were rather good. The S-MBIS hydration 

free energies of phosphor and sulfur containing molecules, with experimental values 

between −10 and −5 kcal mol−1, are considerably underestimated and will be discussed in 

the last section. If this group of molecules is removed from the data, the RMSE is 1.8 for the 

SMBIS atomic charges compared to 1.3 kcal mol−1 for the AM1-BCC ones in the FreeSolv 

database. When we calculate the hydration free energy with the same AM1-BCC atomic 

charges but SPC/E water model the RMSE increases to 1.7 kcal mol−1 (see Figure 2). One 

should put the good performance of the AM1-BCC charges in perspective: some of the 

bond-charge corrections (BCCs) in AM1-BCC were tuned to improve the reproduction of 

hydration free energies, while such empirical corrections are not present in the S-MBIS 

approach.

We also calculated the hydration free energies using the SMD solvation model that is used to 

obtain the polarized molecular electron density directly from the electronic structure 

calculations under the rigid rotor harmonic oscillator approximation including the zero-point 

energy correction using geometries optimized both in vacuum and with the solvation model 

(see Methods section). The obtained hydration free energies are shown in a parity plot in 

Figure S4 of the Supporting Information. The calculated hydration free energies present 

statistical descriptors which lie in between the values of the S-MBIS and the AM1-BCC 

atomic charges (Average error = 0.12, RMSE = 1.84, AUE 1.34 kcal mol−1) but a 

considerably worse value of Pearson R (R=0.88) and Kendall τ (τ =0.69) in addition to some 

outliers which structure is provided in Figure S5 of the Supporting Information. The good 
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performance of the SMD model may be biased: most of the parameters for the non-

electrostatic contribution to the hydration free energy in the SMD solvation model were 

parameterized using experimental hydration free energies for similar or the same 

compounds. The molecules for which we observe a significant deviation present nitro 

functional groups, various halogen atoms or phosphate or thiophosphate esters (see Figure 

S6 Supporting Information). A possible explanation could be that the identified outliers were 

not present or underrepresented in the SMD training set.

Molecular Dipole Moments in Solution Obtained from the Different Atomic Charge Sets

Our primary validation of our partial atomic charges relies on hydration free energies, but 

we also examined how well our charge sets reproduce molecular dipole moments. To a first 

approximation, the atomic charges should reproduce the magnitude of the static molecular 

dipole moment of the solute in the minimum structure in their molecular environment. Since 

the atomic charges will be used in condensed phase simulations and experimental data on 

the molecular dipole moment in aqueous solution is not available, we used the magnitude of 

the molecular dipole moment of the solute in aqueous solution calculated directly from the 

molecular electron density at the BLYP/def2-TZVP level with the implicit SMD model as 

our reference. In principle, the S-HI and S-MBIS charges are derived from the same electron 

density and therefore should reproduce the molecular dipole moment. As shown in Figure 

6A, S-HI charges show a good correlation for small values but a systematic underestimation 

is observed for larger values of the molecular dipole moment as evidenced by the negative 

value of the average error. The S-MBIS atomic charges present a much better correlation as 

shown in Figure 6C with some outliers whose Lewis structure is shown in Figure 7. The 

outliers are large molecular structures with various functional groups containing chlorine, 

sulfur and phosphor atoms. In the Hirshfeld-I and MBIS partitioning methods, point charges 

only describe the leading monopole term in the atomic multipole expansion and atomic 

dipole contributions to the molecular dipole moment are neglected. One possible explanation 

for the deviation of larger molecules is the increased number of atoms whose dipole moment 

is neglected and may therefore exhibit larger error in Figures 6A and 6C. This already 

explains why the outliers are large molecules. The outliers also contain functional groups for 

which large atomic dipoles should be expected, e.g. due to the σ−hole in heavier halogens or 

due to polar groups such as sulphates and phosphates. In principle, off-center charges or 

atom-centered multipoles can improve the representation of electron density around the 

atom but they result in a larger computational cost of the force field.

Semipolarized Hirshfeld-I charges are not intended to reproduce dipole moments of solvated 

molecules. Instead they contain deviations from the equilibrium charge distribution to 

account for the polarization energy. This is clearly visible in Figure 6B and from the 

statistical descriptors in the inset. These atomic charges systematically underestimate the 

dipole moment, which is expected since only half of the difference to the fully polarized 

atomic charges is added. Interestingly, in some cases very large deviations in the dipole 

moments are observed (molecules 1, 2, and 3 in Figure 7B). For molecule 1 and 2 the 

partitioning method and the limitations of atomic charges discussed above may contribute 

considerably to the observed deviation since these two outliers are also present in Figure 6A 

of the S-HI atomic charges.
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Finally, in Figure 6D, we also compare dipole moments of the AM1-BCC charges with those 

obtained from electronic structure calculations with implicit solvation. This may seem to be 

an unfair comparison because the AM1-BCC charges are derived from the AM1 

Hamiltonian in vacuum. However, the bond charge corrections are added to account for the 

polarization of the molecules in water and to reproduce the values obtained with the RESP 

method at the HF/6–31G(d) level of theory. Some additional corrections were then 

introduced to reproduce the hydration free energies. As evidenced from the statistical 

descriptors in Figure 6D, these atomic charges show a systematic underestimation of the 

dipole moments with some pronounced outliers and larger scatter. The poor correlation 

might be related to bond-charge corrections (BCCs), which were directly fitted to reproduce 

hydration free energies without ensuring a reasonable dipole moment.

One has to note at this point that the reference molecular dipole moment obtained with the 

BLYP functional is known to produce small dipole moments in vacuum. This deficiency of 

the BLYP functional is partially corrected for by the computationally more demanding 

B3LYP functional. Calculating the dipole moments with the B3LYP functional would 

increase the magnitude of the reference values resulting in even larger deviations for the 

AM1-BCC charges. However, for the other three atomic charge sets (S-HI, semipolarized 

and S-MBIS) the conclusions will be similar since their atomic charges would be derived 

from the more polarized B3LYP molecular electron density leading to larger dipole 

moments.

In summary, one can conclude that the magnitude of the static molecular dipole moments of 

the minimum solute structure calculated with electronic structure calculations and the SMD 

solvation model are best reproduced by the S-MBIS charges followed by the S-HI charges 

with some systematic deviations. Semipolarized Hirshfeld-I charges in some cases and the 

AM1-BCC charges have particularly poor agreement with ab-initio molecular dipole 

moments. The obtained conclusions for the MBIS and Hirshfeld-I partitioning method agree 

well with earlier results using the MBIS charges in vacuum by Verstraelen et al. In fairness, 

neither AM1-BCC nor semipolarized Hirshfeld-I charges should necessarily reproduce 

dipole moments particularly well, since they are not designed to do so and might predict 

hydration free energies reasonably well without yielding accurate dipole moments.

Hydration free energies for varying functional groups

The analysis so far took the whole database into account without examining trends with 

respect to specific functional groups which are key in driving solvation behavior, so we 

divided the dataset into functional group categories and analyzed subsets. Some molecules 

present more than one kind of functional group and the assignment is not unambiguous. For 

this analysis, only the S-MBIS atomic charge set was considered since this performs best; 

for the other atomic charge sets the results are summarized in Figure S6-S8 in the 

Supporting Information.

Figure 8 shows the calculated hydration free energies for molecules containing at least one 

carbonyl, amine, ether or one hydroxyl group and the aliphatics, aromatics, and hetero-

cycles in the top three parity plots. At the bottom the nitro and carbonitrile groups are shown 

followed by halogen-containing compounds and molecules with sulfur or phosphor atoms. 
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For ketones and aldehydes, most of the hydration free energies have errors with magnitudes 

less than 2 kcal mol−1. The identified outliers 1,2, and 3 (see Figure 9) present more than 

one functional group, or amine groups as in molecule 1. For molecule 3, a competition 

between an intramolecular hydrogen bond and a hydrogen bond to the surrounding water 

molecules is expected. The implicit solvation model used in this study to derive the atomic 

charges does not account for this competition. Therefore, an approach which includes the 

explicit description of the water molecules in the derivation of the atomic charges and a 

proper sampling of the relevant conformations would be needed. Recently one of us 

proposed a method, which replaces the atomic charges of the solute during molecular 

dynamics simulations by charges derived from QM/MM calculations in explicit solvent after 

a fixed number of steps until a constant value of the atomic charges is reached., We plan to 

use this method in a future study on molecules with intramolecular hydrogen bonds and 

larger conformational flexibility to test, if better agreement with the experimental hydration 

free energies can be reached.

As shown in Figure 8 for carboxylic acid esters and amides systematically more negative 

hydration free energies are obtained, which explains outlier 2 where the error of the three 

ester functional groups might sum up. For the alcohols, the largest deviations are observed 

when more than three functional groups are present (molecules 4, 5 and 6), which suggests 

that each functional group contributes to the error, resulting in a large total deviation. Also 

for these molecules, the competition between intra- and intermolecular hydrogen bonds,

plays a major role and may alter the stability of the various different conformations in 

aqueous solution. In the amines, molecules 7 and 8, which are tertiary amines, present the 

largest deviation together with molecule 9, which also contains a nitro group bound to a 

benzene ring. This nitro group together with the amine group in para position forms a 

conjugated π electron system, which might not be well described with atom-centered fixed 

atomic charges. The same molecule was also identified to be problematic using the AM1-

BCC atomic charges. In the amine group, molecule 10 also possesses a large deviation from 

the experimental value probably due to the addition of the errors associated with the tertiary 

amine, the amide group and the heterocycle with two nitrogen atoms, which provides an 

additional error to the free energy as will be shown below. The hydration free energies of 

compounds containing ether functional groups are all well reproduced.

Calculated hydration free energies of aliphatics and aromatics lie mostly within the 2 kcal 

mol−1 error band with outlier 13 being a molecule with an urea group, which may contribute 

to the deviation due to the two nitrogen atoms. In the heterocycles, pronounced deviations 

are observed in the molecules 11, 12 and 14, which contain more than one nitrogen atom in 

the heterocyle. For molecules containing a nitro or carbonitrile functional group, S-MBIS 

atomic charges provide accurate free energies — more accurate than the values reported 

with AM1-BCC charges. Halogen-containing molecules are closer to the experimental 

values for fluorine, with outlier 16 being a compound with two amine groups, which might 

contribute to the absolute error. Chlorine containing molecules in general present larger 

deviations, which might also stem from other functional groups and the presence of multiple 

chlorine atoms in the molecule. Among the bromine-containing compounds, the most 

pronounced outlier is 15, which also has a heterocycle with two nitrogens, known to cause 

large errors. In the last parity plot, we show the calculated hydration free energies for the 
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sulfur and phosphor containing compounds. The correlation with experimental hydration 

free energies is better for sulfur containing compounds if the hetero-atom is bonded to 

carbon atoms. The largest deviation corresponds to molecules with sulfonyl or sulfonate and 

phosphonate groups. In these groups, atomic partial charges are relatively large in absolute 

value due to the high oxidation state of the sulfur or phosphor atom. With such pronounced 

charge distributions, electrostatic interactions between atomic charges and atomic dipoles 

also become important, which are neglected in any force-field using a point-charge model. It 

is therefore not surprising that these pronounced charge distribution systematically lead to 

larger errors on the hydration free energy. One may bias charges in these groups (or the van 

der Waals parameters) to compensate for the absence of atomic dipoles in the force field but 

it is not clear how this can be done systematically.

This general analysis already qualitatively identifies some functional groups with larger 

deviations, such as sulfonates, phosphonates, amines and heterocycles with two nitrogen 

atoms or amines. However, a quantitative analysis is not possible with the classification by 

functional group, since one molecule might also present multiple groups contributing to the 

absolute error. To quantify the error due to each functional group or even due to each 

element in a solute, we developed a statistical model. This model counts features (functional 

groups or elements) in each solute and it assumes the total error between computation and 

experiment is a sum of independent normal errors due to (i) features present in the solute, 

(ii) an uncertainty due to general model errors (e.g. in the solvent), (iii) the fixed 

experimental measurement error and (iv) the statistical error from the free energy 

calculation. The mean and variance of the uncertainty associated with each feature and the 

general error were fitted to the differences between the S-MBIS and experimental hydration 

free energies.

The optimal parameters (averaged over 100 bootstrapping iterations) are given in Tables 2 

and 3, using functional groups and chemical elements as feature sets, respectively. Table 4 

shows some key statistics of the error between S-MBIS predictions and experimental 

hydration free energies at three stages: (i) prior to applying any correction, (ii) after 

correcting for systematic errors with Eq. (8) and (iii) after dividing by the predicted random 

error with Eq. (9). After correcting for systematic errors, the mean error almost vanishes and 

the standard deviation is reduced, which means the error model captures a part of the 

systematic error made by the free energy simulations. Even though the error model is 

primarily meant to estimate the risk that a free energy simulation is unreliable, it can also be 

useful as a simple correction. After dividing deviations between corrected predictions and 

experiment by the predicted error for each molecule, one obtains normalized residuals. The 

normalized residuals closely resemble samples from a standard normal distribution (mean 

zero and standard deviation one). This is further confirmed by QQ plots in Figure 10, which 

show the deviation between real errors and the errors one would get if they were distributed 

normally with the same variance and mean. The uncorrected error shows visible deviations 

from normality, while the normalized residuals are closer to a normal distribution, especially 

when chemical elements are used as features. This confirms a key assumption of the error 

model, namely that the errors between theory and experiment are normally distributed, yet 

with a different mean and variance for each molecule. There are only a few outliers that 

cannot be explained well by the error model, which are visible as deviations from the parity 
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line in Figures 10b and 10c (representative structures are shown in Figure S10 of the 

Supporting Information). However, for most molecules, the error estimate, both μtot, j and 

σtot, j,, are consistent with the data. For any new molecule, similar to the ones in FreeSolv, 

these estimates will give a priori a useful judgement of the reliability of the hydration free 

energy calculation.

Some systematic errors in Tables 2 and 3 are relatively big but can compensate each other to 

large extent when multiple functional groups are present in one molecule. This is clear in 

Figure 11, which contains plots of the predicted systematic and random error for each 

molecule, see Eqs. (8) and (9), against the actual residual. The systematic error 

underestimates the residual, especially when the residual is large. Due to this compensation 

of systematic error contributions, we should be careful with their interpretation. 

Nevertheless, it is clear that the hydration free energy of phosphorus-containing molecules is 

systematically underestimated, hinting at too strong electrostatic or van der Waals 

interactions with the solvent in the force-field model. A similar problem is also observed for 

esters and amides and to lesser extent also for ketones, aldehydes, nitro groups and nitriles. 

Secondary and tertiary amines cause large positive systematic errors. The random errors 

cannot cancel each other out and are therefore easier to interpret. It is clear that predictions 

for solutes with sulfur, heterocycles or phosphor are the most problematic, followed by 

tertiary amines, amides and secondary amines. The error model based on elemental features 

sketches a similar picture, the presence of nitrogen, sulfur, oxygen and phosphor may lead to 

large errors. This analysis is consistent with the analysis of outliers in Figure 8 but it 

provides more detailed insight into functional groups whose force-field parameters may 

need to be refined.

To verify that all results for the error model (tables 2, 3 and 4) are not affected by overfitting, 

we have repeated the parameter estimation (for both feature sets) with a training set 

containing only 75% of the data and then tested the performance of the model on the 

remaining 25%. This 75% training set was constructed such that all features are sufficiently 

present. For example, if no sulfurs would be present in the 75% training set, one should not 

expect the error model to work at all for sulfur-containing molecules. The parameters are 

shown in Tables S1 and S2 in the Supporting information and they exhibit only minor 

deviations from the parameters fitted to all the data: in total, only 11 out of 60 parameters 

differ by more than 0.2 kcal/mol. The performance statistics for the training and test sets, 

comparable to Table 4, are shown in Table S3 in the Supporting information. These results 

show that the error model performs almost equally on the training and the test sets, 

especially when using chemical elements as features. One can therefore conclude that the 

parameters fitted to the complete data in tables 2 and 3 are capable of predicting systematic 

and random errors for new molecules that are similar to the ones in FreeSolv.

Conclusions and outlook

Hydration free energies were calculated for different sets of atomic charges in combination 

with the GAFF force field parameters. Accurate hydration free energies were obtained (i) if 

charges were derived from BLYP electron densities polarized with the SMD implicit solvent 
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model and (ii) if the energy needed to polarize the BLYP density is included in the free 

energy cycle. Predictions obtained with semipolarized charges, a method to account for 

polarization effects in a non-polarizable force field, were not satisfactory. Of the two new 

charge sets considered, both based on atoms-in-molecules methods, the MBIS set is found to 

result in hydration free energies closest to the experimental reference values with a 

comparable performance as the AM1-BCC atomic charges. A statistical error model 

identified phosphorus-containing compounds with the largest deviation together with 

molecules containing functional groups as ester, amides and amines.

The error model can also be used in the future to anticipate errors in calculated hydration 

free energies of new molecules, if they contain only functional groups or chemical elements 

that are prevalent in the FreeSolv database. Due to its simple structure, the error model does 

not account for correlations between two features in a molecule, but is nevertheless 

surprisingly successful. This means simple improvements by refining parameters of 

individual atom types should be feasible. Polar groups, such as sulfonates and phosphates, 

are obvious candidates for future improvement of the electrostatic term in the force field. 

Some of the observed systematic errors may also stem from the GAFF Lennard-Jones 

parameters.

For some molecules the competition of intra-molecular and inter-molecular solute solvent 

hydrogen bonds becomes important, which is poorly described in implicit solvent models, 

used in this work. We will address this in a future study by including an explicit description 

of the solvent in the charge derivation method. Finally, in this work we only tested new 

methods to assign atomic charges. Obviously, refined Lennard-Jones parameters could 

further improve the reproduction of experimental hydration free energies. The GAFF 

Lennard-Jones parameters were originally taken from the Amber99 force field. In Amber99, 

these parameters were either adjusted to reproduce liquid properties of alkanes in 

combination with RESP charges or were taken from the OPLS force field with some 

adjustments. Given their historical origin, we expect the Lennard-Jones parameters, and then 

also torsional parameters, can still be refined in combination with MBIS charges in the 

future.
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Figure 1: 
Parity plot of calculated vs experimental hydration free energies for all FreeSolv molecules 

considered, using the GAFF force field and the atomic charges obtained from the Hirshfeld-I 

partitioning method of the BLYP/def2-TZVP molecular electron density in vacuum (The 

inset shows the result of error analysis: root mean square error (RMS), absolute unsigned 

error (AUE), Kendall tau and the Pearson R correlation coefficient for each charge set. 

Uncertainties were computed via bootstrapping as described elsewhere.,,)
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Figure 2: 
Parity plot of calculated vs experimental hydration free energies for all FreeSolv molecules 

considered, using the GAFF force field and different methods to obtain atomic charges. (A) 

BLYP/def2-TZVP electronic structure method with SMD solvation model and Hirshfeld-I 

partitioning method adding the polarization correction to the free energy; (B) same 

electronic structure method with the semipolarized charges without applying any 

polarization correction; (C) same electronic structure method and SMD solvation model but 

using the Minimal Basis Iterative Stockholder (MBIS) partitioning correcting the transfer 

free energies for polarization and (D) using AM1-BCC atom charges in FreeSolv. 

Uncertainties were computed via bootstrapping as described elsewhere,,
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Figure 3: 
Molecules which present a deviation of the calculated hydration free energy with the S-

MBIS charges from the experimental value which is larger than five times the experimental 

error.
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Figure 4: 
Distribution of the absolute errors to the experimental value in the hydration free energies 

obtained with the S-HI charges (A), the semipolarized charges HI charges (B), the S-MBIS 

charges (C), and the AM1-BCC charges (D).
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Figure 5: 
Hydration free energies for all molecules of the FreeSolv Database obtained with the GAFF 

force field and the MBIS charges including the SMD solvent model in the electronic 

structure calculation (BLYP/def2-TZVP level) with the polarization correction (blue stars), 

and the hydration free energies with the same force field using the AM1-BCC atomic 

charges vs the experimental reference.
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Figure 6: 
Magnitude of the dipole moments of the molecules in the FreeSolv database calculated at 

the optimized geometry (BLYP/TZVP level with SMD solvent model) directly with the QM 

method vs the dipole moments resulting from the atomic charges obtained with the 

Hirshfeld-I (A) or the MBIS partitioning method (C) from the same electron density, the 

semipolarized charges with the Hirshfeld-I method (B) and the AM1-BCC atomic charges 

(D). The arrows identify outliers with structures shown in Figure 7.
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Figure 7: 
Molecules labeled in Figure 6 which present a large deviation of their molecular dipole 

moment calculated with different atomic charges.

Riquelme et al. Page 32

J Chem Inf Model. Author manuscript; available in PMC 2018 October 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 8: 
Hydration free energies separated by functional groups in the FreeSolv database obtained 

with S-MBIS atomic charges. Outliers (numbers) are shown in Figure 9.
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Figure 9: 
Molecules identified as outliers in Figure 8.
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Figure 10: 
Quantile-quantile plots of the error between S-MBIS and experimental hydration free 

energies: (a) uncorrected errors, (b) normalized errors using the error model based on 

functional groups and (c) normalized errors using the error model based on chemical 

elements. The sorted errors in each case are plotted against the corresponding quantile of 

normally distributed errors with the same mean and variance.
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Figure 11: 
The error predicted by the error model versus the actual error between the S-MBIS and 

experimental hydration free energy. Two variants of the error model were used, one based on 

(a) functional groups and (b) one on chemical elements. The systematic error is plotted with 

a black cross and the random error is represented by a blue vertical error bar.
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Table 1:

Features used by the error model and their total occurrences (over the entire FreeSolv database). The first 

column shows in which feature set each feature is used: G=functional groups, E=chemical elements.

Set Feature Total

G ketone 41

G aldehyde 24

G hydroxy 109

G ester 58

G ether 81

G prim, amine 31

G sec. amine 20

G tert. amine 17

G amide 12

G nitro 31

G nitrate 14

G nitrile 12

G aromatic 320

G heterocycle 87

E hydrogen 5772

E carbon 3991

E nitrogen 230

E oxygen 624

E G fluorine 99

E G chlorine 304

E G bromine 30

E G phosphorus 15

E G sulfur 51
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Table 2:

Predictive error model parameters for the errors between S-MBIS calculations and experimental hydration free 

energies, using functional groups as features. All values are in kcal/mol. μi represent systematic errors, where 

negative values indicate that theoretical predications underestimate the experimental hydration free energy. σi

is the spread on random deviations, not transferable between different molecules.

Feature μi σi

general 0.58 0.28

ketone −1.17 1.02

aldehyde −1.40 1.36

hydroxy 0.01 0.48

ester −2.19 0.16

ether 0.50 0.50

prim. amine 0.63 0.73

sec. amine 1.48 1.12

tert. amine 1.49 1.73

amide −2.00 1.24

nitro −1.70 1.03

nitrate −0.86 0.18

nitrile −1.49 0.47

aromatic 0.17 0.41

heterocycle −0.14 2.30

fluorine −0.02 0.07

chlorine 0.30 0.41

bromine 0.04 0.27

sulfur −0.28 2.56

phosphorus −4.97 1.81
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Table 3:

Predictive error model parameters for the errors between S-MBIS calculations and experimental hydration free 

energies, using chemical elements as features. All values are in kcal/mol. μi represent systematic errors, where 

negative values indicate that theoretical predications underestimate the experimental hydration free energy. σi

is the spread on random deviation, not transferable between different molecules.

Feature μi σi

general 0.63 0.21

hydrogen −0.03 0.02

carbon 0.07 0.04

nitrogen 0.17 1.57

oxygen −0.59 1.05

fluorine −0.06 0.09

chlorine 0.27 0.43

bromine 0.03 0.33

sulfur 0.38 1.14

phosphor −2.98 0.65
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Table 4:

Average and standard deviation on the error between S-MBIS predictions and ex perimental hydration free 

energies (i) without corrections, (ii) after correcting for systematic errors and (iii) after dividing by the 

predicted uncertainty.

Functional groups Chemical elements

(i) E[Δtot,j] [kcal/mol] 0.29 0.29

STD[Δtot,j] [kcal/mol] 1.99 1.99

(ii) E[Δtot,j − μ j] [kcal/mol] −0.03 −0.01

STD[Δtot,j − μ j] [kcal/mol] 1.56 1.67

(iii) E[(Δtot,j − μ j)/σ j] [1] −0.01 0.02

STD[(Δtot,j − μ j)/σ j] [1] 0.96 0.93
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