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2Department of Chemistry, University of California, Berkeley, CA 94720, USA

3Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
4Kavli Energy NanoScience Institute, Berkeley, California 94720, USA

Abstract
We propose a framework for describing the dynamics associated with the adsorption of small molecules to liquid-vapor

interfaces, using an intermediate resolution between traditional continuum theories that are bereft of molecular detail and
molecular dynamics simulations that are replete with them. In particular, we develop an effective single particle equation
of motion capable of describing the physical processes that determine thermal and mass accommodation probabilities. The
effective equation is parameterized with quantities that vary through space away from the liquid-vapor interface. Of particular
importance in describing the early time dynamics is the spatially dependent friction, for which we propose a numerical scheme
to evaluate from molecular simulation. Taken together with potentials of mean force computable with importance sampling
methods, we illustrate how to compute the mass accommodation coefficient and residence time distribution. Throughout, we
highlight the case of ozone adsorption in aqueous solutions and its dependence on electrolyte composition.

I. INTRODUCTION

A statistical mechanical description of mass transport
near liquid-vapor interfaces requires a detailed under-
standing of an environment that varies in physical and
chemical properties over nanometer lengthscales.1–5 An
extended interface breaks translational symmetry and
imposes a spatial dependence to molecular properties,
altering the character of fluctuations in a way not eas-
ily anticipated.6–8 Molecular dynamics simulations are
capable of representing the emergent molecular proper-
ties at liquid-vapor interfaces, and have provided signif-
icant insight into the variation of density and reactivity
near them.9–13 Translating this insight into an under-
standing of experimental measurements of gas accom-
modation, however, is hampered by the wide range of
timescales associated with the physical and chemical pro-
cesses that determine it, precluding its study by straight-
forward simulation.14–17 We propose a reduced descrip-
tion of the molecular dynamics that affect gas adsorption
by postulating and parameterizing an effective stochastic
equation for the motion of a gas molecule in the vicin-
ity of an interface. By developing a means of extracting
the frictional forces that oppose small molecule motion
from molecular dynamics simulations and using existing
methods to extract the potential of mean force, we arrive
at a description intermediate between phenomenological
continuum equations and detailed molecular simulations.
Using this description, we examine the dynamics of ozone
at an air-water interface following its adsorption.

The examination of gas uptake phenomena has been
traditionally carried out with the so-called “resistor
model”.18–20 The resistor model is a set of phenomeno-
logical continuum equations that decouples the factors
influencing liquid-gas interactions and allows one to cal-
culate overall uptake probabilities and the transformative
gas-liquid collision rate with analytical expressions using
an analogy to electrical resistance. These models are suc-
cessful in limiting cases when molecular details can be
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ignored,18,21–24 as when bulk properties dictate the ob-
servable behavior. When applicable, the simplified forms
of the resistor model provide compact expressions for the
composition and thermodynamic state dependence of gas
uptake. However, as they are phenomenological, the re-
sistor model is not systematically improvable, and direct
comparisons between experiments and simulations are
complicated.25 Explicit molecular dynamics simulations
have been applied to the prediction of gas uptake.26–30

Thermal and mass accommodation probabilities can be
computed with detailed molecular models, as can solu-
bilities, though these calculations are expensive. Similar
studies have consider the mass transfer through the inter-
faces of binary mixtures.31–33 Typically a resistor model
framework is still used to transform these molecular cal-
culations into a prediction of gas uptake.

We aim to unify the molecular details of explicit clas-
sical molecular dynamics simulation with the simplic-
ity of the resistor model by developing a simple effec-
tive equation of motion for a gas molecule as it absorbs
into a liquid. To do this, we employ a single particle
Fokker-Planck equation34 for the center of mass posi-
tion of a gas molecule relative to the liquid-vapor in-
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terface, generated from integrating out its intramolecu-
lar degrees of freedom and those of the surrounding so-
lution. Since the liquid-vapor interface breaks symme-
try, to properly describe the gas molecule’s dynamics we
need to evaluate the position-dependent mean force and
friction acting on the incoming particle. Standard free
energy calculations35,36 can be used with molecular dy-
namics simulations to extract the potential of mean force.
State-dependent friction has been considered in many in-
stances, and some methods exist to extract its functional
forms from simulation.37–42 However, these methods typ-
ically work only in the condensed phase where the dy-
namics of the system are overdamped,43,44 which is not
applicable for a molecule in the gas phase. Here, we
present an iterative method to obtain a spatially depen-
dent friction near the liquid-vapor interface and use it
within our reduced dynamical description.

Throughout, we use ozone at an air-water interface as
an illustrative example of our framework. In particular,
motivated by recent experimental observations we con-
sider the effect of electrolyte composition in the liquid
phase to the adsorption process.45–47 The reactivity of
ozone with iodide in aerosols at the marine boundary
layer is of paramount importance in atmospheric chem-
istry.48–51 A major fraction of overall ozone deposition
from the marine boundary layer and emission of halogen
gasses come from the reaction between the iodide and
ozone.52 Understanding how desorption, solvation, and
adsorption are coupled together in this system are impor-
tant questions for atmospheric chemistry and subjects of
active research. While we used ozone at the air-water
interface as a model system, our approach is general and
applicable to any liquid-vapor interface and solute.

II. COARSE-GRAINED DYNAMICS

We aim to describe the dynamics of a small molecule
initially in the gas phase, impinging upon a liquid-vapor
interface, and subsequently either desorbing back into
the vapor phase or solvating into the liquid. The level of
description we choose to adopt is that intermediate be-
tween the full atomic resolution of molecular dynamics
simulations and the macroscopic continuum equations of
mass transport. In particular, we propose an effective
equation of motion for the center of mass position and
velocity of the small molecule. If the plane of the average
liquid-vapor interface is oriented perpendicular to the z
axis, as illustrated in Fig. 1, then absent other sources of
heterogeneity, there is translational symmetry in those
directions, so it is sufficient to describe motion only in z.
As we will consider only the motion of the small molecule
center of mass, implicitly integrating out its internal de-
grees of freedom and those from constituents making up
the liquid and vapor phases, our description is necessarily
a statistical one.34 Thus we aim to describe the probabil-
ity, p(z, v, t), of finding the small molecule at position z
with velocity v at time t. Under additional assumptions

that the solution is dilute, that the flux of gas particles
onto the liquid interface is small, and that the resultant
dynamics of the small molecule are Markovian, its distri-
bution will satisfy a Fokker-Planck equation of the form,

∂p

∂t
=− v

∂p

∂z
+

∂

∂v

[
∂zF (z)

m
+ γ(z)v

]
p+

kBTγ(z)

m

∂2p

∂v2
,

(1)

where F (z) is the potential of mean force, and γ(z) is
the friction coefficient weighted by the molecule’s mass
m. The Markovian assumption requires we assume that
the internal motions are fast relative to translational mo-
tion through the fluids and the dilute solution assump-
tion that we ignore correlations between particles. We
assume that the system is kept at constant temperature
T , and kB is Boltzmann’s constant. The spatial symme-
try breaking imposed by the extended liquid-vapor inter-
face means that in general the friction and mean force
are functions of the coordinate, z. However, away from
the interface, into either the liquid or vapor, both func-
tions should approach constant values as the fluids regain
local translational invariance. The distance over which
the functions vary is reflective of correlations between
molecules at the interface and those away from it. Apart
from systems at critical points, it is expected that both
F (z) and γ(z) decay to constants within a few molecular
diameters of the interface.

Equation 1 encodes the framework we will use to con-
nect the detailed description afforded by explicit molecu-
lar simulation, to a reduced description amenable to sim-
plified numerical analysis and generalization. Traditional
continuum model approaches can be recovered from this
equation under additional assumptions of rapid velocity
relaxation, rending the equation overdamped, and piece-
wise constant forms for F (z) and γ(z). In principle both
F (z) and γ(z) can be inferred from experiment, but here
they will be inferred directly from molecular dynamics
simulations.

III. MODEL OF O3 AT AN AIR-WATER INTER-
FACE

We adopted a polarizable classical force field for the
molecular dynamics simulations of the air-water inter-
face. A water slab with two air-water interfaces was
used to represent an aqueous droplet containing 768 wa-
ter molecules at 300 K in a box of size 24.8 × 24.8 ×
111.8 Å3 where the larger dimension, denoted as the z-
axis, is perpendicular to the interface. Periodic bound-
ary conditions were applied in all directions. Water, ions
and ozone were simulated with a polarizable force field in
conjunction with SWM4-NDP53 as the water model. We
employed rigid body dynamics for the water and ozone
molecules following Ref. 54 in order to use a time step of
1 fs. The non-bonded pair interactions were computed
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FIG. 1. A snapshot of the molecular simulation where an
ozone molecule is near the air-water interface. The larger
three atom molecule (red for the end oxygens and blue for
the central oxygen) is the ozone molecule near the interface.
The yellow, purple, and cyan particles are sodium, iodide, and
bromide ions, respectively. The interface is perpendicular to
the z-axis.

with a Lennard-Jones potential

ULJ =
∑
i,j

4ϵij

[(
σij

rij

)12

−
(
σij

rij

)6
]
, (2)

where rij is the distance between atoms i and j, while σij

and ϵij are Lennard-Jones parameters. Table I summa-
rizes these parameters along with polarizability for the
atoms. A Lorentz-Berthelot mixing rule was used where
σij = (σii + σjj)/2 and ϵij =

√
ϵiiϵjj . A Drude oscillator

model was used to replicate polarization in the simula-
tion.55,56 A spring constant, kD of 1000 kcal/mol/Å2 was
set for all Drude oscillators in the system and a charge qD
was choose so that the Drude particle produced the cor-
rect polarizability, qD = −

√
αkD.

57 Polarizable models
were used in order to describe the interface and specific
solute absorption that is otherwise difficult at extended
aqueous interfaces.

An extended Lagrangian dynamics, with velocity-
Verlet59 time integration scheme, was used in which
a small mass and kinetic energy are attributed to the
Drude particles. The amplitude of the Drude oscillator
was controlled with a low temperature thermostat (1 K)
acting in the local center-of-mass frame of each atom-
Drude pair.57 Thole damping60 was used to modulate the
electrostatic interaction between particles and induced
dipoles. The atom-specific Thole factors introduced in
this model provide fine-tuning of near-field electrostat-
ics. A particle-particle-particle-mesh method61 was used
for the long range Coulomb interactions with a target
relative error of 10−5. The force field was symmetrized
with the procedure outlined by Dodin and Geissler.62 The
Lennard-Jones interactions were truncated and shifted at
a distance of 12 Å. The systems we have studied in this
manuscript include O3 in pure water, and two different
electrolyte solutions one with 0.28 M NaI and one with

Species Atom ϵ(kcal/mol) σ(Å) α(Å3)

H2O
H 0.0000 0.0000 0.0000

O 0.2109 3.1839 0.9783

O3
Ocenter 0.1560 3.2037 0.9500

Oside 0.1560 3.2037 0.9500

Na+ Na 0.1000 2.2718 0.2400

Cl− Cl 0.1000 4.3387 3.6900

I− I 0.1000 5.1245 6.9200

TABLE I. The force field parameters used in MD simulation.
The fifth column (α) represent the polarizability. The water
force field parameters and geometry are taken from Ref. 53,
ozone force field from Ref. 26 and the alkali halide force field
from Ref. 58. For ozone molecule, req(Ocenter-Oside)=1.28 Å
and θeq=116.7◦. The charge on the central O atom in ozone
molecule is +0.19|e| and the charge on the side O atoms are
−0.095|e|, where e is the charge of an electron.

0.28 M NaI and 0.84 M NaCl. All systems were studied
at 300 K.

IV. POTENTIAL OF MEAN FORCE

A quantity that enters into Eq. 1 is the potential
of mean force, F (z). The potential of mean force, or
equivalently the free energy change to reversibly move
a particle from one position to another, is equal to the
probability of finding that particle within an equilibrium
ensemble. Thus, F (z) is computable as

F (z) = −kBT ln⟨δ(z − z0)⟩+ F0, (3)

where the angular bracket indicates a canonical average
over the Dirac delta function for the center of mass co-
ordinate of ozone, z0. The added constant, F0, is a ref-
erence free energy that we will set to 0 in the gas phase.
The free energy for transferring one ozone molecule
through the air-water interface for the different aqueous
solutions can be computed within our molecular dynam-
ics simulations using umbrella sampling.63 In all simula-
tions, a harmonic potential of the form kz(z0 − z̄)2/2 is
added to the system with kz = 4 kcal/mol/Å2 being the
spring constant of the bias centered at z̄. The center of
mass of ozone is computed relative to the center of mass
of the water slab. A total of 71 simulations with different
z̄ values ranging from −35 Å to 35 Å equally spaced at
an interval of 1 Å were used. The slab geometries were
equilibrated for 1 ns followed by a production run for
15 ns. All statistical properties are evaluated from the
final production run and averaged over all independent
simulations.

The different simulations are used together with the
weighted histogram analysis method64 to construct the
free energy profiles. These are displayed in Fig. 2. The
minima near the interface suggest the interface to be a
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thermodynamically favorable place for ozone molecules.
The free energy plateaus far from the interface that
sets a width for interfacial region of around 10 Å. The
solvation free energy (∆Fsolv), defined as the plateau
value for ozone in liquid, for the pure water system of
0.86 kcal/mol agrees nicely with experimental value of
0.84± 0.07 kcal/mol,26 which determines the dimension-
less Henry’s law constant (exp[−∆Fsolv/kBT ] = 0.236).
These results are similar to free energy calculation results
from other molecular dynamics simulations.26,65,66 The
depth in the potential minima decreases slightly with ad-
dition of salts and the solvation energy increases, both of
which are consistent with experimental observations.67–69

The destabilization at the interface in electrolyte solu-
tions, compared to pure water system, is a consequence of
iodide’s strong preference for the interface. The propen-
sity of iodide for the interface has been proposed to orig-
inate from an interplay between dielectric response and
competing forces of solvation due to volume exclusion
and dielectric polarization.70–73

V. POSITION DEPENDENT FRICTION

The friction of ozone strongly depends on its posi-
tion relative to the air-water interface. Asymptotically,
its diffusion constant, given by the Einstein relation
D = kBT/mγ, in bulk liquid is approximately 4 orders
of magnitude smaller than in the gas phase,74 so γ(z)
must interpolate between these two limits over the molec-
ular width of the liquid-vapor interface. While in homo-
geneous fluids the Einstein relation can be used to ex-
tract the friction, these are not possible to use to extract
its spatial dependence. Generalized Green-Kubo expres-
sions have been developed to compute spatial-dependent
mobilities and diffusivities in confined fluids,75–77 that
could work in principle to extract γ(z), however the cal-
culation of such correlation functions in the gas phase is
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FIG. 2. The free energy profiles for moving an ozone molecule
through a variety electrolyte solutions. The shaded light blue
region shows the location of the water density profile for ref-
erence.

difficult due to the rare collisions that dominate its decay.
In the overdamped limit, many methods have been pro-

posed to compute position dependent friction, often in
biased simulations like those used for umbrella sampling,
by fitting timeseries data to an effective Markov model,
or Ornstein-Uhlenbeck process.43,44,78–86 However, the
overdamped assumption of these methods clearly breaks
down in the vapor side of the interface. Liu et al. pro-
posed a method to elucidate diffusion tensor for inho-
mogeneous systems such as gas-liquid interfaces with a
known free energy surface.87 The friction coefficient is
computed by matching the survival probability from gen-
eralized Langevin dynamics using an exponential mem-
ory to molecular dynamics simulations by imposing var-
ious boundary conditions on the molecular system.
This procedure becomes hard to converge in the low

friction regime. A modification to this method with a
Bayesian approach applied to Lennard-Jones type fluids
was suggested by Colmenares et al., which allows one to
bypass the numerical propagation of Langevin dynam-
ics.88 We will adopt a similar approach, but one that
works within a Markovian approximation and is quickly
convergent even in the gas phase.

A. Fitting γ(z) from simulation

In order to extract the friction profile from molecular
dynamics simulations, we apply a fitting procedure to
match the results of a simulation with that predicted by
Eq. 1. In particular, we constructed an ensemble of initial
conditions, p(z, v, 0), consisting of an ozone molecule in
the gas phase with position z̄ with a z-component center
of mass velocity, v0, pointed towards the slab of water,

p(z, v, 0) = 2Θ(−v)δ(z − z̄) ⟨δ(v − v0)δ(z − z0)⟩ , (4)

where Θ(v) is the Heaviside step function, and all of the
other degrees of freedom not constrained are averaged
within a canonical ensemble. The delta function in z is
approximated by a narrow Gaussian. We then computed
a time-dependent distribution, conditioned on p(z, v, 0),

pMD(z, v, t) = ⟨δ[v − v0(t)]δ[z − z0(t)]⟩p(z,v,0) , (5)

where the subscript on the average implies the condition-
ing. We choose z̄ = 35 Å, and approximate the distribu-
tion by generating approximately 15000 trajectories. We
recorded the location and velocity of the center of mass
of ozone along z as a function of time as it approached
the interface. The position probability distribution is ob-
tained by integrating over velocities,

p(z, t) =

∫
dv p(z, v, t), (6)

and are shown for the system with water and NaI and
NaCl in Fig. 3. At long times the position distribution
concentrates near the minima of the free energy profile.
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The shoulder at larger times originates from the decaying
amplitude of the initial distribution and the scattering
trajectories from the surface as the distribution moves
towards the minima near the interface.

We then try to fit the data generated from the molecu-
lar dynamics simulations using the Fokker-Planck equa-
tion by varying the functional form of the friction. We
assume a hyperbolic tangent shape for the friction func-
tion which has a form

γ(z,θ) =∆γ
(
tanh

(
w(s− z)

)
/2 + 1/2

)n

+ γg, (7)

where ∆γ = γl−γg and γg and γl are friction of ozone in
the gas phase and bulk liquid phase, respectively, while
θ ≡ {w, s, n} are fitting parameters. This functional
form has the correct asymptotics, and could be relaxed
to a more flexible ansatz though we found this unneces-
sary for the present systems. We use an initial condition
for the Fokker-Planck equation,

p(z, v, 0) =
Θ(−v)

π
√
kBTξ2/m

e−mv2/2kBT e−(z−z̄)2/2ξ2 , (8)

consistent with that used in the molecular dynamics sim-
ulations, where ξ accounts for the finite width of the ini-
tial z distribution. We solve Eq. (1) on a 2D grid, with
a 6th order central finite difference for derivative opera-
tors. A fourth order Runge-Kutta method was used to
propagate Eq. (1), to obtain the probability density for
position and velocity at a given time, pFP(z, v, t). We
then define a loss function L(θ),

L(θ) =
∫

dΩ
∣∣∣pFP(z, v, t)− pMD(z, v, t)

∣∣∣2, (9)

where dΩ ≡ dtdzdv. To find optimized parameters for
the friction in Eq. (7) we used simulated annealing as
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FIG. 3. Evolution of position distribution of ozone obtained
from molecular dynamics simulation for the system with NaI
and NaCl. The darker curves correspondent to later times.
The dashed black curve (scaled and shifted) shows the free
energy profile for this system.
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FIG. 4. The optimized form of the friction functions for three
systems. The y-axis is in log scale. The blue shaded region
represents the water (scaled) density profile.

implemented in Julia,89 a gradient free stochastic opti-
mization method,90,91 to minimize the loss function in
Eq. (9). We used 20 initial conditions for simulated an-
nealing with a higher initial temperature to facilitate a
wider search for parameter space with a maximum 1000
iterations for each initial condition.
The optimized form of the friction functions are shown

in Fig. 4. The friction of ozone in the gas phase and in
the bulk liquid phase was computed using the Einstein
relation, γl,g = kBT/mDl,g with Dl = 1.76× 10−5 cm2/s
and Dg = 0.12 cm2/s, both experimental values taken
from Ref. 74. The bulk liquid diffusion constant obtained
from our MD simulation is close with the experimental
value. The bulk diffusion constant of ozone in solutions
of sodium halides (within the concentration range used
here) changes only slightly,92 and we have used the same
bulk phase friction for all the systems studied here. The
tails of the friction that rise before the ozone molecule
reaches the interface are a manifestation of long range
Coulomb interactions. The rise of the friction function for
electrolyte solutions begins closer to the interface. This
is a consequence of diminished capillary activity near the
interfaces due to the presence of electrolytes. The friction
function to expected to be proportional to the water den-
sity profile, the light blue shaded region in Fig. 4, which
from capillary wave theory is known to vary as a hyper-
bolic tangent function. This was used initially, but we
found that the loss function was not sufficiently accurate
do to its abrupt decay into the gas phase. Elongating its
decay with a stretching exponent was sufficient to quan-
titatively correct of these errors. With the converged
γ(z), we are able to accurately reproduce pMD(z, v, t), as
illustrated in Fig. 5 for ozone in pure water.

VI. APPLICATIONS

With an ability to extract both F (z) and γ(z), we can
fully parameterize the reduced dynamical description of
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shooting trajectories in molecular dynamics simulation and
stochastic differential equation with optimized friction func-
tion. These results are for the system with ozone in pure
water.

ozone impinging upon an aqueous solution as encoded
in our Fokker-Planck equation, Eq. 1. Using this ex-
pression, we have studied the dependence of ozone mass
accommodation and interfacial residence time distribu-
tion on the electrolyte composition.

A. Mass Accommodation Coefficient

The mass accommodation coefficient, Φ, is defined as
the fraction of collisions of the gas phase species with the
interface that results in the transport of the gas phase
particle into the condensed phase.25 In the limit that
solvation and desorption are both activated process, the
mass accommodation coefficient can be computed as

Φ =
ksolv

kdes + ksolv
, (10)

where kdes and ksolv are the rate of desorption and solva-
tion, respectively, from the interface for the gas phase
particle. This expression is valid in the limit of unit
sticking coefficient and rapid thermalization of velocity
relative to the absorption and desorption processes, both
of which are valid for ozone on aqueous solutions.

Evaluating Φ from molecular simulations directly is
complicated by the large activation barriers for both pro-
cesses. Under the assumption that Eq. 1 accurately de-
scribes the interfacial dynamics of ozone, we can use it
to compute Φ at a minimal computational cost. While
we could proceed by solving the Fokker-Planck equation
directly within a basis, an alternative procedure is to
propagate an equivalent Langevin equation,

mv̇ = −mγ(z)v − ∂zF (z) +
√
2mγ(z)kBTη(t), (11)

where the dot indicates a time derivative, η(t) is
the δ-correlated Gaussian noise with ⟨η(t)⟩ = 0, and

⟨η(t′)η(t)⟩ = δ(t−t′). The diffusive dynamics for a parti-
cle with a spatially dependent friction requires extra care,
as it implies a spatial dependence of the noise strength.
These phenomena, for both underdamped and over-
damped limit, have been studied extensively.42,86,93–96

We employ the methods detailed in Ref. 94 for our cal-
culation that uses two different averages for dealing with
coordinate dependent friction in Eq. (11) for the fric-
tional force term and the noise term. They have shown
that their approach is related closely to the Stratonovich
interpretation97 and it produces the correct drift origi-
nating from the dissipation term and not from the noise
term in the Langevin equation.
To determine the desorption and solvation rates, we

compute the fraction of trajectories entering the gas
phase or bulk phase as a function of time starting from
the interfacial region. Indicator functions hν [z(t)],

hν [z(t)] =

{
1 if z(t) ∈ ν = {b, int, g}
0 otherwise

, (12)

are used to determine the state (ν) an ozone molecule is
in, being either bulk liquid phase (b), interface (int), or
gas phase (g). From these indicator functions, we can
define side-side correlation functions, χν(t), as

χν(t) =
⟨hν [z(t)]hint[z(0)]⟩

⟨hint[z(0)]⟩
, (13)
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FIG. 6. The side-side correlation functions, Eq. (13), are plot-
ted above. The solvation χb(t), top and desorption χg(t),
bottom.
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which determines the fraction of trajectories that have
entered or left a given region at a given time, given they
started at the interface. The boundaries of the bulk solu-
tion and gas phase, are set where the free energy profile
in Fig. 2 becomes flat. We take the bulk as z < 14.5, the
interface as 14.5 < z < 27 and the vapor as z > 27. Rates
for solvation or desorption are given by the time deriva-
tive of χb or χg, respectively. Alternatively the rates can
be determined by fitting the correlation functions with
an exponential function of the form χν(t) = a1 − a2e

−kt

where k is the rate for the process. Both of these proce-
dures produce similar results.

The correlation functions are plotted in Fig. 6. The ini-
tial condition for propagating Langevin trajectories was
set at the minima of the free energy profile for position
and a Boltzmann distribution in velocity. The inferred
desorption rates match closely with expectations from de-
tailed balance and kinetic theory. The ratio of solvation
and desorption rates are obtained by propagating trajec-
tories from the interface and placing absorbing bound-
ary conditions in the liquid phase and in the vapor phase
and counting the fraction of trajectories passing each ab-
sorbing boundary. From that ratio, we obtain consistent
solvation rates.

System kdes (s
−1) ksolv (s

−1) Φ(×10−2)

O3 (H2O) 1.40× 1010 2.66× 108 1.18

O3 (H2O+NaI) 1.88× 1010 1.19× 108 0.63

O3 (H2O+NaI+NaCl) 1.93× 1010 1.90× 108 0.97

TABLE II. Desorption and solvation rates and the mass ac-
commodation coefficient for ozone in different solutions

The mass accommodation coefficients are computed
from Eq. (10). The solvation and desorption rates and
the mass accommodation coefficients are reported in Ta-
ble II. With 1500 explicit MD trajectories for desorption
with ozone in pure water system, the desorption rate is
obtained as 1.2× 1010 s−1 which is close to the value ob-
tained with the Langevin equation, confirming its appli-
cability. The solvation rates are much smaller than des-
orption rates as the barrier for solvation is higher from
the interface. The desorption rates for the three systems
studied here are similar, but the solvation rates are sig-
nificantly slower for the electrolyte solutions. This stems
from a slightly higher barrier for solvation for the solu-
tion with I− relative to pure water, and a corresponding
higher friction for the NaCl solution, implied slightly dif-
ferent mechanisms for solvation in both cases. The sol-
vation and desorption rates observed here for ozone with
NaI system were recently used in a kinetic model to suc-
cessfully predict observed multiphase kinetics of iodide
and ozone in microdroplets.47

B. Residence Time Distribution

The survival probability, S(t), for a gas molecule at the
interface dictates its ability to undergo interfacial specific
processes like interfacial reactions. It can be obtained by
integrating the probability density from Eq. (1) over a
restricted domain that measures only the remaining frac-
tion of probability, p̃(z, v, t) in a given region. The prob-
ability, p̃(z, v, t), differs from p(z, v, t) due to absorbing
boundary conditions outside the restricted domain that
causes p̃(z, v, t) to lose probability. The survival proba-
bility is normalized such that at t = 0, the value of the
integral in Eq. (14) is 1. Specifically, the survival proba-
bility is

S(t) =

∫
dzdv p̃(z, v, t). (14)

and is computed using the same initial condition as in the
calculation of Φ, with absorbing boundary conditions in
the bulk liquid and vapor phases. The residence time
distribution98,99 is the rate of loss of the survival proba-
bility, which is the negative time derivative of the above
equation, R(t) = −∂S(t)/∂t. The residence time gives
us insight into the inverse rate constant for diffusion con-
trolled reactions where reactants are restricted in a finite
domain.
We seek the solution of Eq. (1) with a complete basis

set satisfying appropriate boundary conditions,

p̃(z, v, t) =
∑
j,n

cj,n(t)ζj(z)µn(v). (15)

We used sine functions as the spatial basis (ζj(z)) and the
Gaussian functions (µn(v)) as the velocity basis function.
The coefficients of the above equation, cj,n(t), are prop-
agated according to Eq. (1) using orthogonality of the
sine functions and analytical Gaussian integrals. The
survival probability and residence time distribution pro-
file are presented above in Fig. 7. The early rise comes
due to the fact that the initial condition in position is
not an equilibrium distribution. The residence time dis-
tribution, R(t), shows two distinct decay times, the first
steeper decay corresponds to the faster desorption pro-
cess, c.f. Table II, and the second slower one tallies with
the slower solvation process. The broad distribution of
timescales results from the two order of magnitude dif-
ference in desorption and solvation rates.

VII. CONCLUSION

In this article, we presented a way to integrate molec-
ular details in stochastic differential equations to draw a
continuous picture of the adsorption of solutes through
liquid-vapor interfaces. The molecular details of the in-
terface are incorporated into a stochastic equation of mo-
tion through a spatially dependent friction by optimizing
it to reproduce molecular dynamics results and through
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FIG. 7. The top row shows the survival probability for
ozone at the air-water interface. The bottom row depicts the
residence time distribution obtained by taking the negative
derivative of the plot above.

free energy surfaces. Although we presented this frame-
work for ozone near a liquid-vapor interface, this frame-
work can be generalized for any liquid vapor interfacial
system. The form of friction function was chosen to be a
hyperbolic tangent function to initially match the shape
of the water density profile. Any other physically mo-
tivated form, and more complex function, can also be
used with this algorithm. The free energy profile and
friction function detail a complex, fluctuating interfacial
environment into its essential molecular detail.100 This,
in turn, provides a better handle for processes near liquid
vapor interfaces like in aerosols and in marine-boundary
layers48,101,102 where the high surface-to-bulk ratio of at-
mospheric aerosols makes their properties strongly de-
pendent on the interfaces. We have applied this infor-
mation to compute the mass accommodation coefficient
and residence time distribution for different electrolyte
solutions. The calculations of mass accommodation co-
efficients hand us direct quantitative knowledge of sol-
vation and desorption rates. The theoretical framework
reported here can be used as a starting point for a deeper
understanding of more complex interfacial systems. Use
of a reactive force field along with this methodology
would further enable the calculation of reactive uptake,
and finer insight into the kinetics and thermodynamics
of liquid-vapor interfaces.

Data Availability. The codes and data supporting
this study can be found https://github.com/kritanjan-
polley/JPCB24Interface.git.
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41 David Martin, Jérémy O’Byrne, Michael E Cates, Étienne
Fodor, Cesare Nardini, Julien Tailleur, and Frédéric
Van Wijland, “Statistical mechanics of active ornstein-
uhlenbeck particles,” Phys. Rev. E 103, 032607 (2021).

42 Andy WC Lau and Tom C Lubensky, “State-dependent
diffusion: Thermodynamic consistency and its path inte-
gral formulation,” Phys. Rev. E 76, 011123 (2007).

43 Gerhard Hummer, “Position-dependent diffusion coeffi-
cients and free energies from bayesian analysis of equilib-
rium and replica molecular dynamics simulations,” New
J. Phys. 7, 34 (2005).

44 Thomas B Woolf and Benoit Roux, “Conforma-
tional flexibility of o-phosphorylcholine and o-
phosphorylethanolamine: a molecular dynamics study of
solvation effects,” J. Am. Chem. Soc. 116, 5916–5926
(1994).

45 Luca Artiglia, Jacinta Edebeli, Fabrizio Orlando, Shuzhen
Chen, Ming-Tao Lee, Pablo Corral Arroyo, Anina Gilgen,

9



Thorsten Bartels-Rausch, Armin Kleibert, Mario Vazdar,
et al., “A surface-stabilized ozonide triggers bromide ox-
idation at the aqueous solution-vapour interface,” Nat.
Commun. 8, 700 (2017).

46 Megan D Willis and Kevin R Wilson, “Coupled interfa-
cial and bulk kinetics govern the timescales of multiphase
ozonolysis reactions,” J. Phys. Chem. A 126, 4991–5010
(2022).

47 Alexander M. Prophet, Kritanjan Polley, Gary J.
Van Berkel, David T. Limmer, and Kevin R. Wilson,
“Iodide oxidation by ozone at the surface of aqueous mi-
crodroplets,” Chem. Sci. 15, 736–756 (2024).

48 Rainer Vogt, Rolf Sander, Roland von Glasow, and Paul J
Crutzen, “Iodine chemistry and its role in halogen acti-
vation and ozone loss in the marine boundary layer: A
model study,” J. Atmos. Chem. 32, 375–395 (1999).

49 Lucy J Carpenter, “Iodine in the marine boundary layer,”
Chem. Rev. 103, 4953–4962 (2003).

50 Alfonso Saiz-Lopez, John MC Plane, Alex R Baker,
Lucy J Carpenter, Roland von Glasow, Juan C
Gómez Mart́ın, Gordon McFiggans, and Russell W Saun-
ders, “Atmospheric chemistry of iodine,” Chem. Rev. 112,
1773–1804 (2012).

51 Lucy J Carpenter, Samantha M MacDonald, Marvin D
Shaw, Ravi Kumar, Russell W Saunders, Rajendran
Parthipan, Julie Wilson, and John MC Plane, “Atmo-
spheric iodine levels influenced by sea surface emissions
of inorganic iodine,” Nature Geosci. 6, 108–111 (2013).

52 L. Ganzeveld, D. Helmig, C. W. Fairall, J. Hare, and
A. Pozzer, “Atmosphere-ocean ozone exchange: A global
modeling study of biogeochemical, atmospheric, and wa-
terside turbulence dependencies,” Global Biogeochemical
Cycles 23 (2009).

53 Guillaume Lamoureux, Edward Harder, Igor V Vorobyov,
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