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EPIGRAPH

The belief that one’s own view of reality is the only reality is the most dangerous

of all delusions.

— Paul Watzlawick

Use the power of the mind, it will make you fly.

— Otto Lilienthal

I’d put my money on the sun and solar energy. What a source of power! I hope

we don’t have to wait until oil and coal run out before we tackle that.

— Thomas Alva Edison
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Solar and wind energy have the potential to power the world’s energy needs.

However, the variable and uncertain power generation from these sources are pos-

ing a major challenge for the reliable and economic integration in the existing

electric power system. For solar energy, the problem consists of two related parts,

(1) variability in the resource (determined by the location of a solar plant) and (2)

uncertainty in power output, (determined by the local meteorological conditions).

First, this work presents a verification of the accuracy of satellite image based ir-

radiance models, used to globally assess the solar resource. The focus is placed on

the direct normal irradiance (DNI) component of solar radiation and its variability.

Second, we develop two solar forecasting methods, necessary for grid integration
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and market participation of solar energy generators. For intra-day forecasting, a

satellite imagery based global horizontal irradiance (GHI) forecast methodology

is proposed. For day-ahead forecasting, we present a numerical weather predic-

tion (NWP) based model to predict hourly values of DNI, necessary for power

output scheduling of concentrated solar power (CSP) plants. The proposed day-

ahead forecast is extensively validated for regions in North America with high

and medium potential for the deployment of CSP. The benefits of this forecast

for large scale grid integration of CSP plants, combined with optimized siting to

reduce variability and uncertainty, are shown. Results include the quantification of

errors in satellite based DNI assessment, the successful application of cloud track-

ing in satellite images for forecasts up to 3h ahead and the significant reduction of

power output uncertainty for day-ahead market participation of CSP plants.
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Chapter 1

Introduction

Electricity generation from renewable sources, such as wind and solar,

showed remarkable growth rates in the last decades. This paradigm shift to clean

energy generation has many rationals behind it, most notably the reduction of

emissions, regional self-sufficiency and the general advances to decentralize energy

systems. Solar and wind power are intermittent in nature, causing challenging

integration and reliability characteristics which demand technically complex and

costly solutions. Additionally, the resource availability and intermittency for both,

the solar and the wind resource, are strongly dependent on location specific me-

teorological characteristics. In many regions in the United States, solar power

generation has a significantly higher potential than wind [83], with political incen-

tives that promote large scale deployment [123]. Hence, we expect that the impact

of renewable resource intermittency on the power grid will increase and needs to

be addressed, especially with regards to solar. The mitigation of the impact of

solar power variability is the main driver behind the research presented in this

dissertation.

The location specific resource variability is determined with the siting deci-

sion for solar power generators. Highly accurate resource assessment tools are re-

quired to compare potential sites with regards to variability and technology choices.

The acquisition of ground data and the accuracy assessment of remote sensing

based irradiance models is the first of three main parts of this work. Besides siting

optimization, many concepts to mitigate the negative impact of intermittency were

1
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proposed and are subject to current research, for example: increased storage; de-

mand side management; increased ramping capabilities of conventional plants; and

increased operating reserves. Beside these solutions, power resource forecasting has

gained attention in the past decades. On the background of large-scale wind inte-

gration in many regions in Europe, wind speed forecasting started to evolve as a

rewarding topic in academia and the power industry. Early advances to forecast

the wind resource emerged around the 1970s [122], as reported in [17]. Since then,

continuous improvements based on a broad variety of models were made [56]. Solar

forecasting dates back to the 1980s, notably advanced by studies from J. Jensenius

(1981 & 1989) [54, 53], B.H. Chowdhury (1987) [14] and P.W. Heck (1987) [41],

as reported in [42]. Revisiting the literature, the oldest reference on forecasting

of solar radiation data appeared in 1977 and outlines the application of stochas-

tic time series modeling in a technical note [28]. Many solar resource forecasting

methodologies were proposed since then and most authors agree that different fore-

cast horizons require different methodologies [68, 101, 12, 73, 52, 106, 63]. Forecast

horizons below 1 hour typically require ground based sky imagery and sophisticated

time series and machine learning models. These intra-hour forecasts advanced the

most in recent years, mainly based on significant advances in ground based sky

image acquisition and improved modeling techniques [13, 25, 74, 22, 39].

Intra-day horizons, normally forecasting irradiance values up to 4 or 6 hours

ahead, require satellite images and irradiance models [80, 76]. Forecast horizons ex-

ceeding 6 hours usually rely on outputs from numerical weather prediction (NWP)

models. Intra-day and day-ahead forecasts are crucially important for energy trad-

ing schedules. Nevertheless, these forecast horizons gained little attention in the

past. This dissertation attempts to fill into this gap and presents methods to fore-

cast solar irradiance 1-3 hours and 12-72 hours ahead. Intra-day and day-ahead

solar forecasts are the second and third main parts of this work. This dissertation is

structured as follows: Chapter 2 covers the instrumentation for ground based solar

resource assessment. Chapter 3 is dedicated to remote sensing based resource as-

sessment and especially covers the validation of modeling solar resource variability.

Chapter 4 presents an intra-day solar forecast based on advanced satellite image
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processing. Two models to forecast direct normal irradiance (DNI) are compared

in Chapter 5 and optimized in Chapter 6. Chapter 7 describes the implications of

the optimized forecasts for the integration of concentrated solar power (CSP) in

the electric grid. Chapter 8 contains the conclusions of this dissertation.



Chapter 2

Solar resourcing

Solar energy power plants are designed, sized and optimized based on the

availability of the solar resource at the site of deployment. Hence, it heavily relies

on short and long term weather fluctuations and seasonal cycles. The most accurate

approach to solar resource assessment is based on ground measurements, especially

with regards to the location specific variability and uncertainty. To understand

the process of ground based solar resource assessment, this chapter describes the

physical characteristics of solar irradiance, the available instrumentation as well as

the deployed solar observatories.

2.1 Solar irradiance

Solar irradiance at the top of the atmosphere can be considered constant,

with an estimated value of 1366.1 Wm−2 and ±3.4% variation due to changes in the

Sun-Earth distance [30]. If solar radiation propagates through the atmosphere, it

interacts with atmospheric molecules causing absorption and scattering. Molecular

scattering (also referred to as Rayleigh scattering) causes diffuse radiation (DIF).

Radiation, measurable on a horizontal surface is called global horizontal irradiance

(GHI). The unobscured beam, directly passing trough the atmosphere, is called the

beam (B) or direct normal irradiance (DNI). (Note: the fact that DNI is measured

normal to the beam is crucial. Ambiguity errors are frequent since the term direct

irradiance occasionally refers to the part of global horizontal irradiance coming

4



5

directly from the Sun, measured on a non-inclined surface. Hence, this would

represent the global horizontal irradiance minus the diffuse irradiance (GHI-DIF).

To avoid ambiguity, DNI, B and direct irradiance are used as synonyms. The

other definition of direct irradiance is never used in this work.)

In general, PV applications rely on GHI, while all concentrating solar power

technologies rely on DNI. Figure 2.1 is an illustration of the atmospheric effects on

radiation. The relation between solar irradiance components can be approximately

calculated by:

GHI = DNI · cos(θ) +DIF, (2.1)

where θ indicates the incidence angle.

Figure 2.1: Illustration of the atmospheric effects on radiation, causing decom-
position into global horizontal irradiance (GHI), direct normal irradiance (DNI)
and diffuse irradiance (DIF) (illustration from [1])

2.2 Instrumentation

The following instruments are deployed to measure the different components

of solar irradiance. The descriptions are included for completeness and resemble

parts from [89].
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2.2.1 Pyranometer

A pyranometer measures GHI or DIF, depending on if a shading device

is used or not. Highly accurate pyranometers use thermal detectors. Thermal

detectors (thermopiles) sense temperature variations between a surface exposed to

radiation and a neutral sensor. The thermopile deployed in a pyranometer receives

the measured irradiation from the entire 180◦ dome of the hemisphere, protected

against the environment by a characteristic glass dome. High quality glass domes

are transparent to up to 250 nm - 4500 nm radiation. The deployed precision

spectral pyranometer from the make Eppley meets the accuracy specifications to

be a a first class radiometer by World Meteorological Organization Standards (see

figure 2.2). Photodiode detectors are available as well, but are mostly for budget

constrained or short term studies, since the accuracy of photodiode sensors decays

over time.

Figure 2.2: Cross section of an Eppley precision spectral pyranometer to measure
GHI (illustration from [118]).

2.2.2 Tracker

The device to measure DNI (pyrheliometer) has to be pointed directly to

the Sun. For our solar observatories, an automatic solar tracker named SMT-
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3 made by the Eppley Laboratories is used. This tracker is designed for up to

two pyroheliometers and up to two PSP’s and shading devices (to measure DIF).

The tracker is controlled by a HP 200 LX palmtop computer calculating the cur-

rent solar position after entering the longitude and altitude of the location with a

QuickBasic program.

2.2.3 Pyrheliometer

DNI is measured with a pyrheliometer. While the sensor is a thermopile

as for the described pyranometer, the design of the instrument is vastly different

(see figure 2.3). Depending on the specific design, pyrheliometers have an aperture

angle of between 5◦ and 6◦. Through this narrow aperture, only the direct part

of the radiation can penetrate the thermophile sensor. Hence, diffuse radiation is

excluded from the irradiance and only the direct beam is measured. This is only

possible if the pyrheliometer is pointed normal to the sun. This is achieved with

a two axis tracker. For our observatroies, an Eppley Laboratory normal incidence

pyrheliometer (NIP) are deployed. Figure 2.4 shows an operational setup from

1926 (Marvin pyrheliometer).

Figure 2.3: Cross-section of an Eppley normal incidence pyrheliometer to measure
DNI [119].
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Figure 2.4: Picture of the Marvin pyrheliometer from 1926 [78].

2.2.4 MFR-7

A multi-filter radiometer (MFR-7) by the make Yankee Enviornmental Sys-

tems is used at some observatories. The advantage of a MFR-7 is that it measures

global, diffuse, and direct solar radiation in only one device, with less moving parts

than required for the tracker setup. It only has one rotating shadow-band, reducing

maintenance and alignment requirements. The control unit of the device calculates

the rotation of the shadow-band based on the location of the Sun and moves the

shadow-band to the right position four times a minute. The first measurement of

a cycle is made when the sensor is not shaded, assessing GHI. If the shadow-band

shades the sensor, the DIF measurement is made (the direct beam is completely

blocked from the sensor). Two more measurements are made when the shadow-

band is rotated 9◦ to each side of the Sun. These two additional measurements

are used to assess sky that is blocked while shaded. DNI is calculated according to

equation 2.1 with additional corrections by the proprietary software embedded in

the data logger [89]. The general error of this devices is below 5% for 0−80◦ Solar

Zenith Angle (SZA) and below 1% with corrections applied [126]. The MFR-7 and

the Eppley Setup were placed less than 5m apart.
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2.2.5 Rotating shadow-band radiometer (RSR2)

This device follows the principle of the MFR-7 by periodically shading a

pyranometer, but the deployed sensor is a photoiode (from the make LiCor model

LI-200SZ). DNI values are calculated according to 2.1. Hence, DNI is an approx-

imation rather than an accurate measurement. Figure 2.5 shows a scheme of the

deployed instrument.

Figure 2.5: Scheme of the rotating shodowband radiometer (RSR2) by the make
Irradiance Inc. [59].

2.3 Ground observatories

As mentioned earlier, high-quality DNI ground based measurements are

notoriously sparse. DNI data from a two different networks of observatories main-

tained by NREL and UCSD are available and described below. Figure 2.6 shows

all locations across the United States. All ground experiments are executed at the

specified UCSD observatories. External data from the ISIS network is also used,

especially in chapter 6.
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Figure 2.6: Map of sites with ground DNI measurements. Red markers are
Integrated Surface Irradiance Study (ISIS) locations. Data from NOAA is available
online. Blue markers show UCSD DNI observatories. Exact coordinates and data
set length are in table 6.1 (map from Openstreetmap contributors).

2.3.1 ISIS observatories

The Integrated Surface Irradiance Study (ISIS) network is part of a project

to monitor surface radiation in the United States as part of a collaboration with

the surface radiation budget measurement network (SURFRAD) from the National

Oceanic and Atmospheric Administration (NOAA). The sampling rate of this data

set is 3 minutes. Averages have been created where necessary. Details of this data

set and the applied data quality control is described in [43]. The ISIS network

also acquires DNI data at Bismarck, North Dakota; Madison, Wisconsin; Seattle,

Washington and Sterling, Virginia but these sets are not considered since CSP

deployment in those regions is unlikely. Tallahassee, Florida was excluded due to

a lack usable data. Table 6.1 summarizes the ground data sets and figure 2.6 shows

the locations.
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2.3.2 UCSD observatories

Ground DNI measurements have been obtained from the network of solar

observatories deployed and maintained by the University of California, San Diego

(UCSD) at four locations in California, namely Merced, Berkeley, Davis and San

Diego. Data was acquired with MFR-7 instruments by the make Yankee Environ-

mental Systems. The applied data quality control is described in [92]. Table 6.1

describes the solar observatories maintained by the Center for Energy Research at

UCSD. The locations of these observatories are represented with blue markers in

figure 2.6.

2.3.2.1 Merced

The Merced solar observatory is located on the University of California

(UC) Merced campus (latitude: 37.36; longitude: −120.42). The Köppen climate

classification scheme describes the climate as Csa (main climate C =warm, precip-

itation s=steppe and temperature a=hot summer) based on [60]. These climate

conditions are characterized by hot, dry summers and wet, cold winters. Merced is

located close to the geodesic center of California. A weather phenomenon in this

area is the occurrence of tule fog, a dense formation of ground fog that can be ob-

served frequently between November and April and that causes significant ground

cooling and drizzling conditions. Data sets in Merced were collected from April

2010 until May 2012 by a setup of two Eppley Precision Spectral Pyranometers

and an Eppley Normal Incidence Pyrheliometer (NIP). One pyranometer is used to

measure GHI. The second pyranometer is mounted on an Eppley Tracker (Model

SMT-3) with a shade disk kit to measure DHI. The same tracker carries the NIP

to measure DNI. Data sets were logged every second with a Campbell Scientific

CR-1000 data-logger and saved as 30 second average values. The calculated system

accuracy for each component of this setup is ±1.6% given perfect alignment and

cleanliness (for details, see [9]).

Additionally to the Eppley setup, a MFR-7 was deployed in Merced from March

2011 until May 2012. Besides the solar observatory, a 1 MW solar photovoltaic

(PV) farm is also available on the campus. The solar array consists of 4, 900
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mono-crystalline silicon, single-axis tracking PV panels. Power output data from

the solar farm were recorded as 15 minute averages. To match this resolution with

the SUNY data, 30-minute averages were calculated.

2.3.2.2 San Diego

There are two solar observatories located at the University of California, San

Diego campus in La Jolla, CA. Both are on rooftops (latitude: 32.88; longitude:

−117.23), approximately 100m apart. The San Diego DNI solar observatory was

established in March 2012 and includes two MFR-7s as well as two full setups of

Eppley instruments (including two pyranometers and a pyrheliometer, mounted on

two independent trackers). The climate in La Jolla can be described as semi-arid

with inherently large variations over short distances due to the topography of the

coastal region, leading to distinct microclimates in close proximity. The sensors

are located within 2 km of the coastline, on about 100 m elevation above the mean

sea level. Therefore, they lie well within the region influenced by coastal marine

layer clouds. Under certain conditions, these marine layer clouds form over the

Pacific Ocean and advect onshore, where they can remain for days, a distinctive

feature of the La Jolla region from May through August. Based on the Köppen

climate classification scheme this location is either referred to as BSk ( B=arid,

S=steppe, k=cold arid) or Csa. At these sites, shading occurs during partial times

of the year. Days with shading have been removed entirely from the analysis. The

devices have been checked for alignment and cleanliness several times per week.

Figure 2.7 and 2.8 show images of the observatories in San Diego.

2.3.2.3 Davis

Data at the location in Davis was acquired with a MFR-7 (latitude: 38.53;

longitude: −121.78). Data was collected from May 2011 until September 2012.

Located in the northern portion of the Central Valley of California, the climate

in Davis is similar to Merced (also characterized as Csa on the Köppen scheme).

Davis is a remote location with no on-site staff, therefore we expect soiling effects

over time.
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Figure 2.7: Solar observatory at UCSD on the CalIT 2 building. The Eppley
tracker on the left carries a pyrheliometer, a pyranometer and a precision infrared
radiometer with a shade disk kit. Additionally, a sun facing camera (Vivotek
FE8171V) was installed on the tracker for sky imagery. On the right, an MFR-7
is installed (middle). The device on the right is a fisheye-lens sky camera.

2.3.2.4 Berkeley

The Berkeley solar observatory is located on the University of California,

Berkeley campus on top of a building (latitude: 37.88; longitude: −122.26). The

climate is often referred to as Csb on the Köppen scheme ( C =warm temperature,

S=steppe, b=warm summer). However, summers tend to be cooler than for typical

Mediterranean climate due to the closeness to the San Francisco Bay. Additionally,

the proximity to the ocean causes frequent coastal fog and light rain (see, e.g. [26]

for more details). As the other locations, the Berkeley observatory is equipped with

a MFR-7. Data collection at this locations started in May 2011. Although only

90 km apart, ground irradiance at Berkeley differs substantially from the ground

irradiance at Davis. Due to suspected misalignment of the Berkeley MFR-7, data

from 01 August 2011 to 04 September 2011 have been removed from this analysis.
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Figure 2.8: Solar observatory at UCSD on the EBU-II building. A pyranometer to
measure GHI is located on the very left. The Eppley tracker carries a pyrheliometer
and a pyranometer as well as a sun facing camera (Vivotek FE8171V). Behind the
tracker, a MFR-7 is placed (shading does not occur). Additionally, a fish-eye
camera and sky imager can be seen.

2.3.2.5 Folsom

At the observatory in Folsom (latitude: 38.64; longitude: −121.14), a rotat-

ing shadow-band radiometer (RSR-2 from the make Irradiance Inc.) is installed.

The deployed PSP follows the principle of the MFR-7 with periodically shading a

pyranometer, but the deployed sensor is a photodiode (from the make LiCor model

LI-200). DNI values are calculated according to 2.1. Hence, DNI is an approxi-

mation rather than an accurate measurement. Data from the Folsom observatory

is not included in the evaluation below since the DNI measurements do not meet

the accuracy standards.

2.4 Summary

This chapter provided the physical background of ground based solar re-

source assessment with regards to high-quality measurements. The efforts nec-

essary to measure DNI are significantly higher than for GHI, mainly due to the
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required Sun tracking and the resulting moving parts in the environment. Hence,

ground measured GHI data is more available than high quality DNI ground truth

data. This implies that the uncertainty in resource assessment for PV plants is

generally lower then for CSP technologies. Several ways to reduce the complexity

of DNI assessment are provided with the MFR-7 and the RSR devices. To address

the lack of high quality ground measurements, five observatories were equipped

with GHI, DNI, DIF and sky imaging devices. Furthermore, data from four exter-

nally maintained observatories in the United States was acquired. The inherent

shortcomings of ground-based assessment motivated the development of several

remote sensing techniques to model solar irradiance at the ground level. In North

America, data for all three irradiance components from a satellite models is pub-

licly (low-resolution) and commercially (high-resolution) available. In the next

chapter, the satellite model for DNI is validated with the acquired ground data,

discussed in this chapter.

Note: This chapter contains work, previously published in:

• L. Nonnenmacher, A. Kaur, C. F. M. Coimbra, ”Day-Ahead Resource Fore-

casting for Concentrated Solar Power Integration”, (submitted), Renewable

Energy, Apr. 2015.

• L. Nonnenmacher, A. Kaur and C.F.M. Coimbra ”Verification of the SUNY

direct normal irradiance model with ground measurements,”, Solar Energy,

pp. 246-258, 2014.

• L. Nonnenmacher, ”Implementing a Solar Radiation Measurement Network

in California and Data Quality Assessment” - Diplomarbeit, Technische Uni-

versität Berlin, Fakultät III, 2011.



Chapter 3

Satellite model verification

As discussed above, solar irradiance instrumentation is costly and challeng-

ing to maintain, especially with regards to DNI and remote locations. Satellite

models provide an opportunity to fill in the gap caused by spare ground measure-

ments. Several satellite-to-irradiance models were developed in the past, including

the Heliosat Model, BRASIL-SR Model, DLR-SOLEMI Method and the SUNY

model, discussed in [10], [97], [110] and [100]. These different models emerged

based on different characteristics of geostationary satellites covering different re-

gions on the globe. All these models are cognate and mainly take different techni-

cal specifications of the satellites into account to fine tune the irradiance models.

North America is covered by the GOES-West and GOES-East satellite series. The

SUNY model was specifically developed as the satellite-to-irradiance model for

these satellites.

3.1 Satellite models for irradiance

In general, satellite-to-irradiance models utilize observed cloud reflectivity

and atmospheric conditions in combination with a clear sky model, requiring ad-

ditional inputs like the Aerosol Optical Depth (AOD), elevation, ozone and water

vapor. Since ground-based GHI measurements are more available than DNI mea-

surements, many previous studies focused on the verification of accuracy of the

GHI component [121, 93, 35, 21]. In contrast, the performance and characteristics

16
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of the satellite-to-irradiance models for DNI are still poorly validated, particularly

with regards to variability. Especially in California, the importance of reliable

DNI data is evident because of its potential for Concentrated Solar Power (CSP)

deployment in proximity to population centers ([114]). This chapter fills in this

gap by providing an assessment of the DNI modeling accuracy of the SUNY model

with ground truth data. This verification includes the evaluation of modeling solar

variability for given locations. A more detailed quantification of solar variability

became more important in recent years due to its significance for grid integration

at higher penetration levels, e.g design of smart inverters, transmission analysis as

well as the sizing of ancillary and spinning reserves ([95], [44], [74], [6]). Addition-

ally, the performance and evaluation of solar forecasting technologies are strongly

dependent on local solar variability [75].

3.1.1 SUNY model data

Data for this study was provided by SolarAnywhere R© for all of California

(Enhanced Resolution, (spatial: 1 km, temporal: 30 minutes)) as gridded data.

Time series for the locations mentioned above have been extracted by taking the

data of the pixel representing the area on the ground that includes the sensor for

the ground truth measurements. For this study, SUNY data was available from

January 2011 until September 2012.

3.2 Ground truth quality control

3.2.1 Operational errors

Quality Control for solar irradiance was discussed in-depth by several au-

thors. The following sources that introduce errors into solar radiation measure-

ments: (1) cosine response of the sensor, (2) azimuth response of the sensor, (3)

temperature response of the sensor, (4) spectral selectivity, (5) stability, (6) non-

linearity of the sensor response, (7) shading band or kit misalignment and (8)

dark offset long wave radiation error [127]. All of these errors are addressed by
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the design of the measurement instruments. ISO 9060 provides specification and

classification for GHI and DNI instruments and distinguishes between three qual-

ity grades for radiometers: secondary standard, first class and second class (ISO

9060 section 4.3.2). These are compliant to classifications made by the World Me-

teorological Organization (WMO). All instruments used to verify the satellite to

irradiance model meet the highest standards. To address the well known issues

with the cosine response of sensors and to exclude night values from the analysis,

data collected during times when the solar elevation was below 5◦ has been ex-

cluded from the data sets.

In addition, [127] identified the most common operation related problems

and errors as: (1) Complete or partial shade-ring misalignment, (2) Dust, snow,

dew, water-droplets, bird droppings, etc., (3) Incorrect sensor leveling, (4) Shading,

(5) electric fields in the vicinity of cables, (6) mechanical loading of cables, (7)

orientation and/or improper screening of the vertical sensors from ground-reflected

radiation and (8) station shut-down. The likelihood of occurrence of any of these

disturbances have been minimized by a careful installation at all the locations and

a regular maintenance.

3.2.2 Post-measurement quality control

In addition to the pre-measurement error minimization procedures, a post-

measurement quality control is necessary in order to exclude compromised mea-

surements. Two methods are used, ground truth assessment with redundant DNI

measurements in Merced and a semi-automatic QC methodology proposed by [55]

for the other locations.

3.2.3 Redundant measurements (ground truth)

To ensure the highest data quality, the values measured with the Eppley

instruments were compared with the measurements from the MFR-7 deployed

at the same location (la Jolla). Measurements with differences in half hourly
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averaged values larger than 5% were flagged and excluded from the data sets.

5% was chosen as the sum from the 2.6% error introduced by the NIP and the

MFR-7 instruments plus a systematic bias of 2.4% to allow for short time shading,

horizontal misalignment or error due to spatial distance and soiling effects. A

scatter plot of the ground truth DNI data for Merced, is shown in Fig. 3.1 (grey

markers), combined with DNI data from the SUNY model (blue markers). We

consider the strongly redundant data sets as ground truth measurements.

Figure 3.1: Scatter plot of MFR-7 ground truth data versus SUNY modeled DNI
data for the quality controlled data set in Merced. Ground values with a difference
larger than 5% of MFR-7 and Eppley setup measurements have been removed from
the study. The black diagonal line has been added to show the 1:1 relationship.

3.2.4 Semi-automatic quality control

Since it is very rare that redundant ground data measurements are available

at the same location, highly accurate data quality control options or usually not

available. To address this, [55] proposed various procedures for post-measurement

data quality control not based on redundant measurements. These procedures

include physical threshold tests, step, persistence, quality envelope, spatial consis-

tency, and sunshine tests. When applicable, these tests were implemented into a
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post-measurement data quality control algorithm and were applied here. Several

tests have not been used because they addressed problems that did not apply to

our ground measurements (e.g to detect snow cover events). The following in-

strument characteristic issues were addressed manually before application of the

quality control algorithm.

3.2.5 Instrument characteristics

MFR-7

The two most common sources for the MFR-7s, are shadow-band malfunc-

tion and horizontal misalignment. If the shadow-band does not shade the sensor

correctly, the DHI is not measured correctly, leading to an error in DNI assessment

with a characteristic diurnal shape of irradiance and some patterns of noise. Mis-

alignment leads to a distinct rippled shape in the diurnal curve of DNI and DHI

irradiance. All days in the MFR-7 data sets have been checked for misalignment

manually since the rippled shape does not get detected with the automatic quality

assessment scripts. Additionally to the semi-automatic quality control mentioned

below, manual inspection of the all data set collected with MFR-7s are performed to

remove periods where either misalignment or soiling compromised the data quality.

Eppley Setup Likewise to the alignment issues that apply to the MFR-7,

the most frequent source of error for the DNI measurements with a pyrheliometer

relates to the precise tracking of the Sun. To automatically identify days with

tracker malfunction, measured DNI (DNIm) is compared to the calculated DNI

(DNIc) according to equation 2.1 solved for DNI for SZA < 85◦ based on the

measurements from the two PSPs. Days get flagged for misalignment when the

difference between measured and calculated values exceeded 10%. This procedure

is only applied to identify days with tracker misalignment. The procedure to

identify ground truth data is still based on the quality assessment from 3.2.3.

The meteorological conditions in Merced cause occasional formation of ground fog

during the night and in the early morning hours. Occasionally, these conditions

lead to condensed moisture on the glass of the pyrheliometer, especially because the
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observatory in Merced is surrounded by farmland. If that occurs, a characteristic

dent is visible in the DNI graph in the morning hours. Days that showed this

characteristic have been removed completely from the analysis.

3.2.6 Estimation of accuracy for other locations

To estimate the capabilities of the semi-automatic data quality control, the

Merced data set from the MFR-7 and the Eppley setup have both been cleaned

with the semi-automatic quality control described above. This procedure includes

addressing the problems described above including removing data with obvious

and suspected misalignment and shading problems, data where soiling issues are

known as well as data with the two described issues of misalignment and moisture

mentioned above. The statistics of the semi-automatic data quality controlled data

sets are compared to the statistics of the ground truth data set to verify the semi-

automatic data quality control (see Table 3.1). Especially the high cross correlation

(ρ = 0.9888) and the low MBE and MAE indicate that the semi-automatic quality

control is able to identify high quality data, however the error is slightly higher

than with the automated quality control. Hence, all our data sets are of high

quality and suitable for the verification of the SUNY DNI model.
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3.3 Error metrics & indices

3.3.1 Statistical tools

Well established statistical measures are used to evaluate the accuracy of

models and forecasts. These error metrics will be used in this chapter to evaluate

the SUNY satellite-to-irradiance model and in the following chapters to evaluate

the performance of forecasts. The statistical metrics used throughout this work

are Mean Bias Error (MBE), Mean Absolute Error (MAE), Root Mean Square

Error (RMSE), Standard Deviation (σ) and Correlation Coefficient (ρ) calculated

as in Equations (3.2),(3.3),(3.4) and (3.7). For a more compact notation we first

define ∆I as:

∆I = IGT − IM (3.1)

where IGt represents irradiance considered as ground truth, either DNI or

GHI. If available, ground measurements are used. Where stated, satellite derived

data is considered to represent ground truth when forecasts are validated in remote

locations (e.g. in Chapter 5). IMo is irradiance obtained with a model or forecast,

depending on the context. I can be both, DNI or GHI. It then follows:

MBE =
1

N

N∑
n=1

∆In, (3.2)

MAE =
1

N

N∑
n=1

|∆In|, (3.3)

RMSE =

√√√√ 1

N

N∑
n=1

∆I2
n, (3.4)

variables with an over-bar indicate the mean value of that variable. These

metrics are commonly applied to evaluate solar energy models and forecasts (e.g.

[21],[121], [72]). In many instances it is advantageous to calculate relative values.

Unless specifically noted, all relative and percentage error values are calculated
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with respect to the mean value of the variable and indicated with a prescript r.

E.g. the relative RMSE is calculated as

rRMSE =
RMSE

I
, (3.5)

Additionally, the cross correlation (xcorr or ρ) and standard deviation (σ),

are used, defined as:

xcorr = ρ =

∑N
n=1(IGt,n − IGt)(IMo,n − IMo)√∑N

n=1(IGt,n − IGt)2
∑N

n=1(IMo,n − IMo)2

, (3.6)

σ =

√√√√ 1

N

N∑
n=1

(∆In −∆I)2. (3.7)

3.3.2 Forecasting skill (s)

To provide an important evaluation criteria to measure the forecast quality

and to make results comparable to other forecast approaches (e.g. [75, 15, 106]),

the forecasting skill is calculated as:

s = 1−
RMSEÎ

RMSEpersistence
, (3.8)

where Î represents the irradiance forecast and persistence the reference forecast

model as defined in 4.3.5 and 5.3.1, depending on the forecast horizon. For a

perfect forecast s = 1 would be obtained, while a negative forecasting skill occurs

as soon as RMSE
ĜHI

> RMSEkt−pers.. A negative forecasting skill indicates that

the assumptions of the upcoming sky conditions are strongly erroneous.

3.3.3 Cloud index (kt)

It is frequently useful to directly draw conclusions about the sky conditions

form the irradiance time series. For GHI time series, the cloud index kt is defined
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as:

kt =
GHIGt
GHIclear

, (3.9)

as mentioned above, GHIGt represents GHI measured with the MFR-7s or pyrhe-

liometers (as described in section 3.2) and GHIclear refers to the GHI under clear

sky conditions for the same time period.

3.3.4 Clearness index (kb)

Similar to the cloud index for GHI, the clearness index kb is defined for DNI

time series as:

Clearness = Ci = kb =
DNIGt
DNIclear

, (3.10)

where DNIGt are the values considered as ground truth and DNIclear is derived

from a clear sky model. In general, kt and Ci values range between 0 and 1, where

0 indicates complete overcast conditions while 1 indicates clear skies. However, due

to cloud edge effects and inaccuracies in the clear sky model, values higher than 1

occur. In those cases, the values are set to 1 (or 1.3 where noted). This does not

interfere with the purpose of quantifying the error related to the transmissivity of

the atmosphere. All clear sky values are calculated with the method proposed by

Ineichen and Perez (models proposed and discussed in [47], [50], [32]).

3.3.5 Solar variability

Besides high yearly average irradiance values, variability is an important

factor for determining the quality of the solar resource at a certain location. De-

tailed information about the expected variability at a given location is also nec-

essary to size components of solar systems accurately. Below we discuss different

metrics for the assessment of variability.
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3.3.5.1 Variability events

To quantify the capabilities of a irradiance model or forecast in providing

an accurate picture of solar variability and ramp events, we first can detrend the

solar irradiance time series by removing the deterministic parts in the diurnal cycle

of irradiance. Therefore, we subtract the expected clear sky irradiance values from

the ground truth data and calculate the difference between two consecutive data

points:

VI,n = (IGt − ICS)n+1 − (IGt − ICS)n, (3.11)

where VGt stands for the ground truth variability. To take the inaccuracies for

the clear sky model into account, variability values |V | < 15W/m2 are removed

from out variability analysis. This measure of variability is often normalized by

the expected clear sky values where noted. However, if it is not normalized, it

provides a more intuitive understanding of the magnitude of variability events.

To quantify solar variability in frequency and magnitude as in figure 3.6,

we describe the variability (V )Gt) with a probability density function (p) for vari-

ability events (vi) and i = 1...n. Therefore, we can write:

p(a ≤ vi ≤ b) = P (a ≤ V ≤ b), (3.12)

where a and b represent the ramps between the limits where the number of bins has

been set to 100 (N=100). This analysis is performed with a reduced but continuous

data set.

3.3.5.2 Variability index

The Variability Index (V I) was proposed by [112], as a method to quan-

tify the variability in the solar resource. Originally, the V I was introduced for

GHI measurements but it works equally well for DNI. The V I can be calculated

according to:

V I =

∑n
N=1

√
(In+1 − In)2 + ∆t2∑n

N=1

√
(ICS,n+1 − ICS,n)2 + ∆t2

. (3.13)



27

The V I can be calculated for arbitrary time sample rates and different lengths of

data sets. Based on these characteristics, the V I is examined for different time

resolution and compared to V .

3.3.6 Ramp rates in power output

In addition to the analysis of variability, the solar variability of a location is

related to ramp rates in the power output of solar farms in section 3.4.5. In partic-

ular, the spatial averaging between the irradiance measurements and the size of a

PV farm is of interest. The PV array deployed in Merced covers an area of approx-

imately 34, 000 m2. In contrast, the ground measurements are point measurements

(area ∼ 1cm2) while satellite data represents a vast area of approximately 1 km by

1 km or 1, 000, 000 m2. A ramp event in both power output or ground irradiance

can be defined as the difference between two consecutive values (see Eq. 3.14).

The deployment of a single axis tracking system makes the relation to DNI im-

portant since variability and ramp rates in DNI are inherently larger than in GHI.

However, the expected correlation between the ramp events from the DNI data to

ramp events in power output is limited since the deployed tracking system is only

single axis. This means that the PV array utilizes a varying relation of GHI and

DNI depending on the mode of operation of the power output optimized tracking

controls. Ramp rates in power output and irradiance are characterized as follows:

RrPO = POn+1 − POn, (3.14)

RrI = In+1 − In, (3.15)

where Rr represent ramps in power output and irradiance. This is also be referred

to as the step changes in a time series. The correlation of two time series of ramp

rates can be calculated as by using this definition of Rr instead of I in equation

3.6.
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3.4 Satellite model verification results

3.4.1 Statistical results

The statistical results for the whole SUNY data evaluation are summarized

in Table 3.2. An MBE between −6.39% and 14.21% indicates a good estimation of

the average irradiance by the SUNY model with a small location-dependent bias.

For 3 of the 4 locations (Berkeley, Davis and Merced), the SUNY model tends to

underestimate the DNI. Overestimation of DNI occurs in San Diego. Previously,

[35] reported results for sites of different characteristics than ours. Since none of

the sites under study had long overcast periods or extended snow cover during

winter, our results are consistent with the conclusions reached by [35] that greater

difficulties for the SUNY model are only likely to occur at locations with long

periods of continuous cloud and snow cover.

The MAE ranging from 15.34% to 24.12% represents the magnitude of the

error for each location. Modeling DNI is more complex than modeling GHI due to

the larger parameter space and the strong dependence of DNI on atmospheric tur-

bidity. However, the MAEs are comparable to MAEs for the GHI model found by

[93]. The RMSE for the different locations range from 21.67% to 42.24%. Previous

validations found a RMSE of GHI between 20% and 35% ([93]) and a RMSE for

DNI between 34% and 41% DNI ([121]). [21] found a daily average RMSE of 52%

and and RMSE of 67% for hourly DNI averages derived from remote sensing. The

range of cross correlation values between 0.9063 and 0.9557 shows good agreement

between ground measurements and the SUNY data sets. A high cross correlation

is especially important because of the representation of solar variability in both

data sets. The error in solar variability is discussed further in Section 3.4.3.

Results for the error distribution with different parameters are summarized

in Figure 3.2 as an example for Davis. The scatter plot in Figure 3.2 (left) shows

the modeled DNI versus the measured DNI. The accumulation of values on the

right side of the diagonal in the scatter plot suggests that the SUNY model tends

to underestimate the DNI at this location. Furthermore, it is obvious that there is

a wide spread of data in the scatter plot which indicates frequent random errors of
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different magnitude. This result is consistent with the results from the statistics

in Table 3.2, especially the RMSE.
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Figure 3.2: The scatter plot (left) shows ground measurements versus the satellite
data for the whole data set in Davis. The MBE of 14.62% leads to an accumulation
of points on the right side of the diagonal. The error versus kt plot (middle) shows
that the magnitude of error increases from high cloud cover to clear conditions.
The error versus Ci plot (right) leads to a rhombus shaped distribution of values.
The plots are comparable to the results obtained for all the other locations.

3.4.2 Error versus cloud and clearness index

The plot relating the error to cloud index in Figure 3.2 (middle) shows

an increasing error with decreasing cloud cover (increasing kt). For low cloud

cover, irradiance values are higher and therefore, the possibility of errors of higher

magnitude increases. The clustering of values for high cloud index values (kt > 0.7)

on the positive side is caused by the underestimation of DNI by the SUNY model

at this location.

The right plot of Figure 3.2 shows the magnitude of the error in Wm−2

related to Ci. Ci can be seen as a measure representing the clearness of the

atmosphere. The maximum error for Ci = 0 is −800 Wm−2 which occurs when

the satellite model wrongly detects clear conditions when it is in fact an overcast

day. However, this does not occur very often. The maximum error for Ci = 1 is

800 Wm−2 when the satellite model senses overcast sky when it is in fact clear.

This extreme case is not observed frequently. More clear days in the data set

cause the clustering at high Ci values. For Merced and Berkeley the plots show

similar characteristics for the error. Taken into account that the SUNY model
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Figure 3.3: Comparison between variability in ground DNI data and DNI data
derived with the SUNY model for all studied locations. Both data sets follow
the same trend but variability events of small magnitudes are consistently over-
estimated in the SUNY model. For higher ramp rates the general performance is
location dependent.

underestimates irradiance in San Diego the error plots are also consistent with the

results shown in Figure 3.2.

3.4.3 Error in variability

Figure 3.3 shows the occurrence of variability events (V ) in consecutive

clusters of 80 Wm−2 for all four locations, derived from the satellite-to-irradiance

model and ground measurements. Small variability events are more likely to occur

and decrease with the magnitude of the variability event. In general, the trends

of the ground measurements are well reflected in the SUNY model. However, the

SUNY model tends to overestimate the occurrence of low magnitude variability at

all four locations. The extend of overestimation varies for each location (e.g the

occurrence of the lowest variability event for 15 − 80 Wm−2 is overestimated in

Berkeley by 30% whereas in San Diego only by 7%). The performance of the SUNY

model in detecting higher ramp rates is location dependent with no obvious trend.

The overestimation of variability with low magnitude can be explained with the

observed error patterns, subject to discussion in 3.4.6.2. Two different measures of

variability are used. The results are shown in figure 3.3 and 3.4. The attributes of

figure 3.4 are obviously different from figure 3.3. The method of variability events
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Figure 3.4: Histogram of magnitude and occurrence of V I for four locations.
The variability in Berkeley is significantly lower than for the other locations. The
SUNY model underestimates the occurrences of days with no or very low solar
variability (V I = 1). The performance on capturing the occurrence of certain
V I is location dependent. The error patterns described in 3.4.6.2 can explain the
noticeable bias in Merced and Davis between V I = 1 and V I = 2.

shows the occurrence of ramps in Wm−2. In contrast, the V I is more capable of

showing the variance in solar variability time series. Since the V I is just a number

without a perceivable physical representation, this index is less intuitive but still

a good method to describe and compare the variability for different locations.

Figure 3.4 plots the occurrence of V I values of certain magnitude as daily

values for all four locations. The values achieved for V I in Berkeley are of signifi-

cantly lower range than for the other locations. In Berkeley the sky conditions are

often either clear or entirely overcast. Therefore, there is a lack of variability in

irradiance as compared to the other locations. Based on the figure, this behavior

is represented well in the SUNY data with a slight underestimation of V I = 1

and V I = 3 and overestimation of V I = 2 and V I > 4. A V I of 1 indicates no

solar variability, and thus a day that is either completely overcast or continuously

clear. The identification of days with no variability by SUNY data worked espe-

cially well in San Diego and Berkeley. However, in Davis and Merced a V I = 1

is significantly more likely to occur than modeled by SUNY. Instead, a V I = 2

appears considerably more often at these locations. This bias can be explained

by the error patterns described in 3.4.6.2, which are especially pronounced in arid

areas. In general, the occurrence of V I values derived by ground data is estimated
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well by the SUNY model. This is also due to the fact that small modeling errors

of V I average out in long time series if there is no systematic bias. The statistical

results from the V I analysis and the error between both data sets are summarized

in Table 3.3.
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3.4.4 Variability smoothing

Figure 3.5: Example of the diurnal irradiance of a highly variable day in Berkeley
for 25 May 2012. The variability on a 1 minute resolution is significantly higher in
change of frequency and amplitude than represented by the 30 minute values. This
also becomes clear by looking at VI for the different data sets: ground data with
30 minute resolution: V I = 7.6, SUNY data with 30 minute resolution: V I = 6.6
and ground data with 1 minute resolution: V I = 57.2.

The calculation of temporal averages disregards large portions of fine grain

temporal variability. Figure 3.5 shows the diurnal cycle of DNI on a day with

high solar variability with a 1 minute resolution, with 30 minute ground measured

averages and with 30 minute SUNY data. The 1 minute DNI variability shows, as

expected, much higher frequency and amplitudes than the 30 minute average data.

The SUNY data has similar characteristics concerning the occurrence of ramps.

However, there are inconsistencies and a time shift when compared to ground 30

minute values. The close match of VI for longer time series can be explained by

the fact that small, unbiased deviations are averaged out over longer periods of

time. Figure 3.6 shows the probability density distribution of variability for the

SUNY data set, the 30 minute ground measured data sets and the 1 minute ground

variability for all four locations. The 30-minute averages of the 1 minute ground

DNI data smoothes out the frequent occurrence of large variability events. Fur-

thermore, the maximum magnitude for variability occasionally reaches 900 Wm−2

on 1-minute resolution, whereas the maximum magnitude of the 30-minute aver-

ages only reaches 600 Wm−2. A comparison of the 30-minute data sets shows that
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the variability based on the SUNY model has the same features as the ground

measured variability, however noticeable differences on a smaller scale occur. This

is consistent with the behavior shown in Figure 3.4.

Figure 3.6: Probability density function of variability for four studied locations.
The 30 minute solar variability is shown for ground and SUNY data sets in compar-
ison to the ground measured variability with 1 minute temporal resolution. It can
be seen that the 30 minute variability averages smooth out frequently occurring
high solar variability events. Therefore, frequently occurring high solar variability
events on the 1 minute timescale are ’summarized’ into more frequently occurring
lower variability events as 30 minute averages.

3.4.5 Correlation of ramp rates

The power output of a single-axis tracking PV array relates to both DNI

and GHI. Therefore, the correlation coefficient between ramps in PV power output

data and ramps in DNI (RrI) is limited, and fluctuations in DNI do not necessarily

cause ramps in power output (RrPO). However, large RrI imply strong ramps in
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Figure 3.7: Correlation coefficient (ρPO) of power output data and the two ir-
radiance data sets versus the magnitude of ramp rates derived for ground mea-
surements and satellite data. For small ramps ρ is very low. The correlation is
generally better for higher ramps.

power output from the PV array and therefore cause higher values of RrPO. This

is illustrated in Fig. 3.7, where the correlation coefficient, calculated according to

equation 3.6, between (RrPO) and RrI , is shown in clusters of RrI of 20 Wm−2.

The correlation for small and medium ramp rates (RrI < 400 Wm−2) does not

exceed 0.3 which indicates a weak linear relation. This can be explained by the fact

that small RrI are often caused by advection of clouds with a low optical thickness

(e.g dispersing contrails). Under these conditions, GHI ramp events are small.

However, for higher ramp rates ρPO is higher, hence a stronger linear relation

between RrPO and RrI exists. Both models follow the same trend while it is not

clear which DNI data set generally performs better. We can assume that both

data sets would agree in terms of resourcing for sizing the solar array in Merced.

3.4.6 Sources of errors and possible corrections

3.4.6.1 Clear sky model

A common source of error of the SUNY model is the underlying clear sky

model. Figure 3.8 shows samples for some selected clear sky days for all four loca-

tions over time normalized to the length of the days (Sunrise= −1, Sunset= 1). For
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Berkeley, Davis and Merced, the clear sky model used in the SUNY model, tends

to underestimates clear sky DNI. This might be the explanation for the general

trend that the SUNY model underestimates the long term average DNI at these

sites. Correcting for this, by implementing more accurate clear sky models, could

significantly improve the performance of the SUNY model. For San Diego, the

underlying clear sky model seems to perform better than for the other locations.

However, correct modeling of clear sky DNI is a rather complex task with inherent

difficulties due to the large number of variables determining clear sky DNI magni-

tude [70] [47]. It is not possible to determine the AOD with satellite imagery with

the required accuracy. DNI clear sky models with accuracy comparable to high

quality irradiance measurements can be achieved. These high performance clear

sky DNI models are heavily dependent on ground based measurements, especially

AOD (e.g REST2 model by [31]).

Figure 3.8: Days with very clear atmospheric conditions for Berkeley, Davis,
Merced and San Diego (from left to right) versus normalized time. -1 indicates
sunrise and 1 sunset. It becomes clear that local corrections for the clear sky
model could reduce the error significantly. Note that the plots were produced with
different numbers of clear days due to availability (Berkeley: 9 days, Davis: 10
days, Merced: 8 days, San Diego: 6 days).

3.4.6.2 Observed error patterns

Besides the described errors due to the inaccuracies in the clear sky model,

another frequent source of error appears to be the assessment of the ground albedo.
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Figure 3.9: The diurnal cycle of DNI on four consecutive days are shown for
Merced. While the ground measurements show a clear day, the SUNY model
shows variability during midday in the DNI data. This is most likely caused by an
incorrect correction for changing ground albedo. Similar error patterns were found
in the data sets of all other locations.

Figure 3.4.6.2 shows four consecutive days of ground and SUNy data from Merced.

There is a discrepancy between both data sets during midday. While the ground

measurements show a clear day, the SUNY model assumes a certain amount of

variable cloud cover or higher AOD. These patterns were found in 59 out of 339

days in Merced with a distinct accumulation between July and October. Data

from the other locations show comparable characteristics, whereas the magnitude

is about the same in Davis and moderately weaker in Berkeley. This effect also

occurs in San Diego but is less pronounced. Issues caused by certain ground albedo

effects are known (e.g [98]) and can be corrected for if their properties are well

defined. However, part of the albedo characteristics are caused by vegetation with

a seasonal cycle with strong yearly variations and are therefore hard to address.

3.5 Summary

In this chapter, we described the post measurement data quality control

tools, applied to our solar irradiance measurements (described in chapter 2). The

Merced observatory was used as a control and calibration site, since measurements
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from two redundant setups are available at this location. An automatic scheme for

data quality control was compared to a supervised (semi-automatic) data quality

control approach for the same location in order to test the quality control method-

ology (Table 3.1). It was shown that it is possible to identify high quality DNI

data without redundant measurements, but the data inspection process is labor

intensive and needs a good understanding of the measurement process and the

instrument characteristics. Based on the high quality ground data, we validated

the accuracy of satellite based DNI models (the SUNY v2.0 model, in particular),

at four locations in California (Merced, David, Berkeley and San Diego). This

validation includes statistical measures as well as an investigation of solar energy

variability in both data sets. Additionally, the correlation between ramps in both

irradiance data sets to the ramp rates of a single axis, 1 MW PV array was carried

out.

The main conclusions of this chapter are: (1) Data obtained with the SUNY

model represents well the ground truth concerning DNI variability and magnitude

with the statistical characteristics shown in Table 3.2 for these regions where cloud

cover and snow do not persist over long periods (weeks). Long periods of cloud

or snow cover introduce systematic errors. The inter-annual DNI variability was

not studied here (this is discussed in [66] and [33]). (2) More accurate clear sky

models improve substantially the performance of satellite-to-irradiance models.

However, the errors caused by the ground albedo effects are difficult to address.

(3) Whereas the occurrence of small magnitude variability events is overestimated

by the satellite derived data, the frequency and amplitude of variability events are

represented well by the SUNY model. Because most satellite-to-irradiance models

are cognate, we can assume that they show similar characteristics in providing DNI

variability data as shown in this study. (4) The utilization of SUNY data for sizing

single axis tracking solar energy systems would result in a over- or underestimation

of yearly yields depending on the location and time specific bias. However, based on

the presented results concerning ramp rates in the output of a single axis tracking

PV array, we conclude that the SUNY data performs well for sizing tracking solar

energy systems on a 30-minute resolution. (5) Considering the associated cost of
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maintaining DNI ground measurements, the SUNY modeled data is a valuable

resource to assess the DNI at half-hourly rates. Accurate high quality ground data

collection at high temporal resolution is still needed to assess and quantify the

variability on shorter timescales, to calibrate clear sky models and to calibrate

short-term solar forecasting methods.

Note: This chapter contains work, previously published in:

• L. Nonnenmacher, A. Kaur and C.F.M. Coimbra ”Verification of the SUNY

direct normal irradiance model with ground measurements,”, Solar Energy,

pp. 246-258, 2014.



Chapter 4

Intra-day solar irradiance

forecasting

In chapter 3, we validated the satellite-to-irradiance model for DNI and

found it to be in good agreement with ground data. In this chapter, we shows

how to implement a GHI forecast for 1h−, 2h− and 3h−ahead, utilizing on-

line, near real-time, processed satellite images derived from the visible channel

(0.55 − 0.75µm) of the Geostationary Operational Environmental Satellites West

and East (GOES − W and GOES − E). Currently, the direct use of satellite

images is not very common due to difficulties concerning image availability, albedo

correction, resolution, cloud segmentation and tracking and real time processing

of images. Three methodologies utilizing satellite images for solar forecasting have

been proposed by [38, 37] and [76]. Our approach builts up on these previous

findings, summarized in section 4.1. The surface resolution of our input images is

approximately 1km x 1km. Images are combined with a fast cloud segmentation

algorithm. Two consecutive frames of cloud index images (ηs) are the foundation

for the application of an advanced optical flow algorithm proposed by [115], applied

to derive cloud motion vectors (CMV ). This approach also enables the derivation

of cloud velocity. Optical flow was found the most suitable approach for cloud

tracking for the used images, while other cloud tracking methods were the topic

of several previous publications ([23, 36, 24]). The CMV field and velocities are

utilized to calculate the streamline of the flow field reaching the location of inter-

43
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est. This streamline enables the identification of an area of pixels most likely to

propel to the location of interest. All of these inputs are deterministic and there-

fore provide a method that can be applied without any training for every location

covered by satellite images. This method is heavily based on the performance of

a satellite-to-irradiance model that translates the identified region of cloud inten-

sity values into forecast values of GHI at the region of interest. In this context,

a ground measurement enhanced semi-empirical satellite-to-irradiance model has

been developed.

This chapter is divided into two main parts, the implementation of a im-

proved satellite-to-irradiance model and the introduction of a forecasting model.

Section 4.1 gives an overview of previously proposed methods covering the same

forecast horizons for GHI and highlights the purpose for this study. Section 4.2

focuses on the processing of the satellite images provided by National Oceanic and

Atmospheric Administration (NOAA), the applied cloud segmentation and the

satellite-to-irradiance model. Section 4.3 includes the selection of a cloud tracking

method, cloud tracking with optical flow and the deterministic solar irradiance

forecasting approach. Section 4.4 contains the evaluation metrics for the satellite-

to-irradiance model and for the forecasts. Results of the overall methodology for

the location of San Diego, California are discussed. Section 4.5 includes conclu-

sions, prospective applications and open research questions based on the results.

4.1 Previous work

The field of solar irradiance and photovoltaic power output prediction in-

creased rapidly within the last decade. Various previous studies covered (multi-

ple) hour ahead GHI forecasts, based on several different methods. In general

it can be distinguished between statistical, machine learning, image based and

numerical weather prediction (NWP) based methods. Satellite image based fore-

casts are among the most promising approaches for 1h − 3h ahead forecasts. An

early approach in satellite based solar irradiance forecasting was proposed by [38]

where clouds are segmented from images captured by the Meteosat satellite and
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tracked based on a statistical algorithm. The cloud motion is then extrapolated

and prospectively advected cloud regions are translated into the forecast by the

satellite-to-irradiance model. [67] showed that the forecasting accuracy based on

satellite images outperforms NWP based predictions for forecast horizons up to

4h ahead. [101] followed this general approach and applied it for images form the

GOES satellites. Based on a evaluation covering seven locations, [101] found that

the satellite based model outperforms NWP derived forecasts for up to 5 hours

ahead. [76] combined the CMV based approach with artificial neural networks

(ANNs) to create a hybridized forecast. The performance of the hybrid approach

is at par or improves previously obtained results.

Motivated by the results presented in [38, 67] and [101], an advanced im-

plementation of previously proposed deterministic satellite-based forecasting tech-

niques with various crucial refinements, necessary to achieve good forecast per-

formance in a highly variable solar micro-climate are proposed in this chapter.

An unrefined application of deterministic, linear cloud advection based on precise

cloud tracking and without decision heuristics leads to a negative forecasting skill

for the test location in San Diego. This is partially due to the impact of frequently

forming inversion layers over the Pacific Ocean.

4.2 Data processing

Figure 4.1 summarizes the data flow through this chapter, including the

derivation of cloud index images (η) from satellite images pre-processed by NOAA.

The cloud index images are used for the satellite-to-irradiance model and the fore-

cast model. The forecast model includes cloud tracking based on optical flow to

derive the cloud motion vectors (CMV s). The CMV s are used for streamline

and velocity calculations. Both are utilized to identify advecting cloud regions.

The last step consists of the validation of the methodology by means of ground

telemetry.
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Figure 4.1: Schematic of data processing for the satellite-to-irradiance model
based solar forecasting system.

4.2.1 Irradiance measurements

Ground measurements obtained at the San Diego solar observatory with

a MFR-7 are used in this chapter (see section 2.3.2.2 for more details on data

aquisition). This data is considered to represent the ground truth. Data sets were

collected on a 1 minute sample rate and averaged to provide 15 minute values.

4.2.2 Satellite images

Relevant satellite images are accessed via NOAA every 15 minutes during

daylight times with an automated download script. The time interval of 15 minutes

is chosen since the ground truth validation location (San Diego, California) lies in

a narrow band where the recorded areas of the GOES−West and GOES−East
satellites overlap. Images are available every 15 minutes. The most recent satellite

image is accessible at http://sat.wrh.noaa.gov/satellite/1km/sandiego/vis1san.gif.
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The period of study ranges from March 2013 to March 2014. The images are

pre-processed by NOAA. This enables a clear distinction between clouds and

earth surface without additional correction for the changing sun elevation angle

during the diurnal cycle. The images are downloaded as Portable Network Graph-

ics including a superimposed land mask. The land mask lines are replaced by

not-a-number values based on their color. These images are used to derive cloud

segmented images, also called cloud indexed images (ηs). Cloud segmentation to

derive ηs is important for two purposes: (1) irradiance modeling at the Earth sur-

face, and (2) computationally optimized cloud motion detection and cloud speed

calculations. This step is crucial for the application of a satellite-to-irradiance

model and the difference centroid algorithm based cloud tracking. It additionally

reduces computation costs for cloud tracking based on optical flow. The location of

the ground based solar observatory in the satellite image has been identified with

triangulation based on distinct geographical features. This estimation has been

optimized and verified by applying the satellite-to-irradiance model described be-

low for all pixels in a 30 by 30 pixel area by identifying the one with the best

correlation to the ground data. The downloaded satellite image is cut to a domain

size of 200 by 200 pixels with the location of interest in the center to reduce com-

putation costs. This domain size was chosen empirically based on the observation

that it is very unlikely that clouds from outside of this domain are propelled to

the location of interest within the studied time horizons.

4.2.3 Cloud segmentation

While the general idea of cloud tracking goes back to the first imagery from

satellites, cloud extraction by image segmentation as part of an automated weather

forecasting system was introduced much later by [64]. To be able to translate a

NOAA satellite images into η, only the following two steps out of the originally 6

steps mentioned by [64] are necessary:

(1) Template matching to identify pixels showing the ground with its region

specific albedo. The template has been generated from about 150 manually se-

lected images from clear days. The average albedo image can than be calculated
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with the equation:

α =
1

N

N∑
i=1

Imclear, (4.1)

where α indicates the derived average ground albedo map and Imclear stands for

the manually selected satellite images with no clouds (clear images). If certain

regions over the Pacific Ocean have never been free of clouds, the cloud covered

areas are replaced with values of cloudless regions over the ocean. A well known

problem in irradiance modeling based on satellite images is caused by areas with

snow cover due to irradiance reflectivity similar to clouds as discussed in chapter

3. While this is a problem in certain areas and interferes with cloud detection, the

error introduced by this effect is neglected since the areas of occurrence are not in

proximity to our areas of interest.

(2) Amplitude thresholding to separate clouds from ground pixels. To filter

the noise introduced by the mismatch of the average ground albedo template to

the background, the threshold filter can be set empirically:

ηx,y =

ηx,y = 0 if |(Imx,y − αx,y)| ≤ T,

ηx,y = Imx,y if |(Imx,y − αx,y)| > T,
(4.2)

where η represents the derived cloud indexed image, Im stands for the latest

available satellite image, pre-processed by NOAA and T is the applied threshold

filter. For this study, T = 3 has been chosen. As mentioned above, αx,y indicates

pixel intensity values from the average albedo image at the x− and y−location.

Figure 4.2 shows α, calculated according to equation 4.1, Im as downloaded

form the NOAA website and the derived η, calculated with equation 4.2 as an

example for 13-June-2013 20:45 coordinated universal time (UTC). It can be seen

that the cloud separation works well in most regions. However, difficulties exist

due to the threshold filter in areas where thin clouds are present (e.g. in the north

east area of the example shown in Figure 4.2). Since the threshold filter only

affects very thin clouds and the GHI attenuation by thin clouds is limited, the

error introduced by this procedure can be neglected. Additionally to the ηs, a

binary cloud fraction image (β) is calculated as follows:
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βx,y =

βx,y = 0 if ηx,y = 0,

βx,y = 1 if ηx,y > 0,
(4.3)

this β is important for the decision heuristics listed under section 4.3.6.

Figure 4.2: Example of the applied image processing steps to derive the cloud
index image (η). The left image shows the average ground albedo image (α). The
middle image shows the used NOAA satellite image (Im). The right image shows
the η derived by removing areas that match the albedo template. In general, this
approach works well but thin clouds are challenging to detect. This effect can be
seen by comparing the middle and the right image especially in the north east
area. In these areas there are also difficulties in distinguishing between ground
and clouds with the unaided eye.

A common approach for a satellite-to-irradiance model is to relate the pixel

intensity values to irradiance conditions (e.g. [10], [97], [110] and [100]). This is

also utilized in previous studies covering satellite based solar irradiance forecasting

models (e.g. [38, 76]). While most of the satellite-to-irradiance models are based on

unprocessed satellite images, a big part of the image processing to derive η in those

cases is dedicated to correct for the changing albedo with varying sun elevation

angle. Since the images used in this study already appear to be corrected for

changing albedo, this traditional approach can be easily applied to the ηs here.

The traditional approach, as proposed by [10], models the irradiance based on the

η by utilizing the concept of the linear cloud index as follows:

n =
ρ− ρmin

ρmax − ρmin
, (4.4)

where n presents the linear cloud index, ρ refers to the reflectance scanned by

the satellite at an instant (also called instantaneous planetary albedo or intensity)
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while ρmax and ρmin refer to the maximum and minimum occurring intensity value

in a large image data base. The GHI can than be modeled by applying the

following equation:

GHIM1 = GHICS · (1− n), (4.5)

where GHICS represents the expected GHI values under clear sky conditions as

calculated with the model developed by [47, 50], and [32]. This approach relies

on a linear relationship and is frequently used e.g. for the Heliosat method [4]).

Multiple approaches have been taken to improve the linear model to achieve higher

accuracy [27, 77, 85]. The statistical results of the validation of the linear model

with ground measurements are discussed in 4.4.1. To enhance the accuracy for the

utilized NOAA satellite images, Model 2 was created.

4.2.3.1 Statistical model (Model 2)

The model described above is popular and commonly applied to model solar

irradiance if only satellite images are available. Nevertheless, the performance of

this approach can be enhanced significantly with ground measurements. A high

performance of the satellite-to-irradiance model is required since the error in the

satellite-to-irradiance model propagates into the error of the forecast. Ground

measurements are available hence, statistical values over longer periods can be

calculated. [86] proposed the usage of a lookup table for a satellite-to-irradiance

model for optimized accuracy and calculation costs. We pick up this approach and

relate an intensity value ρ to the statistical mean of kt calculated by:

kt,M2(ρ) =
GHIGT (ρ)

GHICS
= (1− nM2) = kt,ρ, (4.6)

where ρ is the intensity value from η ranging between 24 and 44 but including

0 which indicates clear sky conditions. GHIGT (ρ) is the average measured GHI

value occurring for ρ and GHICS is the clear sky value calculated with a clear sky

model mentioned above. Therefore, the lookup table contains 22 elements (see

table 4.1). GHI is modeled by:
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GHIM2 = GHICS · kt,M2(ρ), (4.7)

where kt,M2 is used as assigned by the created lookup table and GHICS is the clear

sky value. The lookup table used for this study has been created with 4700 satellite

image frames and corresponding ground measurements for the San Diego region.

Results of the two satellite-to-irradiance models are discussed and compared in

section 4.4.1.

SolarAnywhere R© provides irradiance time series covering the continental

US and Hawaii based on the SUNY model v2.0 [100], the model discussed in chapter

3. To compare the accuracy, the results from the above proposed model are com-

pared to the SUNY model in 4.2. SUNY data was accessed via SolarAnywhere R©
with a temporal resolution of 30 minutes. Due to data availability, the look-up

table based model with data from 2014 was compared to SUNY data from 2013.

Since the inter-annual performance variability is low, this still gives us a good

picture of the performance.

Table 4.1: Lookup table for the satellite-to-irradiance model, created from mean
kt values, based on ground measurements in San Diego. While these kt values
are optimized for San Diego, they presumably also provide an improvement over
Model 1 for other locations (validated for Davis, California).

Intensity Value ρ kt Intensity Value ρ kt

0 1.00000 34 0.36192

24 0.65228 35 0.33400

25 0.61249 36 0.28652

26 0.58331 37 0.25848

27 0.56444 38 0.27137

28 0.53644 39 0.23905

29 0.52786 40 0.22012

30 0.48311 41 0.20566

31 0.47338 42 0.16433

32 0.41145 43 0.16804

33 0.34690 44 0.17806
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4.3 Cloud tracking and forecasting method

4.3.1 Cloud tracking testbed

Cloud tracking is needed for velocity field calculations in both, ground-

based-sky and satellite images. The general approach for CMV field calculations

is always based on the calculation of displacement of image features between two

frames. However, the features that are tracked as well as the optimization ap-

proach to identify the same feature in two similar but not identical images can be

quite different. While various feature tracking algorithms exist, three have been

pre-selected for an initial feasibility test on an artificial cloud tracking test bed.

For pre-selection, a detailed description about the implementation of the algorithm

had to be available and the algorithms had to be suitable for a local computer. The

three commonly applied methods are: (1) Difference Centroid Algorithm (DCA),

(2) Particle Image Velocimetry (PIV ), and (3) Optical Flow. For details about

the implementation of these methods see [111, 76] and [115]. Previous satellite

based solar irradiance prediction methods calculate CMV fields solely based on

statistical approaches as in [38] or PIV as in [76]. The CMV fields are the foun-

dation for the calculation of a streamline that is used for forecasting as described

below in this section. The feasibility of these algorithms has been tested on a test

bed, covering three artificially created cloud movement cases. Case 1 represents

the linear movement of a cloud field through consecutive satellite images. Case

2 represents linear movement of two distinct cloud fields in opposite directions.

Case 3 resembles linear cloud movement under highly variable conditions with

forming and dissolving parts of the cloud field. Multiple artificial η have been

created manually by moving and modifying cloud fields with known displacements

between two frames. Based on this tracking test bed, the DCA does not identify

cloud movement in complex conditions. While the DCA has an advantage due to

its simplicity in implementation, it lacks robustness under broken sky conditions

to unambiguously identify the right centroids if the number varies between two

frames due to cloud evaporation, condensation, and precipitation (test bed case

3). Therefore, the DCA is not suitable for more complex tasks of cloud tracking
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and is not considered further during this study. The PIV and the optical flow

algorithms continuously identify the displacement correctly based on this test bed

and therefore perform equally well. However, since the optical flow algorithm is

an open source code in contrast to the commercial PIV software that was used,

from here on, the optical flow algorithm is used exclusively.

4.3.2 Optical flow algorithm

Many variations of optical flow methods exist, each developed and opti-

mized for different purposes. Their optimization are subject of current research

for many computer vision applications. However, little effort has been made to

apply these methods to track clouds segmented from satellite images. [16] and

[125] are the only publication that apply optical flow algorithms for cloud motion

tracking known to the authors. A summary of the utilized algorithm as presented

in [115] and [116] is given here. More specific details are given in the references

[46, 5, 115]. A well documented, free implementation of the optical flow algo-

rithm is provided by [115] as Matlab functions. The method named classic + +

described in [115] was identified as the most suitable approach for the purpose

of cloud tracking, especially with regards to accuracy and processing times. The

selection was based on a small test set (approximately 10 days worth of satellite

images) by the achievement of the highest forecasting skill for those days with the

developed method. The optical flow implementation provided by [115] is based on

the global formulation originally introduced by [46]. The following is a summary

of the studies and included for completeness. The optical flow algorithm works on

the following basics: the first main assumption of brightness constancy is simply

that the brightness of an image feature at location (x, y) remains constant while it

is displaced between two frames to the position (x+∆x, y+∆y) (initial implemen-

tation of optical flow). This holds true for most situations present in η. However,

two simplifications about the cloud fields are implied in this assumption: (1) The

cloud field formation, deformation and evaporation is negligible compared to the

horizontal displacement, (2) the velocity of the cloud field is constant over the

thickness. Intensity is generally referred to as ρ for satellite-to-irradiance models
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while the same variable is generally refereed to as brightness (I) in computer vision.

To obey conventional nomenclature, we use I for the brightness when referring to

optical flow calculations. We can write the following equation:

I(x, y, t) = I(x+ u∆t, y + v∆t, t+ ∆t), (4.8)

where I indicates the brightness at the location (x, y) at time t of the η. ∆t is the

time passing between two consecutively available ηs. Intensity values, representing

the brightness, are referred to as I1 (first image) and I2 (consecutive image). This

is the basic equation defining the general approach to the detection of optical flow.

For this equation, a set of additional constraints are needed to allow for solution.

These additional constraints can be derived via several ways, e.g. correlation

methods, gradient methods or regression methods [5]. According to [115] the

spatially discrete classical optical flow objective function can be written as:

F (u, v) =
∑
x,y

{%D(I1(x, y)− I2(x+ ux,y, y + vx,y))+

λ[%S(ux,y − ux+1,y) + %S(ux,y − ux,y+1)+

%S(vx,y − vx+1,y) + %S(vx,y − vx,y+1)]}, (4.9)

where F refers to the calculated flow field with the u and v velocities in the x−
and y− direction. The variables %S and %D refer to the spatial and data penalty

functions. The penalty function % combines the data term (subscript D) that

assumes constant image properties with the spatial term (subscript S) that models

how flow is expected to vary across the image. The combination of these terms is

optimized with an objective function. λ is the regularization parameter. Based on

the study of [115], λ = 3 was used based on the performance on the Middelbury

test. As suggested in [8], a Charbonnier penalty function is used as:

%(x) = (x2 + ε2)0.45, (4.10)

for both, data and spatial penalty in the x-direction (y-direction similarly), ε is

the variation parameter. Based on the used implementation ε = 0.001.
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4.3.3 Streamline and velocity

A key part of the deterministic forecast is based on the calculation of the

streamline of the cloud field, passing through San Diego in the CMV field. Stream-

lines in the 2-dimensional space are calculated by definition as:

dx

u
=
dy

v
, (4.11)

where dx and dy are line elements of the streamline of arc length. The local

velocity in the x and y direction are indicated by u and v and derived from the

CMV field. After this application, we obtain a streamline passing through the

location of interest as a vector of the from ~ζ = (x1...xn, y1...yn). It is straight

forward to only use the upstream part of the streamline. After the streamline has

been obtained, the average velocity vector for the streamline between two frames

can be calculated by:

~V =
1

N

N∑
i=1

(ui, vi), (4.12)

where u and v are indicating the x− and y-velocities of the CMV field covered by

the streamline ~ζ (i ∈ ~ζ). This leaves us with a speed in vector form derived in the

unit pixel per frame (px/frame). The magnitude of the velocity can be obtained

by taking |~V | rounded to the next integer. From here on, we know the directions

of cloud flow as well as the associated velocities.

4.3.4 Forecasting model

After the calculation of the streamline and the associated average velocity, a

forecast can be issued under the assumption that the identified CMV field between

ηt and ηt+1 will persist and that the velocity ~V can be extrapolated to the time

horizon of interest (frozen cloud assumption). Based on these parameters, the

conditions likely to propel to the location of interest, in the time horizon of interest,

can be identified. The cloud conditions over this region can be translated to

an irradiance forecast based on the satellite-to-irradiance model discussed above.
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Therefore, the forecast can be issued according to the following:

ρ̂t = η(~ζ(xn, yn)), (4.13)

where xn and yn are the vector elements of the streamline that are presumably

propelling to the location of the forecast. This leaves us with an intensity value

ρ̂t that can be used for the satellite to irradiance model. To identify the pixel on

the streamline that is likely to be propelled to the location of interest, we have

to define the shift parameter a = 1 + |v| ·∆t. In this study, predicted values will

be superimposed with a ·̂ -symbol, e.g. ĜHI. Since the previously mentioned

assumptions are a simplification for a significantly more complex system, the fore-

casting skill can be enhanced by taking surrounding pixels into account. The basic

function for a spatial averaging filter for a region of p by q pixels is given by [87]

as:

g(x, y) =
1

p · q
∑
k

∑
l

f(x− k, y − l), (4.14)

where f(x, y) is the input region and g(x, y) is the averaged output region, while

k and l represent the size of the averaging window in the x- and y-direction,

respectively. The averaging area was chosen to be square (k = l) and was optimized

with the development set. It has been found to be k = 8 pixels for the 1h-ahead

forecast, k = 10 pixels for the 2h ahead forecast and k = 11 pixels for the 3h ahead

forecast. Averaging over a larger area leads to the effect that not only intensity

values in the range 22 − 44 can occur but also other values. For this purpose, a

lookup table with this range as been created according to equation 4.6. Since the

input region consists of an intensity image η and the output region is supposed to

be only one average intensity value ρ, we can insert equation (4.13) in (4.14) to

obtain equation (4.15)as follows:

ρ̂t =
1

N

L∑
i=−L

L∑
j=−L

η
(
~ζ(xa) + i, ~ζ(ya) + j

)
. (4.15)

The forecast can then be issued by applying:

ĜHI t+∆t = GHICS,t+∆t · kt(ρ̂t). (4.16)
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Based on the results obtained above (see table 4.2), Model 2 is used as the satellite-

to-irradiance model translating the obtained intensity η from equation 4.15 to

kt(ρ̂t).

Figure 4.3: Example of a quality enhanced Imt=2 frame with a superimposed
streamline, calculated based on the flow velocity field. The solid line indicates
the streamline while the small square shows San Diego (end of streamline). The
dashed boxed area represents the region of interest that is likely to be propelled
to San Diego within the next forecasting time step (here: 1h)

4.3.5 Persistence forecast

As a baseline forecast and an alternative when the streamline based forecast

cannot be issued (e.g. due to corrupt satellite images), the persistence forecast is

defined as:

ĜHIkt,t+∆t = GHICS,t+∆t · kt,t, (4.17)

where GHICS,t refers to the GHI under clear conditions at the time of the forecast

and kt is the calculated clear-sky index with the latest available values. This

forecast will be called kt-persistence. This model is also used as a forecasting

reference to evaluate the forecasting skill as discussed in section 4.4.2.
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4.3.6 Decision heuristics

An essential step for the operational applicability of a forecasting model is

the pre-classification of days to allow an automatized switch into different cloud

cover modes. The heuristics to guarantee that the applied method is applicable

for the existing and upcoming atmospheric conditions are implemented as follows:

4.3.6.1 Cloudless domain

In case that the domain of interest is free of clouds, it can be assumed

that the clearness persists until clouds start to form or advect into the domain.

The domain is assumed as clear if the number of cloudy pixels in the area is

lower than 5 %. In this case, the model switches to kt-persistence. This threshold

was chosen empirically to allow for noise in the cloud identification process. The

size of the input satellite image is a window of 200 by 200 pixels. Therefore, if∑
x

∑
y β < 2000, the issued forecast is solely based on the clear sky model and

the latest ground kt value (kt-persistence).

4.3.6.2 Negligible cloud movement speed

If the cloud movement is below 3 pixels per frame (|~V | < 3px/frame), the

forecast algorithm also switches to kt-persistence. This assumption can be made

since it is very unlikely that clouds will be propelled in or out of the region of inter-

est. These two assumptions have been found highly reliable in the implementation

of operational forecasts.

4.3.7 Insufficient streamline

It can occur that a calculated streamline ~ζ is shorter than the shift param-

eter (a) depending on the CMV field. In that case, the last available value of the

streamline vector ~ζ is taken as the identified pixel. This is only an approximation,

nevertheless it is useful to continuously issue a forecast.



59

4.3.8 Data quality control

Occasionally, satellite images were not online, not downloaded correctly

or the downloaded image was corrupt. Additionally, the stream of ground mea-

surements could be interrupted by instrument malfunction, connectivity issues or

maintenance work. If issues with the input data are detected, the forecasting sys-

tem automatically switches to the kt-persistence model. In this way, a forecast

is continuously issued while the achieved skill for those days is zero. Approxi-

mately 10% of all days used for this study contained corrupt data of some sort and

therefore have been excluded from the evaluation of the forecasting capabilities.

4.4 Model evaluations

To evaluate the performance of the proposed satellite-to-irradiance and fore-

casting model, they have been implemented for San Diego, California (longitude:

32.88; latitude: −117.23). The satellite-to-irradiance model has been evaluated for

100 days covering a time period from 20-March-2013 to 27-June-2013. The devel-

opment of the forecasting method, including the implementation of the mentioned

heuristics, has been done on a data set covering images and ground measurements

from 13-October-2013 09:00 Pacific Daylight Time until 15-Jan-2014 15:45:00 for

a total of 80 days in that period. This set is referred to as the development set.

The method derived and implemented with the development set was then applied

to a validation set covering the time period from 21-March-2013 09:00 until 07-

July-2013 15:45 containing 110 days of data. The results obtained with both data

sets for 1h-, 2h- and 3h-ahead forecast horizons are discussed and analyzed in this

section. A quantitative and qualitative error analysis, including a comparison to

the results of previously proposed methods, covering the same forecast horizons are

presented. The evaluation of the model is based on the metrics defined in chapter

3.

The statistics are calculated and presented in table 4.2 and 4.3. Additionally

to the values calculated in Wm−2, it is possible to calculate relative values of the

forecast performance with the average ground truth value as a reference (GHIGT ).
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These relative values of the error are indicated with a prefixed r.

Additionally to the error metrics form chapter 2, the probability of oc-

currence of forecasting errors of different magnitudes, the cumulative distribution

function (CDF ) is used. The CDF of forecasting error magnitudes is be given by:

CDFErr.(X) = P (Err. ≤ X), (4.18)

where P (Err. ≤ X) represents the probability that the error Err. = GHIGT−ĜHI
lies below a certain X. The probability density function has been calculated for

75 probability increments (bins).

4.4.1 Satellite-to-irradiance model results

Results of Model 1 and Model 2 compared to ground measurements are

shown in table 4.2, figure 4.4 and figure 4.5. Model 2 outperforms Model 1 con-

tinuously. Figure 4.4 shows the modeled data versus ground measurements for

six consecutive days as an example for San Diego. While both models perform

equally on clear days, the lookup table based model performs significantly bet-

ter on overcast days. Table 4.2 shows the capabilities of the two satellite-to-

irradiance models for the pre-processed satellite images, compared to the results

from the SUNY model. Due to availability, the SUNY data covers the same days

but for the previous year. After the exclusion of suspected outliers, the SUNY

model shows similar characteristics to the results of our model. As shown in chap-

ter 3, the SUNY model is intensively validated with ground measurements (e.g.

[93, 35, 21, 121, 92]). This allows the assumption that both satellite-to-irradiance

model approaches shown above are valid for all locations covered by NOAA im-

ages if no snow cover is present. Therefore, this approach can be considered as a

valuable tool for researchers to model GHI at any given location in North America

near real time, while Model 2 outperforms Model 1. Figure 4.5 shows a scatter

plot of GHIGT versus GHIM1 as well as GHIGT versus GHIM2. Points where

GHIM1 and GHIM2 coincide are highlighted. These values are equal since there

are no clouds detected in the satellite image (ρ = 0). Errors of larger magnitude

appear almost exclusively on the upper half of the 1:1 line. We can assume that
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those errors are due to the image processing or cloud segmentation rather than in

the satellite-to-irradiance model. During those times of large error magnitude, the

satellite images appear to be clear while the GHIGT signal is clearly attenuated

by clouds.
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Figure 4.4: Comparison of six days in April 2013 of ground measured GHIGT
values (MFR-7) and values derived from the satellite-to-irradiance models de-
scribed above (Model 1 and Model 2). Both satellite-to-irradiance models perform
the same on clear days while the lookup table approach (Model 2) achieves bet-
ter results on overcast days. CS indicates modeled GHI values under clear sky
conditions.

4.4.2 Forecasting model results

The results of the described deterministic GHI prediction model are sum-

marized in table 4.3 and visualized in figure 4.6 and 4.7. The skill achieved for

continuous operation of this method is between 8% and 19% over the persistence

model. The forecasting skill increases with the forecast horizon, mostly because

the sky conditions are more likely to change over longer time horizons. Therefore,

the usability of the kt-persistence model decreases with increasing time horizon

leading to a better relative performance of the forecast model. This also becomes

clear by comparing the increasing surface between the CDF curves in figure 4.7

with increasing time horizon. The figure additionally shows that the achieved skill

over persistence is only generated by reducing the occurrence of positive errors,

while the proposed model is slightly worse than kt-persistence for negative errors.

The skill achieved with the proposed method is on the same order of magnitude
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as of previously proposed satellite based methods ([76], [37]). However, the re-

ported skill achieved with satellite images, ground telemetry and artificial neural

networks (ANNs) are higher, between 18% and 25% ([76]). These methods rely

heavily on ground measurements and extensive ANN training. The error for the

1h-ahead (rMAE=8.83 % and 8.62 %) forecast is of lower magnitude than other

solely deterministic models (e.g. [38] rMAE=12-15 %). A comparison of our re-

sults to the results mentioned by [101] suggests that our new method can be used

in addition or as an alternative and provide similar or better results, depending

on the location specific irradiance characteristics. Additionally, the temporal res-

olution of this forecast with an update every 15 minutes is higher than for the

cited studies [38, 37, 76]. Figure 4.6 provides an example of the results of the pro-

posed forecasting model compared to ground truth values and the kt-persistence

model. This sequence of consecutive days has been chosen as an example because

it covers various sky conditions. In general, the forecasting method reduces the

error compared to kt-persistence. This characteristic is consistent with the positive

forecasting skill for all forecast horizons (see table 4.3). However, there are several

instances when rather large ramps in the GHIGT are not predicted correctly. For

example, on 16-October-2013 there is an non-captured strong ramp event in the

GHIGT signal mid-day. On that instance, the η appears to be clear. Therefore, we

can assume that the image capturing or processing was erroneous. The other inac-

curacies are presumably based on the simplifications made that do not completely

hold true under real world conditions. Inaccuracies in the satellite-to-irradiance

model can be a source of additional error. Due to the way of operation of this

forecast, the forecasting performance including the forecasting skill is limited by

the performance of the satellite-to-irradiance model.
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Figure 4.5: Scatter plot of GHIGT against values obtained with GHIM1 and
GHIM2. Model 2 is generally smaller than from Model 1. Model 1 tends to
understimate irradiance under overcast conditions. This is due to the fact that
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Figure 4.6: Comparison of five example days in October 2013 of ground measured
GHIGt, results from the proposed 1h-ahead forecasting method and results from
the kt-persistence model. The second part of the figure shows the error of both
models. The proposed forecasting model reduces the error between ground truth
and the forecasted values compared to the error of kt-persistence.
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4.5 Summary

In this chapter, a remote sensing-based GHI forecasting methodology was

proposed to predict 15 minute averages of GHI up to 3h in advance. This fore-

cast method is based uniquely on satellite images and ground measurements with

no other inputs. The overall methodology includes the following main steps: (1)

Application of a fast cloud segmentation method on pre-processed satellite images.

The method works reliably for optically thick clouds that are easily distinguishable

from the background while problems with optically thin (opaque) clouds remain.

Since the attenuation of GHI by optically thin clouds is limited, this caveat of the

method introduces only limited errors to the forecasts (however, the attenuation

of DNI through optically thin clouds are non-negligible). (2) Calculation of cloud

movement vectors between two satellite frames with the optical flow algorithm.

For cloud tracking, the optical flow approach is found to be superior to PIV and

DCA. A direct evaluation of the cloud tracking method is not possible due to the

lack of ground truth data for cloud velocities. However, the fact that a positive

forecasting skill is achieved encourages the assumption that cloud tracking based

on optical flow yields reasonable values for cloud transport. (3) Based on this cloud

movement vector field, the streamline passing through the region of interest and

the average speed is calculated. Therefore, a region of pixels that are most likely

to move to the region of interest can be identified. (4) A satellite-to-irradiance

model translates the intensity values of these pixels into the GHI forecast. Since

this method relies on the accuracy of the satellite-to-irradiance model, a novel,

fast processing approach to enhance the satellite-to-irradiance model with ground

truth is proposed. The novelty of this approach lies in the utilization of online

near-real time available pre-processed images combined with the fast assignment

of clear sky index values from a lookup table. The provided lookup table can be

used for all locations covered by the satellite images. If ground measurements are

available for a specific location, the lookup table can easily be created to enhance

accuracy. The proposed satellite-to-irradiance model outperforms the linear ap-

proach by reducing the RMSE form 124.53Wm−2 to 107.41Wm−2.

While substantial heuristics have been used to achieve the highest possible fore-
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casting skill on the development set, the implementation has been applied to an

independent test set. This approach yields a forecasting skill ranging from 8% to

19% over persistence for San Diego for forecast horizons between 1-hour of up to

3-hours. Previously reported forecasting skills for the same forecast horizons are

on the same order of magnitude between 5% and 25%, however they are not di-

rectly comparable to the results presented here due to different test locations. San

Diego is a notoriously difficult region to forecast due to frequent inversion layers on

the Southern California coast. While other methods yield comparable forecasting

skills, the intra-day forecasting system proposed here is especially valuable due to

the low computation costs and because it is solely based on satellite images and

ground measurements. Our calculations also show that there is room for further

optimization of this method, particularly in relation to the detection of optically

thin clouds. Besides the need for accurate intra-day prediction, there is a need to

predict solar irradiance values up to several days in advance. The next chapter

addresses the method and value of day-ahead DNI forecasts.

Note: This chapter contains work, previously published in:

• L. Nonnenmacher, C. F. M. Coimbra, ”Streamline-Based Method for Intra-

Day Solar Forecasting Through Remote Sensing”, Solar Energy, 108, pp.

447-459, 2014.



Chapter 5

Day-Ahead solar irradiance

forecasting

As shown in chapter 4 and the literature, solar forecasting is a proven

concept to reduce the uncertainty in the solar resource and hence, improves the

grid integration characteristics, ultimately leading to higher market penetration of

weather-dependent solar without resorting heavily on energy storage [52, 57, 71,

40]. So far, most studies on solar forecasting primarily focused on the prediction

of global horizontal irradiance due to larger installed capacity of photovoltaic sys-

tems in most countries. CSP has roughly the same potential as PV on marginal

lands in the U.S., and a higher potential than wind (4.5 PWh from PV, 4 PWh

from CSP, 2.7 PWh from wind [83]). Rapid advances in concentrated solar power

(CSP) technologies and the recent deployment of several utility-scale, grid con-

nected CSP facilities reiterate the need for accurate predictions of direct normal

irradiance for all time horizons. The day-ahead forecasting horizon is important in

markets with day-ahead power trading [102] since they prevent false market bids

and associated penalty charges (where applicable). While many NWP models di-

rectly provide GHI forecasts as a public output variable, day-ahead DNI forecasts

are rarely available and only recently was included as an output of some NWP

models. In this chapter, we propose and evaluate two models that utilize NWP

output data as an input to predict hourly values of DNI for the day after, initiated

at 4pm local time of the current day, out to 16-32 h ahead predictions. The first ap-

71
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proach is the prediction of DNI based on a high performing GHI-to-DNI estimation

model. The second approach directly translates predicted cloud cover into DNI by

attenuating a clear sky model with cloud cover predictions. The clear sky model

of this study uses monthly turbidity averages. Predicted cloud cover is used from

the Regional Deterministic Prediction System (RDPS) and the North American

Mesoscale (NAM) model (provided by the Canadian Meteorological Centre (CMC)

and National Oceanic and Atmospheric Administration (NOAA), respectively).

The value of information for both DNI forecasting models is analyzed with

pricing time-series for the Day-Ahead Market (DAM) and the Real Time Market

(RTM) from the California Independent System Operator (CAISO). The value

of both models is compared to a persistence model under three different grid-

interconnection scenarios with and without deviation penalty charges. Based on

the forecasting skill, value and NWP data availability, the proposed models can be

utilized to serve as a benchmark for the accuracy of more complex and optimized

DNI (multiple) day-ahead forecasting approaches.

This chapter is structured as follows: first, a literature review is presented

in section 2 that summarizes relevant previous work for both, day-ahead GHI

and DNI predictions. Section 3 describes the utilized data sets and the NWP

models. Section 4 describes the proposed methods to forecast hourly values of

DNI one day in advance. Section 5 includes error metrics, model evaluations

and general findings. Section 6 shows the value of information of the proposed

forecasting method under three interconnection scenarios. Section 7 contains the

final conclusions of this chapter.

5.1 Previous work

This section covers relevant previous work for day-ahead DNI (and briefly

GHI) solar forecasting methods. Here, we focus on DNI prediction, however a re-

view of day-ahead methods for GHI forecasting studies since May, 2013 is included

(one of our models to predict DNI is solely based on GHI prediction as an input).

GHI is among the output variables of many operational NWP models. Due to
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its known strength for predicting future states of the atmosphere, most (multiple)

day-ahead forecasts are based on NWP. For solar forecasting, various NWP out-

put parameters are used (e.g. pressure, humidity, wind speed, temperature etc.)

and processed with various methods (e.g. machine learning methods, probabilis-

tic analysis etc.). Previously, 12 studies covering (multiple) day-ahead forecasts

of solar irradiance and/or power output based on various exogenous and endoge-

nous variables are summarized in [52]. However, most previous studies covering

the day-ahead time horizon focus on the prediction of GHI. A short discussion on

the relevant GHI studies is included in section 5.1.1 and table 5.2 summarizes the

latest NWP based GHI prediction approaches.

An extensive review of DNI forecasts with its application to solar thermal

output was published by [63]. Previous studies, relevant for the day-ahead pre-

dictions of DNI are summarized in table 5.1 and are discussed in section 5.1.2.

Section 5.1.3 discusses previously proposed methods to model DNI based on GHI.

5.1.1 Evaluation of NWP GHI predictions

Model 1 for DNI forecasting is based on GHI predictions. As stated previ-

ously, several NWP models provide GHI forecasts as an operational output. GHI

as an NWP output variable was historically included as a control variable for the

radiative transfer model of the NWP model [81]. The most common model to

derive GHI in NWP is based on the parameterization approach by [113]. GHI pre-

dictions from NWP models are also referred to as down-welling surface short-wave

radiation flux. Many previous studies focused on the evaluation of the accuracy

of GHI from different NWP models, for different locations and various solar cli-

mates. The performance of multiple day-ahead GHI forecasts based on the NAM,

GFS (Global Forecast System) and ECMWF (European Center for Medium-Range

Weather Forecasts) model are well known [81, 79, 109, 94]. A general trend to over-

predict clear conditions appears to be common.
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In general, the GHI predictions issued from the ECMWF model were found

to be the most reliable. Model output statistics (MOS) is a proven method to

reduce the biases associated mainly with the GHI output from the NAM and

GFS model. Significant prediction improvements for intra-day and day-ahead fore-

casts are possible with an improved cloud-assimilating, high-resolution NWP model

based on the Weather and Research Forecasting model [79] ([79] was specifically

implemented to forecast the characteristic coastal low-altitude clouds in Califor-

nia). NWP output as an input for various radiative transfer models are used by

[109] to validate the performance for three Italian sites. They found a relative mean

absolute error (rMAE) ranging from 11% to 17% and a relative root mean square

error (rRMSE) from 21% to 28% for data from all sites. The accuracy of solar

irradiance forecast based on the mesoscale model from the Japan Meteorological

Agency (JAM) for the Japanese Kanto region was evaluated in [94] Their findings

include a mean bias error (MBE) of GHI in the range of −50Wm−2 to 50Wm−2

for yearly data. The RMSEs have been found to be in the range of 90Wm−2

to 150Wm−2 with a strong seasonal dependence. Additionally, they related the

error in the forecast to the occurring cloud type and cover. They showed that

stratocumulus clouds cause an overestimation of GHI while significant underesti-

mation is frequently related to the occurrence of cirrus clouds. The GHI forecasting

capabilities for of 10 North American locations was investigated by [96] with ap-

plication to photovoltaic power output forecasting. Their study is based on the

Global Environmental Multiscale model from the Canadian Meteorological Centre

from the high-resolution regional run for up to 48 h ahead with variable spatial

resolution. Their findings include that GHI forecasts provides a significant per-

formance gain compared to the reference persistence model as well as a reduction

of RMSE through spatial averaging. The most recent and extensive evaluation of

multiple NWP based GHI forecasting approaches with focus on the end-use accu-

racy is available in [102]. Their key findings include a better performance of the

ECMWF model compared to the WRF models for all sites across North America

and Europe.
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5.1.2 NWP based DNI forecasting

Five journal publications known to the authors focused on the topic of

(multiple) day-ahead DNI forecasts (see table 5.1). The key findings of these

studies are summarized in this section. An additional, recent review of methods

covering all DNI time horizons was published by [63].

5.1.2.1 WRF post-processing

A study explicitly focusing on an operational DNI forecast based on NWP

data was published by [62]. Their proposed model is a physical post-processing

scheme that utilizes multiple outputs from the WRF model and satellite data.

The utilized exogenous variables are water vapor, water clouds and ice clouds data

output of the WRF model as well as aerosol and ozone data derived from satellites.

[62] compared results of their model with a method based on a clearness index (kt)

to identify three different sky conditions, clear (kt > 0.65), cloudy (0.4 < kt < 0.65)

and overcast (kt < 0.4). It was found that the WRF model tends to overestimate

GHI by approximately 10%. The performance of their DNI model was validated

with DNI data from two ground stations. A DNI rRMSE varying between 20%

and 400% was found with a strong dependence on the cloud conditions.

5.1.2.2 NWS (NDFD) and ANN based forecasting

A method utilizing National Digital Forecasting Database (NDFD) retrievals,

provided by the National Weather Service (NWS) as inputs to Artificial Neural

Networks (ANNs) was proposed by [72]. While the NDFD is mainly based on NWP

predictions, the data is compiled using predictions from all 122 NWS weather fore-

cast offices. The weather forecast offices interpret NWP data manually, therefore,

a human factor is involved in this data set. A key contribution of [72] is the

optimized input selection based on a gamma test in combination with a genetic

algorithm to forecast GHI and DNI for multiple days ahead. In the training set,

the model with all derived inputs (maximum temperature, temperature, dew point

temperature, relative humidity, sky cover, wind speed, wind direction, probabil-

ity of precipitation, minimum temperature, solar elevation angle and normalized
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hourly angle) performed the best. For the test set, models with less inputs out-

performed the model with all inputs. This implies that more input parameters

not necessarily enhance forecasting capabilities. For GHI, the model using sky

cover, probability of precipitation, minimum temperature and sun elevation angle

performed the best. For DNI, best results have been achieved by utilizing max-

imum and minimum temperature, dew point temperature, sky cover, probability

of precipitation and normalized hour angle. The method has been evaluated with

measurements from one location (Merced, California). This location is especially

valuable since the data for our study also includes Merced, CA. Hence, the results

can be compared.

5.1.2.3 State-of-the-art day-ahead CSP forecasting

A comparison of DNI predictions based on model output statistics (MOS)

with a simple persistence model is available in [61]. Exogenous inputs of the MOS

model are solely site-specific historical NWP outputs. Their DNI predictions have

been obtained from the commercial provider Meteólogica. NWP data for this com-

mercial product was obtained from both, ECMWF and High Resolution Limited

Area Model (HIRLAM) provided by the Spanish national meteorological center.

Findings of this study include a general improvement of the MOS model over the

persistence model in terms of RMSE and rRMSE but with strong performance

variations between different years which we consider unexpected in magnitude.

Additionally, the study shows the reduction of penalty charges for more accurate

power output prediction. Substantial improvements are reported in that study (up

to 50% in terms of reduction of penalty charges).

5.1.2.4 Sun’s estimation scheme

[117] proposed a fast estimation scheme to model DNI based on a radiative

transfer model. NWP and satellite data can be used as an input to the radiative

transfer model. The exogeneous input parameters utilized in their fast estimation

scheme are precipitable water vapor, total column ozone, carbon dioxide mass

mixing ratio, cloud water/ice visible optical depth, total cloud amount, surface
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pressure and solar zenith angle. While the fast estimation scheme is supposed

to be capable of issuing a prediction of DNI for several upcoming time horizons,

their evaluation is solely based on instantaneous observation. However, the value

of this study lies in the computational inexpensive approach to highly accurate

DNI assessment based on NWP data. While the authors state the feasibility of

this multi-input approach for an operational (multiple) day-ahead forecast, the

detailed assessment of its performance is not provided. It presumably depends

heavily on the accuracy of the NWP model.

5.1.2.5 AFSOL system

[7] developed a modeling system for the prediction of irradiance for applica-

tion in the solar energy community. The developed system is called Aerosol-based

Forecasts of Solar Irradiance for Energy Applications (AFSOL). This AFSOL sys-

tem was developed for the prediction of GHI and DNI at high temporal resolution.

The main routine of the AFSOL system is based on a radiative transfer library

calculating ground irradiance based on atmospheric scattering, absorption and

surface properties. The system varies the standard atmosphere of the radiative

transfer model with additional input of aerosols, column-integrated atmospheric

water vapor and cloud information. These inputs are taken from the ECMWF

NWP model, air quality model outputs and satellite data. The focus of this study

was placed on the accurate prediction of clear sky irradiance. For DNI, their find-

ings include a reduction in RMSE compared to forecasts solely based on ECMWF

outputs for clear sky situations. For cloudy conditions, the ECMWF outperforms

the AFSOL irradiance forecast. For accuracy improvements, a hybridization of

both approaches is suggested. The AFSOL system is utilized by [124] to study the

use of DNI forecasts for optimized operations of solar thermal plants. Economic

benefits based on the utilization of the AFSOL system were shown.

5.1.3 GHI-to-DNI modeling

Several models to derive DNI from GHI time-series have been proposed in

the past, in part due to the fact that GHI measurements are significantly eas-
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ier to obtain than DNI measurements. [3] compared the performance of seven

models translating hourly GHI into hourly DNI values. In short summary, two dif-

ferent categorizes of GHI-to-DNI models exist, simple decomposition models and

more advanced atmospheric transmittance models. While decomposition models

are based on the calculated ratio of measured GHI to a reference (e.g. GHI/Ic

solar constant), atmospheric transmittance models utilize various atmospheric pa-

rameters to estimate clear sky DNI attenuation through the atmosphere. Their

findings include a generally better match of modeled DNI values with decreasing

cloud cover. Additionally, they point out that there are difficulties in all approaches

to parametrize the effects of clouds on DNI. The long term rRMSE was found to

be in the narrow range of 20 and 22%. Their recommendations include the usage

of decomposition models, if no turbidity information is available. A validation of

three GHI-to-DNI models against 100,000 station hours of ground data is avail-

able in [48]. The performance of the three models varies between 24 and 33% with

only small differences between the models. It appears that the characteristics of

the location have a stronger impact on the accuracy than the choice of the model

(concluded based on table 3 in [48]). Based on these findings, a GHI-to-DNI model

based on a location specific regression model is presented in section 5.3.2 and used

for Model 1.

5.2 Data

5.2.1 Ground measurements

Large scale concentrating solar power applications usually come with high

quality solar irradiance instrumentation running on high sampling rates. For this

study, DNI ground measurements, with coinciding NAM and RDPS forecasts, have

been available from solar observatories in Berkeley, CA; Davis, CA; Merced, CA

and San Diego, CA. Locations and deployed instruments are summarized in table

6.1. For a more detailed description of the deployed instruments, the local micro-

climates and the location characteristics, see chapter 2. The following validation

data set sizes are used: 382 days for Berkeley, 404 days for Davis, 266 days for
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Merced and 603 days for San Diego.

5.2.2 Acquisition of RDPS data

Raw data from the regional deterministic prediction system (RDPS) can

be accessed via the Canadian Meteorological Centre (CMC) servers as GRIB2

files. The RDPS numerical data output has a 10 km resolution covering North

America including adjacent oceans. The latest RDPS output for the locations of

interest has been downloaded as sky charts provided online with an automated

download script. The variable from RDPS referring to cloud cover in the sky

charts is called total cloud, which is presented as column values given in 2.5 %

increments. Therefore, the RDPS output distinguishes between 40 different levels

of cloud cover in a grid element. The color coded representation of cloud cover

in the sky chart has been translated into the corresponding percentage value via

an automated image processing script. The cloud-cover to irradiance model is

discussed in section 5.3.3.

5.2.3 Acquisition of NAM-WRF data

Another NWP system covering out regions of interest is the North American

Mesoscale Weather Research and Forecasting (NAM-WRF) model in its current

operational form as a Non-Hydrostatic Mesocale Model (WRF-NMM). Data has

been downloaded as gridded files for North America for the time covered in this

study from the 0:00 UTC run (00:00Z). The data sets representing the next 16 to

32 hours have been degribbed for the studied locations. To create matching data

sets, data from all sources are time matched and night values (Solar Elevation

Angel< 5◦) excluded.

5.2.4 Acquisition of locational marginal pricing data

For the value of information analysis presented in section 6, time series of

locational marginal prices (LMP) for the Day-Ahead Market (DAM) and the Real-

Time Market (RTM) are used in settling scenarios. This data was downloaded for
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nodes in Merced and Davis via the CAISO open access same-time information

system. For the DAM, hourly values are directly accessible while the RTM pro-

vides data in 5 minute intervals. Averaging and time-matching was applied to

synchronize the different data sets.

5.3 Methods and models

As discussed above, previous studies focused on the prediction of GHI from

NWP data. However, little effort has been made to predict DNI based on NWP. To

fill this gap, this section shows two simple models to derive DNI from NWP output,

either cloud cover or GHI. Model 1 is a GHI-to-DNI model, Model 2 is a cloud-

cover-to-DNI model. For completeness, a cloud-cover-to-GHI model is additionally

included. Cloud and clearness index are defined since they are important modeling

steps and commonly used in the solar energy assessment and forecasting. A simple

persistence model with no exogenous inputs is also described since it is commonly

used as a reference [72, 61]. The definitions from cloud (kt) and clearness index

(kb) from chapter 3 are used frequently in this chapter.

5.3.1 Persistence GHI & DNI model

In chapter 4, a definition for intra-day persistence based on the persistence

of kt is given. The following persistence model is used for day-ahead predictions:

ĜHID+1 = GHIGt,D, (5.1)

and

D̂NID+1 = DNIGt,D, (5.2)

where the subscript D indicates the day. Hence, we assume that the time series

from the previous day will persist and hence present the forecast for the upcoming

day.
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5.3.2 GHI-to-DNI model (Model 1)

As shown in section 5.1.3, several models with location dependent perfor-

mance can be used to estimate DNI from GHI. A high performing GHI-to-DNI

model, based on a second order polynomial fit is used to transfer the clear sky

index kt to kb. After this step, NWP based GHI forecasts can be translated to

DNI forecasts. The polynomial is kb = a1k
2
t + a2kt + a3, where kt is the clear sky

index and ai are the coefficients. Additionally, the threshold kb(kt < 0.4) = 0 is

applied (under overcast conditions, DNI is zero). The parameter kb can then be

used to calculate predicted DNI as:

D̂NI = DNICS · k̂b, (5.3)

where D̂NI is the predicted DNI based on k̂b which is a function of predicted GHI.

Table 5.3 shows the coefficients for the polynomial regression as well as the rRMSE

of the GHI-to-DNI model, obtained for the different locations. These errors are

similar or better than characteristic errors reported in the literature [69, 99, 48].

This model it referred to as Model 1 (M1).

5.3.3 Cloud-cover-to-irradiance model (Model 2)

As a simple approach to model GHI from predicted cloud cover percentage,

we can utilize a linear model based on the cloud index. For GHI, we can assume a

minimum kt,min = 0.17. This value is the average value of the 10th percentile for

the lowest occurring kt-values in a data set covering several locations with a total

of over 5 years of data. The upper bound is given by kt,max = 1. Therefore, the

equation we can write is:

ĜHI(cc) = GHICS · (kt,min + 0.0083 · (100− ĉc)). (5.4)

Here, ĉc is the NWP cloud cover output variable, either from the NAM or the

RDPS model. This model is a slightly modified version of the in [103] proposed

approach. This approach is used as a reference GHI forecast in [72]. While the

focus of our study is DNI, results of this model for GHI are additionally included
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Table 5.3: Coefficients (a1, a2, a3) of the second order polynomial regression to
model kb based on kt. The rRMSE shows the modeling performance of the GHI-
to-DNI model for the four locations. These errors are at par or slightly better than
the errors for the generic models reported in the literature.

Location a1 a2 a3 rRMSE [%]

Berkeley 2.073 -1.119 0.2075 18.9

Davis 1.399 -0.208 -0.075 17.1

Merced 1.745 -0.822 0.047 19.0

San Diego 2.122 -1.333 0.2075 21.4

as a reference. As for GHI, Model 2 for DNI directly relates the predicted cloud

cover percentage to attenuate the expected clear sky DNI. Therefore, we can write:

D̂NI(cc) = DNICS ·
100− ĉc

100
, (5.5)

where again, ĉc is the predicted cloud cover and DNICS is the clear sky DNI. Cloud

cover predictions from two different NWP models are used. As an input, Model

2a (M2a) utilizes RDPS, while Model 2b (M2b) is based on NAM input.

5.4 Evaluation and results

5.4.1 Statistical results

Based on the metrics defined in section 3.3, a summary of the statistical

results achieved with the proposed models are shown in table 5.4 and 5.5 for all

4 locations. The average cloud index (kt) is included, representing the ratio of

clear versus cloudy conditions. Additionally, the table contains average ground

truth values (DNIGt and GHIGt). Since various validations for GHI forecasts are

available, the performance for GHI has additionally been added to table 5.4 as

a reference. The error of the NAM GHI forecast, M1) is within the range of the

previous studies (e.g. [94, 81]). The NAM GHI output values show the overestima-

tion described by [81]. The cloud-cover-to-GHI model with NAM predicted cloud

cover usually performs significantly lower than the cloud-cover-to-GHI model with
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RDPS predicted cloud cover and the NAM GHI output variable (M1). A correla-

tion analysis revealed a very low correlation of NAM predicted cloud cover to kt,

mainly due to frequently higher prediction of cloud cover than derived from the

RDPS models.

Figure 5.1: Comparison of predicted cloud cover in percent from the RDPS
(ĉcRDPS) and NAM (ĉcNAM) NWP models for day-ahead forecasts as an exam-
ple for March 2013 for the location of Berkeley, CA. The RDPS model (ĉcRDPS)
predicts significantly less cloud cover than ĉcNAM . The impact of the NWP input
model for the performance of the cloud-cover-to-DNI model is dependent on the
location.

For DNI, Model 2 generally outperforms Model 1 independent of which

NWP model is used as an input. In general, the NAM model tends to predict

higher cloud cover than the RDPS model (see figure 5.1). This is likely due to the

different penalties for cloud prediction given by the NWP models since they serve

different purposes. In our experience the cloud dissipation times are challenging to

model for all NWP models. While the RDPS cloud cover prediction is specifically

a cloud forecast for astronomical purposes, the NAM model evolved as a generic

tool for meteorological applications. This discrepancy in cloud cover prediction is

reflected in the long term results shown in table 5.4. The RDPS performs better

at locations with low cloud cover (kt > 0.8) while the NAM is more accurate at

frequently cloudy locations (kt < 0.8). The long term errors of the two models
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varies between 218.3 and 315.5Wm−2. This error is within the range of the two

previously proposed NWP based DNI models. [62] found a RMSE between 197

and 370Wm−2. The ANN based approach proposed by [72] achieves long-term

RMSEs between 156 and 171Wm−2. A more detailed comparison of the results

in Merced is given in section 5.4.2. Since all shown DNI models outperform the

persistence model, and cloud cover predictions are available for most locations

on the globe, we propose using one of the shown DNI forecasting methods as a

benchmark to compare results of different models and calculate forecasting skill

(see section 5.4.4).

5.4.2 Monthly performance

Results from Merced are especially valuable since they allow for compar-

ison to the results obtained by [72]. While the ANN study was conducted from

November, 2008 - November, 2009, this study covers data for Merced from Septem-

ber, 2012 - May, 2013. However, similar errors in the persistence model allow the

assumption that the characteristics of both data sets are comparable. Figure 5.2

shows the monthly rRMSE for all models covered in this study in addition to the

ANN based results. The best performing model varies by month. The long term

statistics shown in table 5.4 are represented in this graph since Model 2a performs

slightly better than Model 2b while both outperform Model 1. Model 1 has the

strongest performance variations, showing the highest monthly error in October,

but outperforming all other methods in December. The ANN based models using

up to 10 input variables from the NWS database performs best during two month

(November and March). The ANN model seems to have the lowest long-term er-

ror. While the reported errors of the ANN based approach are within 156 and

171Wm−2, the error in this study for Merced varies between 225 and 245Wm−2.

The reported results [72] also cover July and August in the long term error. These

months have not been included in the Merced data set due to a lack of ground mea-

surements. Since July and August are very clear month in Merced, the reported

error for a whole year of data can be assumed to be lower. However, the advan-

tage of the proposed cloud-cover-to-DNI model roots in the simplicity with only
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one exogenous input variable and the vast data availability (basically the whole

globe).

Figure 5.2: Occurring rRMSEs of the proposed day-ahead forecasts per month
for the location in Merced from August 2012 until May 2013. Results are compared
to the reported rRMSEs of the ANN based DNI model from [72] from November
2011 until November 2012. Note: in [72], the rRMSE is calculated against the
yearly DNI average whereas the rRMSE by definitions of equation 3.5 is for the
same period (here: monthly DNI average). To make results of the two studies
comparable, rRMSE for this figure has been calculated against the yearly DNI
average (DNI = 526Wm−2). This applies for this figure only.

5.4.3 Clearness and error

Figure 5.3 shows the average MAE of the DNI forecasts as a function of kb.

In general, the cloud-cover-to-DNI model tends to be more accurate with lower

cloud cover. This is especially valuable since all concentrated solar energy appli-

cations are ideally placed in locations with low cloud cover. At all locations, the

GHI-to-DNI model outperforms the cloud-cover-to-DNI model for low kb (approx-

imately kb < 0.4), however, the cloud-cover-to-DNI model performs better for high

kb (kb > 0.4). Therefore, it can be concluded that a hybridization of both models

would mitigate some of the occurring errors.
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Figure 5.3: Ground truth clearness index (kb) and average MAE for the forecasts
for all four locations. As a general trend, the error decreases with increasing
clearness. The MAE from the Model 2a is usually slightly smaller than the error
from the Model 2b. This is in agreement with the results from 5.4. Consistently
, Model 1 performs best for kb < 0.4, however, the error increases with increasing
clearness kt.
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5.4.4 Proposed benchmark

The possibility to relate achieved results and error characteristics of fore-

casting studies to a benchmark supports the comparability of different methods.

This is especially important for forecasts with highly varying conditions between

different locations. The error statistics shown in section 3.3, are commonly used in

the solar energy field. However, it is known that the persistence model decreases

in accuracy with increasing time horizons. This applies for GHI, but appears to

be even more distinct for DNI. The day-ahead persistence assumption for DNI is

very unlikely to hold true. Since all shown DNI models outperform the persistence

model significantly, and cloud cover predictions are available for most locations

on the globe, we propose using DNI forecasting Model 2 as a benchmark to com-

pare results of future DNI prediction models. This leaves us with the suggested

benchmark:

s = 1− RMSENewMethod

RMSE
D̂NI(ĉc)

, (5.6)

where s relates to the achieved skill, RMSENewMethod is the achieved long-term

RMSE from novel DNI prediction models and RMSE
D̂NI(ĉc)

relates to the long-

term RMSE of DNI forecasts based on cloud cover predictions from any available

NWP model as described in section 5.3.3. Relating future models to this bench-

mark should support the evaluation and comparability of different DNI prediction

models.

5.5 Summary

This chapter discussed recent advances in day-ahead DNI prediction and

compared two novel approaches to predict DNI for day-ahead market participation.

Both models to predict DNI time series one day in are based on NWP models as in-

put data and are compared to a persistence model as a reference. Model 1 produces

DNI forecasts based on predicted GHI. Models 2 produces DNI forecasts based on

predicted cloud cover. The DNI prediction based on forecasted GHI was evaluated

with NAM data. The cloud-cover-to-DNI model has been evaluated with cloud
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cover predictions from two different NWP models (NAM and RDPS). The perfor-

mance of these methods has been compared to ground truth DNI measurements.

It was found that DNI forecasts based on cloud cover continuously outperform the

forecast of DNI based on GHI while both provide significant improvements over

the persistence model. This chapter showed that using RDPS cloud cover as an

input is better suited for locations with lower yearly cloud cover (higher cloud

index), whereas the NAM cloud cover output works better for locations with more

frequent overcasts conditions. A comparison of the results from different locations

shows that the forecasting accuracy for DNI is strongly depended on the solar

micro-climate. Furthermore, the tendency to reliably predict clear-sky conditions

found by the other authors in work related to GHI also applies for DNI. Both

results were expected based on the experience with (multiple) day-ahead forecasts

for GHI (e.g. [68]). Additionally, the obtained results are compared with pre-

viously suggested methods for (multiple) day-ahead DNI prediction. The ANN

based model from [72] slightly outperforms the cloud cover model. However, the

cloud cover model is valuable because no training data is required and cloud cover

predictions are a standard output variable of many operational NWP models. The

forecasts can be further optimized for local irradiance characteristics and hence

increase the forecasting value beyond the benchmark level presented in this study.

Note: This chapter contains work, previously published in:

• L. Nonnenmacher, A. Kaur, C. F. M. Coimbra, ”Benchmarking and Valu-

ation of Day-Ahead Forecasts for Direct Normal Irradiance”, (submitted),

Solar Energy, Oct. 2014.



Chapter 6

Day-ahead DNI forecast

optimization

It was shown in chapter 5, that several ways to predict DNI based on

NWP inputs exist. In recent years, concentrated solar power (CSP) technolo-

gies, solely relying on direct normal irradiance (DNI), reached market maturity,

resulting in the installation of several operational large scale CSP plants. Cur-

rently, the globally installed capacity is over 2500 MW with additional 2500 MW

under construction and further 1400 MW under development [2]. Many of these

projects do not facilitate the capability to store energy but are directly feeding

electricity into the power gird. Hence, the power output of CSP plants without

storage is non-dispatchable. Dispatchable resources have to be available elsewhere

in the energy system to balance the power output fluctuations from CSP. There

are many benefits for day-ahead DNI forecasting: Based on current market reg-

ulations in most countries, power producers have to schedule power production

with the system operator, up to several days in advance (unit commitment). If

storage is available, day-ahead DNI predictions can be used to increase revenue by

dispatching energy to times of higher electricity prices [63],[40]. In this chapter,

we evaluate and optimize the NWP based day-ahead DNI forecast proposed in

chapter 6 for many locations in the United States. The optimization is important

for day-ahead market participation [102] (e.g. in California, energy bids from re-

newable sources can be placed in the afternoon for the complete next day). The

93
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basic forecast model uses predicted cloud cover from NWP (provided by the re-

gional deterministic prediction system (RDPS) from the Canadian Meteorological

Centre (CMSC)) and the Ineichen clear sky model as inputs. This combination of

data and clear sky model was found to perform the best in chapter 5. The issued

forecasts are evaluated at 8 locations in North America with ground measurements

for over 200,000 hours. Additionally, the forecast has been applied to 15 locations

with high and medium yearly DNI averages in the Southwestern United States

with available satellite derived DNI data. The Southwestern United States are of

special interest for the CSP industry due to its high deployment potential [82].

Furthermore, we propose two strategies to optimize the forecasts: (1) Clear

sky model corrections. While clear sky GHI mainly relies on the longitude, latitude

and sun elevation angle, the DNI component of solar radiation additionally relies

heavily on the transparency of the atmosphere. Two common measures of atmo-

spheric clearness are aerosol optical depth (AOD) and Linke turbidity (LT). For

an accurate prediction of DNI, the clearness of the atmosphere has to be measured

or estimated. The basic forecast approach relies on a clear sky model based on

satellite derived monthly turbidity averages. To show the impact of the clear sky

model, we deploy a second clear sky model, based on a clear sky recognition algo-

rithm and assumed persistence of clear sky magnitude. (2) Re-forecasting methods

are applied to enhance forecasts by extracting information of structured errors in

a training set and applying the found model enhancements to the forecast.

6.1 Data

Publicly available data sets were used where possible. DNI data from the

UCSD and ISIS ground observatories discussed in chapter 2 are used to verify

the accuracy of the forecasts for all 8 locations shown in figure 2.6. For locations

without ground measurements, data from the SUNY satellite model (the model

evaluated in chapter 3), is used. For all obtained data sets, night values were

removed and time matching was applied. Table 6.1 describes the length of the

data set from the observatories from the Center for Energy Research at UCSD and
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the locations maintained by ISIS.

Table 6.1: Locations with DNI ground instrumentation for evaluation. The first
four locations are installed and maintained by the University of California, San
Diego. The other locations are part of the ISIS network, maintained by NOAA.

Location Lat. Long. El. Days

Data from UCSD:

BER - Berkeley, CA 37.9 -122.3 97 m 876

DAV - Davis, CA 38.5 -121.7 19 m 821

MER - Merced, CA 37.4 -120.4 64 m 761

SAN- San Diego, CA 32.9 -117.2 101 m 619

Data from ISIS:

ABQ - Albuquerque, NM 35.0 - 106.6 1617 m 1865

HAN - Hanford, CA 36.3 -119.6 73 m 861

OAK - Oak Ridge, TN 36.0 -84.3 334 m 202

SLC - Salt Lake City, UT 40.8 -112.0 1288 m 3090

6.1.1 Satellite derived data

Due to the lack of ground measurements, satellite derived DNI data from the

SUNY model is additionally used for evaluation purposes of the proposed model.

Hence, data for 2012 provided from SolarAnywhere R© deploying the SUNY v 2.4

model, for the locations in table 6.2 (public data set) is used.

6.1.2 Cloud cover predictions

Cloud cover forecasts (ĉc), representing the spatial cloud coverage of a grid

element in percent, were obtained from the Regional Deterministic Prediction Sys-

tem (RDPS). The RDPS is a NWP model developed and deployed by the Canadian

Meteorological Center (CMC). These data sets cover predictions for the 12h to 36h

ahead time horizons in hourly increments, obtained from the daily NWP model

run valid from 0:00 standard time (UTC). This input data delivered best perfor-

mance in [91]. For the 8 locations with ground measurements, predicted cloud
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Table 6.2: Locations with cloud cover data from RDPS and satellite derived DNI
data from the SUNY v2.4 model in the Southwestern United States. Figure 6.1
maps locations with yearly average DNI resource.

# Location Lat. Long. Elevation Days

Data from SUNY v2.4:

1 Desert Rock, NV 36.7 -116.0 1160 m 364

2 Barstow,CA 34.8 -117.0 660 m 364

3 Las Vegas, NV 36.1 -115.1 600 m 364

4 Imperial, CA 32.8 -115.6 -18 m 364

5 Saint George, UT 37.1 -113.6 872 m 364

6 Seligman, AZ 35.4 -112.9 1600 m 364

7 Phoenix, AZ 33.4 -112.0 331 m 364

8 Tucson, AZ 32.1 -110.9 730 m 364

9 Green River, UT 38.2 -110.2 1243 m 334

10 Winslow, AZ 35.0 -110.7 1470 m 364

11 Farmington, NM 36.7 -108.1 1644 m 364

12 Las Cruces, NM 32.3 -106.9 1219 m 364

13 Denver, CO 39.7 -104.7 1691 m 364

14 Carlsbad, NM 32.5 -104.5 1000 m 364

15 Amarillo, TX 35.2 -101.8 1100 m 364
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cover data was available from January 2005 until October 2014. Additionally,

gridded data from the run valid from 0:00 UTC was available for the year 2012 for

the Southwestern United States.

6.2 Methods

As in the previous chapters, the forecasts are evaluated against the persis-

tence model from section 5.3.1. Additionally, the day-ahead forecast from chapter

5 is used. To show the impact of the accuracy of the DNI clear sky model, the

following variation of Model 2 (from section 5.3.3) is used:

B̂d+1 = BCS,d+1(τ) · (100− ĉc)
100

, (6.1)

where BCS(τ) is the DNI magnitude under clear sky conditions as a function of τ ,

the measured Linke turbidity value. While the general approach stays the same,

we solely use a modified clear sky model with an in-feed of updating τ values.

6.2.1 Clear sky model correction

Previous studies investigated the characteristics and fluctuations of Linke

turbidity values at various locations (e.g. [51, 107, 88]). Some previous studies

also attempted to forecast Linke tubridity or AOD values [7, 62]. Usually, these

forecasts are based on transport models and/or remote sensing. The necessity

for near real-time measurements (or forecasts) of atmospheric clearness variables

(AOD in particular) when reliable estimates of DNI are required was shown in [88].

We follow this approach by measuring the current values of τ and feeding them into

the clear sky model. For Australia, [105] quantified the occurrence of dust storms

with high impact on DNI to 5-10 a year. Since the variations of turbidity values

in North America are on the order of days rather than shorter time horizons, we

propose a method for real-time clear sky detection. The detected clear-sky values

are then extrapolated to form an accurate clear sky model for the upcoming days.

[51] proposed a method to detect DNI clear sky values in measured DNI time series

based on a adjustment of the model proposed by [108] for the recognition of GHI
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clear sky values in GHI time series and the findings of [29]. While their method to

detect clear sky periods in time series is highly reliable for data with high sampling

rates, it is unsuitable for hourly time series since the step changes vary broadly for

hourly averages throughout the year. Therefore, a geometry and magnitude based

clear sky detection algorithm is proposed as follows:

Based on the clear sky detection algorithm, the corrected clear sky DNI is

extrapolated to the following days until a new clear day is identified. The impact of

the two different clear sky models are shown in figure 6.4 and 6.5 and are discussed

in section 6.3.4.

6.2.2 Re-forecasting

Re-forecast methods take an initial forecast and enhance the prediction

accuracy by extracting information from the structure of occurring errors. Re-

forecasting is used for many applications, e.g. for load prediction [58]. To enhance

the performance of the DNI benchmark forecast, re-forecasting is applied to the

locations where sufficient ground data is available. A large set of data and forecasts

are important to capture the long term performance of the forecasts and to identify

reoccurring error patterns. The data sets are divided into independent training,

validation and test sets. The re-forecast is developed with training and validation

sets and then applied to the test set to quantify the performance. Our approach

for DNI re-forecasting is adapted from the approach in [58] for load forecasting

adapted from [65]. The applied generalized re-forecast model (GM) is defined as:

A(q)y(t) =
B(q)

F(q)
(q)u(t− nk) +

C(q)
D(q)

(q)e(t), (6.2)

where A(q), B(q), C(q), D(q) and F(q) are the nth order polynomials as listed

below, y is the output (here: FReforecast), u is the input (here: FBasic), t is time,

nk the delay parameter, q the shift operator and e white noise. The polynomials

used are:

q±Nψ(t) = ψ(t±N), (6.3)

A(q) = 1 + a1q
−1 + . . .+ anaq

−na , (6.4)
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B(q) = b1 + . . .+ bnb
q−nb+1, (6.5)

C(q) = 1 + c1q
−1 + . . .+ cncq

−nc , (6.6)

D(q) = 1 + d1q
−1 + . . .+ dnd

q−nd , (6.7)

F(q) = 1 + f1q
−1 + . . .+ fnf

q−nf . (6.8)

Depending on the application of the polynomials, and with the possibility to set

them to unity, this generalized model transforms to the an auto-regressive model

(ARX) if only A(q) and B(q) are used. If C(q) is used in addition, it represents

an auto-regressive moving average model with exogenous input (ARMAX). The

utilization of B(q), C(q) D(q) and F(q) represents a Box-Jenkins model.

Additionally to the above linear models, a non-linear auto-regressive (NARX)

model was tested. Since best results are achieved with the generalized and the

Box-Jenkins approaches (see 6.3.5), more details on the implementation of NARX

model are not mentioned here but can be found in [58].

6.3 Optimization results and discussion

6.3.1 Locations with ground data

To evaluate the forecasts in this chapter, again the validation metrics from

section 3.3 are used. The above error metrics have been applied to the persistence

and the benchmark model at 8 locations with ground DNI measurements. Results

are summarized in table 6.3. Again, the benchmark model clearly outperforms

the persistence model at all locations in terms of RMSE, rRMSE, and xcorr.

The achieved forecasting skills are in the range of 12.4% to 38.2%. The lowest

RMSE occurs in Hanford, California, located in the San Joaquin Valley. This

location has high yearly DNI averages (542.1Wm−2). The highest skill occurs

in Oak Ridge, Tennessee, a location with low yearly DNI averages (338.9Wm−2)

and strong variability. In Oak Ridge, the persistence model performs poorly since

irradiance conditions vary heavily from day-to-day. However, the NWP based

forecast achieves good performance. The results from Hanford, Albuquerque and

Salt Lake City are of value since they are based on 2, 4 and over 6 years of ground
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data. Long verification data sets are known to reduce random errors [34]. Low

random errors are important for the re-forecast methods described applied below.

6.3.2 Locations with satellite data

Table 6.4 displays the results for all locations in figure 6.1. Achieved

RMSE for the chosen locations with high and medium CSP potential vary be-

tween 170.3Wm−2 and 275.4Wm−2. The lowest RMSE occurs in Imperial, located

in California’s Colorado Desert with excellent yearly DNI averages and low vari-

ability. The highest skill is achieved in Saint George, UT with 33.9%, a location

with relatively low variability and high DNI averages (location #5). In general,

the RMSE increases with variability, a location specific parameter (see figure 6.2).

The impact of satellite data compared to ground measurements are discussed in

the sensitivity analysis below.
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Figure 6.1: Map of sites with satellite data and the yearly DNI average in
kWhm−2. Data and map modified from http://maps.nrel.gov/prospect. Data
obtained from SUNY v2.4 model for all 15 locations.
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6.3.3 Sensitivity analysis

Since all ISIS locations are also NSRDB locations, ground measurements

from there are used to calibrate the satellite model. Only the sites in Berkeley,

Davis, Merced and San Diego contain two independent sets covering ground mea-

surements and satellite derived data. Hence, the impact of the data origin on

forecast evaluation results can be studied. Table 6.7 provides results for the fore-

cast at the four locations, validated with satellite derived data. In comparison

to the results generated with ground data in table 6.3, the errors (RMSEs) from

satellite validation are between 14.7% and 30.7% smaller. While satellite data is

generally suitable to evaluate forecasting models, it seems to underestimates the

uncertainty in the DNI resource. A previous validation of the SUNY model at the

four UCSD sites found MAEs of 18.7% for Berkeley, 21.7% for Davis 15.3% for

Merced, and 24.14% for San Diego [92]. These results are important to highlight

the uncertainty introduced by the data source. This finding adds to other publica-

tions stressing the uncertainty in satellite DNI models [49]. Additionally, it is an

attempt to show the sensitivity of forecast evaluation to input data since otherwise

only the combination of input data and model performance can be evaluated as

mentioned in [34].
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Figure 6.2: RMSE and rRMSE versus variability of the solar resource for locations
shown in figure 6.1. FBasic always outperforms persistence while the error in general
increases with variability. The rRMSE is relative to the yearly DNI averages.
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6.3.4 Clear sky model impact

The results of utilizing a BCS(τ) instead of a BCS are discussed in this sec-

tion. The clear sky model correction frequently enhances the performance of the

forecast under clear sky conditions and slightly reduces rMBE and rMAE (see table

6.8). Figure 6.5 shows a scatter plot for Imperial, where the clear sky correction

enhanced the results noticeably. The first day in this set is recognized as clear, so

an update of the clear sky model follows. This reduces the error of the forecast on

the following day. However, the same correction increases the error on the third

day when the sky conditions were non-clear and cloud cover was under-predicted.

The proposed clear sky correction allows for clearness, higher than estimated via

monthly turbidity averages and therefore opens up the error bounds. This effect

is visualized in figure 6.4, showing data for Salt Lake City. The larger value range

adds to the error when clouds are underestimated leading to larger RMSE for the

whole data set. Hence, the improvements through clear sky model correction are

limited. Figure 6.3 shows three consecutive days with ground measurements and

forecasts from the basic model FBasic and the model with the applied clear sky

correction FCS−Correction. This leaves us with the conclusion that the error in the

DNI forecast is mainly due to the error in cloud cover forecasts (ĉc) rather than

in the clear sky model or atmospheric clearness assessment. These results are

consistent with [120] for the NWP model from the European Center for Medium

Range Weather Forecasting (ECMWF). To significantly enhance the forecast per-

formance, better cloud cover predictions are necessary. The high-resolution rapid

refresh (HRRR) model from NOAA might provide just that, however, the model

is barely operational (since September 2014) and historical data is unavailable.

6.3.5 Re-forecast results

Results for the best performing re-forecast of the five method variations

introduced in section 6.2.2 are shown in table 6.9. In Hanford and Salt Lake City,

the generalized model (GM) achieves the best results in terms of RMSE while in
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Figure 6.3: Example of three consecutive days of ground measurements in Al-
buquerque with FBasic and FCS−Correction. Clearness detection recognizes Jan, 05
as a clear day and updates the clear sky model. The correction leads to lower
error on Jan, 06. While the error is reduced during clear sky periods, the RMSE
for long data sets (FCS−Correction) increases when cloud cover is under-predicted.
Depending on the forecast application, both models are useful.
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Figure 6.4: Normalized mean absolute error (nMAE) versus clearness for FBasic
and FCS−Correction for Salt Lake City. The clear sky model for FBasic is based
on monthly turbidity averages while FCS−Correction uses ground data for clearness
assessment. FCS−Correction allows for highly clear atmospheres and therefore opens
up the error bounds, leading to increasing RMSE but slightly lower MAE and
MBEs (see table 6.8).
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Figure 6.5: Scatter plot for the basic forecast FBasic and the forecast with a
corrected clear sky model FCS−Correction. The corrected forecast appears to have a
lower MBE and MAE but the RMSE increases slightly (see table 6.8).
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Table 6.8: Impact of clear sky correction on errors at four sample locations. MBE
and MAE are usually reduced with the proposed clear sky correction, but RMSEs
increase at all locations. In general, MBE and MAE are easier to correct for than
RMSE (e.g. [34]). DNIG is the average DNI measured on the ground.

Method DNIG rMBE rMAE RMSE rRMSE

Wm−2 [%] [%] Wm−2 [%]

Albuquerque (ABQ)

FBasic
592.2

-5.34 31.6 269.4 45.5

FCS−Correction -4.68 30.2 278.1 47.0

Imperial (IMP)

FBasic
618.1

7.1 18.8 170.0 27.5

FCS−Correction -1.6 16.6 173.8 28.1

Salt Lake City (SLC)

FBasic
434.6

10.1 41.4 253.5 58.3

FCS−Correction -11.7 39.8 273.0 62.8

Hanford (HAN)

FBasic
576.6

7.3 24.6 189.7 32.9

FCS−Correction -6.1 21.3 206.7 35.8

Albuquerque, the Box-Jenkins model performs best. The strongest performance

gain was achieved in Hanford, where re-forecasting lowers the RMSE about 13.9%

as compared to the basic model. In Salt Lake City, improvements are 4.1% and in

Albuquerque 4.5% in terms of RMSE.

Figure 6.6 provides a scatter plot of the normalized errors from the basic

forecast FBasic, the forecast with clear sky correction FCS−Correction and the re-

forecast FReforecast with the according mean error and the standard deviation for 13

clearness intervals (10% each). The overall performance gain through re-forecasting

as well as the loss in performance through the clear sky model impact can be seen

in both, the magnitude of the mean errors as well as the standard deviations. As

the other two forecasts, the re-forecast has the lowest mean errors and standard

deviations for high clearness.
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Figure 6.6: Scatter plot of error versus clearness for Hanford for the forecasts
FBasic, the forecast with clearness correction FCS−Clearness and the re-forecast
(FReforecast) including the mean error with the standard deviation for clearness
intervals of 10%. Re-forecasting reduces the mean errors as well as the standard
deviation (error bars) for all clearness bins. Lowest errors occur for highest DNI
values (under clearest atmosphere).
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Table 6.9: Results obtained with the basic forecast and the applied re-forecasting
methods. Re-forecasting reduces RMSE, hence enhances the performance at all
locations, creating a skill over the benchmark forecast in the range of 4.1%−13.9%.
The best performing re-forcast method was Box-Jenkins for Albuquerque, and the
generalized model (GM) for Hanford and Salt Lake City. DNIG is the average
DNI measured on the ground.

Method DNIG rMBE rMAE RMSE rRMSE

Wm−2 [%] [%] Wm−2 [%]

Albuquerque (ABQ)

FBasic
594.8

-6.42 31.3 267.7 45.0

FReforecast -6.31 30.9 255.6 43.0

Hanford (HAN)

FBasic
587.5

10.7 25.7 204.9 34.9

FReforecast 4.7 21.4 176.4 30.0

Salt Lake City (SLC)

FBasic
435.1

1.02 41.9 254.7 58.5

FReforecast -2.8 41.8 244.1 56.1

Figure 6.7 shows the bias and standard deviation as error bars for the

forecasts versus the hour of the day for the basic model and the re-forecast model for

the location in Hanford. The results from re-forecasts are better, but errors remain

rather large. While re-forecasting methods in general reduce biases and structured

errors, unstructured errors remain unchanged. These results are a further indicator

that forecasting errors are mainly due to errors in cloud cover predictions. The

forecast age and therefore, the forecast error, is larger in the afternoon. This

suggest that CSP capacity scheduling would benefit from market regulation that

allow for updated capacity forecasts during the day.

6.4 Summary

This chapter leaves us with the following conclusions: (1) Validation at

8 inherently different solar micro-climates with ground measurements proves that

the NWP based day-ahead benchmark DNI forecast always outperforms the persis-

tence model, with a gain in skill between 12.4% and 38.2%. Additionally, applied
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Figure 6.7: Long term performance for daily DNI predictions in terms of mean
bias error and standard deviation versus the time of day. Errors are low for morning
hours (also partially due to low DNI averages) and increases for later times with
especially decreasing performance in the afternoon. It is likely that this is caused
by the loss of accuracy of cloud cover predictions with increasing forecast age.

re-forecasting methods can further enhance this skill 4.1% to 13.9%. As for most

other forecasts, the error increases with forecast age. (2) Evaluation of the basic

forecast with satellite DNI data in 15 areas with high and medium CSP poten-

tial showed the general applicability to reduce uncertainty in the DNI resource.

The forecasts achieve lowest errors at locations with low variability. The highest

forecasting skill occurs at locations with high variability (because the persistence

model performs low). (3) A sensitivity analysis indicates that forecast accuracy is

overestimated when satellite data is used for evaluation (up to 71.3Wm−2 RMSE).

(4) The comparison of two different, but highly accurate DNI clear sky models

showed that the forecast error is mainly due to erroneous cloud cover predictions.

The errors caused by variations in atmospheric turbidity are small. One clear sky

model tends to reduces biases while the other one enhances the overall performance

(in terms of RMSEs). (5) As a general result, it could be shown that NWP based

DNI day-ahead forecasts can reduce the uncertainty in the solar resource at all
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locations in North America with potential CSP deployment. Many implications of

this for the integration of CSP are discussed in the following chapter.

Note: This chapter contains work, previously published in:

• L. Nonnenmacher, A. Kaur, C. F. M. Coimbra, ”Day-Ahead Resource Fore-

casting for Concentrated Solar Power Integration”, (submitted), Renewable

Energy, Apr. 2015.



Chapter 7

Implications for CSP integration

The need for accurate DNI prediction is well known. Accurate DNI forecasts

on short (< 5 h) and long (> 10 years) term scale help manage and assess future

CSP establishments [105]. Using accurate 2-day ahead DNI forecasts can increase

revenue and decrease penalty costs for CSP and includes a review of previous work

on DNI forecasts [63]. Additionally, [11], [120], and [91] relate to the topic. Here,

the standard deviation from equation 3.7 becomes important since it is the main

variable to estimate the necessary required reserve allocation as discussed below.

7.1 Simplistic CSP power output model

DNI prediction is only dependent on atmospheric variables, whereas power

output prediction is additionally a function of many CSP system characteristics.

[84] has shown that the conversion rate between solar thermal power and DNI is

linear with the slope depending on the solar multiple (normalized ratio of the solar

field size in terms of the power block size). The exact DNI-to-power conversion is

subject to many CSP system parameters, locations and several technology choices.

It is known that the cost of uncertainty for CSP plants can be reduced significantly

with energy storage (e.g. thermal energy storage [20]), however, direct steam

systems do not have these capabilities. Hence, they heavily rely on the accuracy

of forecasting to mitigate the impact of uncertainty for the grid integration. As in

[71], we can use a simplified generic model to transfer irradiance to power output.

116
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We assume a linear relation between DNI and generated electricity based on the

peak generation capacity (MWp) as a simplification. The following DNI-to-power

output model is used to calculate hourly time series for a hypothetical 100MWp

direct steam CSP plant:

Eel,h =


0 if DNI ≤ 300,

DNIm
700
·MWp · 1h if 300 < DNI ≤ 700,

MWp · 1h if DNI > 700.

(7.1)

Where Eel,h is the electric power output. This model assumes a threshold ofDNI >

300Wm2 to start power production. Between 300 < DNI ≤ 700Wm2, this model

inherits a linear translation between DNI, thermal power and power output. If the

threshold of DNI > 700Wm2 is passed, the plant generates at peak capacity. This

leaves us with the time series of solar power output of the hypothetical 100MWp

power plant. Table 6 summarizes the results of this model for the available days.

All other results in this section are extrapolated to represent a full year.

7.2 Value of DNI forecasts for CSP

The costs of integration of intermittent solar energy sources into the elec-

tricity system and market sums up from two parts: the costs of solar power vari-

ability and the costs from solar power uncertainty. While the costs of solar power

variability are determined with the citing decisions, the costs of uncertainty can

be mitigated by accurately forecasting power output. Depending on the power

purchase agreement (PPA), the rates and conditions under which solar energy is

sold into the power grid vary strongly. [71] has shown that it is possible to ben-

efit in terms of revenue from submitting biased forecasts for photovoltaic energy

systems under certain conditions. It was shown that revenue benefits can be im-

peded if a penalty charge applies. [71] directly quantified the economic benefits

for GHI forecasts in California, considering energy prices in California for 63 sites.

[61] investigated the reduction in yearly penalty charges for a 50 MWel parabolic

trough plant in Spain considering the local energy prices and penalty regulations
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based on a commercially available DNI forecast. Following the suggestion from

[63] to research the benefits of DNI forecasts under different regulations, this sec-

tion investigates the benefits of the mentioned day-ahead forecasting method for

a hypothetical 100 MWp direct steam solar power plant under three market par-

ticipation scenarios at two locations in California (Merced and Davis). The first

scenario covers a feed-in tariff with fixed rates at which energy is sold to the grid

and deviations from scheduled energy output to real energy delivery is penalized

with a fixed charge per MWh. To encourage an accurate scheduling of power out-

put in the DAM, penalty charges apply per MWh of power output deviation. This

settling scenario is currently common for the integration of intermittent sources in

North America and for many locations in Europe. Scenario 2 builds on the initial

analysis from [71] and applies the same market regulations to a hypothetical 100

MWp CSP plant scheduling power output based on the proposed DNI forecasts.

Under this scenario, energy is sold in the DAM and deviations from the scheduled

energy output are settled in the RTM. The third scenario investigates the impact

of penalty charges per MWh based on the DAM and RTM price discrepancies

to promote that the most accurate power scheduling generates the highest rev-

enue. This settling scenario is important based on the assumption that the share

of intermittent sources in the utility grid will significantly increase in the next

decade(s) prospectively posing bigger operational challenges if power scheduling is

inaccurate.

Table 7.1: Results from the DNI-to-power output model. The capacity factors
for Merced and Davis are within the range of typical CSP plants.

Davis Merced

Valid Days 290 173

Simulated PO (MWh) 238, 642 109, 276

Capacity Factor [%] 34.3 26.5
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7.2.1 Settling scenario 1

The first settling scenario assumes a fixed contracted price at which en-

ergy is sold and a fixed penalty charge that applies per MWh deviation from the

scheduled energy sales. This scenario is currently common for feed-in tariffs and

power purchase agreements between solar power producers and utilities. To assess

the revenue generated by selling the produced solar energy into the grid, we first

assess the maximum revenue that could be generated with a perfect forecast. This

maximum possible revenue for settling scenario 1 (Sc1) can be calculated by:

Rmax,Sc1 =
8760∑
h=1

EG,h · PPPA. (7.2)

Here, EG,h represents the energy delivered to the grid and PPPA stands for the

purchasing price as defined in the power purchase agreement. The revenue of the

solar plant is the revenue from energy sales at PPPA (based on the forecast) minus

the penalty charges to settle energy delivery deviations. As an equation for this

scenario, we can therefore write:

RSc1 =
8760∑
h=1

(
(EG,h · PPPA)− PF · PPPA · |EF,mod,h − EG,h|

)
, (7.3)

where RSc1 stands for the revenue generated given the different forecasting meth-

ods under settling scenario 1, EF represents the forecasted energy output. EF,mod

is the modified forecasted energy output under the assumption that excessive en-

ergy would not be sold when DNI is under-forecasted (to avoid penalty charges).

Currently the prices for CSP in PPAs is typically around $100 − 150 per MWh

in the US. The PF is the deviation penalty factor. The values of PF are mostly

in the range of 125% and 175% . For this study, we assume PF = 1.5 and

PPPA = $125/MWh. The subscript h represents the hour of the year. The ex-

pression PF · PPPA,h · |EF,mod,h −EG,h| is the penalty under this settling scenario.

If the data sets do not cover a full year, results are extrapolated to represent 365

days. The revenue ratio percentage is calculated as R/RMax. This settling sce-

nario rewards a pessimistic bid into the day-ahead market since penalty charges

can be avoided when excessive energy is curtailed. Table 7.2 shows that under
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this settling scenario, the revenue of the hypothetical solar power plant varies with

the forecast used. The most accurate forecast (Model 2) achieves the highest rev-

enue ratio at both studied locations. It might be counter-intuitive that the second

highest revenue in both cases is generated with the persistence DNI model, which

performs the lowest in terms of the long term error metrics (see table 5). This

is due to the fact that this scenario punishes over-forecasts with a penalty while

under-forecasts lead to a loss in revenue due to energy curtailment. Under this

scenario, the proposed benchmark forecast has a revenue gain of 19% and 22%

over the lowest performing forecast in Davis and Merced, respectively.

Table 7.2: Results from a settling scenario with fixed energy selling price and
fixed deviation penalty charges (Scenario 1) from the location in Davis. While the
best performing forecast (Model 2) leads to the highest revenue of energy sales, the
second best forecast (Model 1) performs the lowest in terms of revenue. This shows
that submitting a biased forecast under this settling scenario can be beneficial in
terms of revenue and promotes to place conservative day-ahead market bids.

Scenario 1 (Davis) Model 1 Model 2 Persistence

Rmax,Sc1 with curtailment [$] 34, 344, 758 (based on simulated PO)

RSc1[$] 24, 221, 314 28, 842, 320 26, 913, 821

Penalty charge [$] 10, 123, 443 5, 502, 437 7, 430, 936

[%] of Rmax 70.5 83.9 78.4

Scenario 1 (Merced) Model 1 Model 2 Persistence

Rmax,Sc1 with curtailment [$] 26, 265, 696 (based on simulated PO)

RSc1[$] 17, 824, 576 21, 724, 108 18, 172, 282

Penalty charge [$] 8, 441, 119 4, 541, 587 7, 765, 792

[%] of Rmax 67.8 82.7 70.4

7.2.2 Settling scenario 2

Settling scenario 2 is characterized by selling the forecasted power output in

the DAM and settling power output deviations under RTM conditions. This sce-

nario is currently used for many wind power producers and was subject of a study
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by [71] to investigate the value of GHI forecasting in California. As in [71], this

energy trading procedure assumes the discontinuation of the participating inter-

mittent resource program (PIRP) in California and assumes CSP to participate in

the wholesale energy market like conventional sources. One of the finding includes

that settling rules without the penalization of power output deviations enables

a revenue increase by submitting a biased forecast. Under this scenario, we in-

vestigate energy deviation settling without penalty charges for energy deviations

scheduled in the DAM market (scenario 3 covers the implementation of inaccu-

racy penalties under these market conditions). The following equation is used to

calculate the revenue for energy sales including the settling costs:

RSc2 =
8760∑
h=1

EF,h · (LMPDAM,h − LMPRTM,h) + EG,h · LMPRTM,h. (7.4)

where RSc2 represents the revenue generated under scenario 2, LMPDAM,h repre-

sents the locational marginal price in the DAM at hour h while LMPRTM,h is the

locational marginal price in the RTM. As shown in the original study [71], the

following four cases are possible under these market participation rules: Case 1

occurs when the RTM is higher than the DAM price and the forecasting bias is

positive (over-forecast). In this case, the energy deficit has to be settled at the

higher RTM price and therefore generates a loss in revenue. Case 2 is as case

1 but with a negative forecasting bias (under-forecast). In this case, without a

deviation penalty charge, sales at the higher RTM price would generate additional

revenue and encourages the submission of a biased forecast. As in [71], this is

only a potential revenue gain since it is not guaranteed that the excessive energy

from the under forecast can be fed into the grid. Therefore, under these market

conditions, the RTM price is set to zero. Case 3 represents instances when the

DAM price is higher than the RTM and an over-forecast of power output occurs.

This leads to a gain in revenue, since excessive energy could have been sold at the

higher DAM market. Case 4 is as case 3 but applies for a negative forecasting

bias. When no penalty charge applies, non-delivered energy can be bought at the

lower RTM price and therefore leads to a gain in revenue since the bid was placed

on the higher DAM price. In the investigated data sets, it never occurred that
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the RTM matches the DAM price exactly. Table 7.3 summarizes the results for

this scenario. Model 2, as the best performing DNI forecasting model, generates

the highest revenue under these market conditions at both locations. However, in

Davis, persistence generates higher revenue than Model 1. This is again due to the

fact that under certain conditions a biased power production forecasts is beneficial

(Case 4 mentioned above). Hence, not only the error statistics of a forecast but

the time of occurrence of the error defines the value of information in terms of

revenue for the solar plant operator. This result is consistent with the results from

[71] for photovoltaic plants biding into the DAM with a day-ahead GHI forecast.

Table 7.3: Results from a settling scenario where energy is sold in the DAM and
settled under the RTM price without a deviation penalty charge (Scenario 2) for
the location in Davis and Merced. While the best performing forecast (Model 1)
leads to the highest revenue of energy sales, the second best forecast (Model 2)
performs the lowest in terms of revenue. The DNI forecast model that performs the
lowest (Persistence) creates almost the same revenue as the best performing model.
This shows that submitting a biased forecast under this settling scenario can be
beneficial in terms of revenue and promotes to place biased day-ahead market bids.

Scenario 2 (Davis) Model 1 Model 2 Persistence

Rmax,Sc2[$] 13, 022, 970

RSc2[$] 12, 033, 780 12, 656, 270 12, 448, 200

[%] of Rmax 92.4 97.2 95.6

Scenario 2 (Merced) Model 1 Model 2 Persistence

Rmax,Sc2[$] 9, 323, 123

RSc2[$] 8, 821, 909 9, 142, 963 8, 354, 923

[%] of Rmax 94.6 98.1 89.6

7.2.3 Settling scenario 3

As suggested by [71] the implementation of a deviation penalty factor can

ensure that the highest quality (most accurate) forecast leads to the highest revenue

of the solar energy plant and therefore is the most valuable. In the original study,

solar energy revenue with a penalty charge was calculated as:
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RSc2,P =
8760∑
h=1

EF,h · (LMPDAM,h − LMPRTM,h)

+EG,h · LMPRTM,h − Pdev,h, (7.5)

Pdev,h is the deviation penalty charge as assessed by:

Pdev,h = PF ·max(LMPDAM,h − LMPRTM,h) · |EG,h − EF,h|, (7.6)

where PF represents the deviation penalty factor. In the original study, PF =

150%. However, this approach is strongly dependent on the maximum value of

(LMPDAM,h − LMPRTM,h). Therefore, outliers in DAM and RTM price discrep-

ancies can heavily impact the revenue of a solar energy generator. In the analyzed

data set for Davis, max(LMPDAM,h−LMPRTM,h) = 173.5[$]. With the suggested

PF = 150%, the occurring penalty charges lead to a negative revenue in any case.

To circumvent this, we investigate the penalty deviation charge per MWh required

to promote that the most accurate forecast is the most valuable in terms of rev-

enue under real market conditions. Additionally, this modification leads to a more

robust penalty charge regulation against outliers in price variations between the

DAM and RTM. Hence, we modify equation 7.6 to:

Pdev,h = PF · (LMPDAM,h − LMPRTM,h) · |EG,h − EF,h|, (7.7)

together with equation 7.4, the revenue becomes a function of the PF . Addi-

tionally, as suggested by [71] the restrictions to sell for RTM prices under case

2 are lifted. Since the average of (LMPDAM,h − LMPRTM,h) is $15.8 for Davis

and $13.1 for Merced during the considered hours. Figure 7.1 shows the forecast-

ing revenue ratio for PF = 1 (no Penalty) to PF = 7 for Merced (700% of the

DAM to RTM price discrepancy). Note: These PFs are significantly higher than

in scenario 1, however, they are on a significantly lower base price. It becomes

clear that the most accurate DNI forecast (Model 2) has the highest revenue ratio

closely followed by Model 1. As expected, the revenue ratio is a linear function of

the penalty charge but the slope varies with forecasting accuracy. For a PF > 6.1

the revenue generated with the persistence model would be zero while the most
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accurate model still generates 58% of the maximum possible revenue. Under this

settling scenario, the most accurate forecast is rewarded. For Davis, Model 2 al-

ways generates the highest revenue, while the lift of the sales restriction under

case 2 enables the persistence model to generate higher revenue than Model 1 for

a lower PF. For a PF ≤ 4.5, the revenue ratio rewards the accuracy of the DNI

forecast. Therefore, the appropriate penalty factor to reward the most accurate

forecast with the highest value of information depends on the location specific per-

formance of the forecast and the persistence characteristics of irradiance. Table

7.4 shows the results under this settling scenario for a PF = 4.5.

Figure 7.1: Penalty ratio versus penalty factor for the location in Merced as cal-
culated for settling scenario 3. The most accurate forecast generates the highest
forecasting revenue. The slope of the line depends on the forecasting accuracy.
High forecasting accuracy is more robust against power deviation penalty charges.
Therefore, the value DNI forecasting can be expected to increase under high pen-
etration and penalization scenarios.

7.3 Required reserve allocation

Day-ahead DNI forecasts are an operational necessity for capacity schedul-

ing and dynamic reserve allocation. The impact of forecasting on capacity bids
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Table 7.4: Results from a settling scenario where energy is sold in the DAM
and settled under the RTM price with the implementation of a deviation penalty
charge (Scenario 2). The penalty factor (PF = 4.5) is high enough to punish
inaccurate market bids to prevent strategic market bids. With this penalty factor,
the best performing forecast (Model 2) leads to the highest revenue ratio, followed
by the second best forecast (Model 2) with persistence performing the lowest. This
shows that a carefully investigated penalty factor is capable of establishing market
participation regulations rewarding forecasting accuracy.

Scenario 3 (Davis) Model 1 Model 2 Persistence

Rmax,Sc3[$] 13, 022, 970

RSc3 (with PF=4.5) [$] 7, 706, 616 8, 823, 252 7, 616, 643

[%] of Rmax 59.2 67, 7 58.5

Scenario 3 (Merced) Model 1 Model 2 Persistence

Rmax,Sc3[$] 9, 323, 123

RSc3 (with PF=4.5) [$] 5, 145, 756 5, 747, 630 2, 186, 343

[%] of Rmax 55.2 61.6 23.5

is discussed in our previous work ([90]). Here, we investigate the impact of un-

certainty reduction through forecasting on reserve allocation necessary for CSP

plants. We follow the approach suggested by [45] called the n− sigma method to

determine operating reserves. It was originally introduced to study the impact of

wind variability on dynamic reserves. To cover variability in the DNI resource the

required reserves are:

∆Res = n

(
σ(err)

)
, (7.8)

σ(err)is the standard deviation of the error in DNI (see equation 3.7), n is typically

set to 3 (99% confidence interval). To make results comparable, all locations are

normalized by the location specific mean DNI. This leaves us with the relative

reserve requirements as:

rRes =
∆Res

BG

. (7.9)

The relative reserve requirements are used to compare the benefits of DNI fore-

casting to reduce CSP uncertainty, discussed in section 7.3.
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7.3.1 CSP with thermal energy storage (TES)

Many previous studies covered the benefits of concentrated solar power with

thermal energy (TES) (e.g. [104], [18], [20]). If storage is available, day-ahead DNI

forecasts enable the optimization of energy dispatch, since it provides a decision

aid to the plant operator when to charge and discharge the TES. The capabilities of

dispatch optimization for a photovoltaic-battery storage system have been shown

[40]. DNI forecasts enable a similar technological approach, but for CSP with TES.

[11] studied costs of balancing a parabolic trough concentrated solar power plant

in the Spanish electricity spot markets with and without storage. Their findings

include that balancing on day-ahead markets is more cost effective than balanc-

ing against intra-day prices. Their forecast was based on the persistence model.

They state that further work should improve solar forecasts and show further opti-

mization strategies. Our validation of NWP based day-ahead forecasting (FBasic)

outperformed the persistence model at all locations and re-forecasting has proven

beneficial to further enhance accuracy. Hence, the balancing costs calculated by

[11] could be reduced.

7.3.2 CSP without storage

Many operational and planned CSP plants do not facilitate energy storage

mostly due to high costs (e.g. [19] has shown that TES is mostly valuable under

high renewable penetration scenarios). CSP plants without storage are feeding elec-

tricity directly into the power system, where generation (and demand) fluctuations

have to be balanced to maintain grid stability. The impact of locational charac-

teristics and forecast performance on reserve allocation based on the n − sigma

method (see section 7.3) is discussed here. Figure 7.2 shows the impact on re-

serve requirements for location and forecast approach. Again, FBasic outperforms

persistence as expected. The worst integration characteristics of the studied loca-

tions occur in Denver (location #13) where the required reserve allocation reaches

75.9% of the DNI average. FBasic reduces this reserve requirement to 54.6%. The

required reserves, utilizing FBasic, at this locations are higher than at many other

locations without forecasting (e.g. Phoenix, location #7). Hence, the location in
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Denver has unfavorable integration characteristics, despite being a location with

general suitability of CSP deployment (DNI > 6.0 kWh
m2·day ). The location in Impe-

rial (location #4) causes the lowest relative reserve requirements (36.2% without

forecasting). This can be reduced to 26.7% with FBasic. At all locations, FBasic

lowers the required relative reserve, with an average reduction of 28.6% from the

initial percentage value. In summary, this implies that site specific DNI variabil-

ity is an important independent siting parameter along with high yearly averages

and grid infrastructure. FBasic can significantly reduce required relative reserves

and therefore, the impact of DNI variability. Additionally, FReforecast can further

enhance accuracy to reduce required reserve allocation.
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Figure 7.2: Bar plot for relative required reserve allocation for persistence and
FBasic for the location #s in figure 6.1. Bars are normalized to the local mean
DNI values. FBasic reduces the required reserves to balance resource uncertainty
for CSP at all locations.
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7.4 Summary

This chapter shows the benefits of DNI forecasts for the integration of CSP

with two examples: value of information and reduction in required reserve alloca-

tion. The value of information analysis for the three discussed day-ahead DNI fore-

casting models showed that DNI forecasting accuracy is not necessarily promoting

the highest revenue for a CSP plants. However, the best performing forecast in-

creases revenue 19−22% over the lowest performing forecast under current market

conditions. Several market regulations and associated optimized bidding strate-

gies allow to increase revenue with biased forecast submission. These results are

consistent with previous findings form [71] for PV generated power. While current

interconnection rules are mainly in place to promote renewable energy generation,

we expect increasing penalization for discrepancies between scheduled and deliv-

ered energy with increasing grid penetration of intermittent sources. It could be

shown that accurate day-ahead DNI forecasting becomes crucial with the imple-

mentation of high penalization of biased or inaccurate day-ahead market bids. Our

DNI forecast is able to mitigate uncertainty and allows for increased revenue. Fur-

thermore, CSP plants profit from market regulations allowing to update capacity

bids without penalization. The required relative reserve for the reliable operation

of the power grid is low for locations with high yearly yields. They can be reduced

further with the proposed forecasting methods. On average, 28.6% lower rela-

tive reserves are required when the NWP based DNI forecast is deployed. Hence,

the uncertainty introduced by concentrated solar power on day-ahead electricity

trading is lower than previously estimated.

Note: This chapter contains work, previously published in:

• L. Nonnenmacher, A. Kaur, C. F. M. Coimbra, ”Day-Ahead Resource Fore-

casting for Concentrated Solar Power Integration”, (submitted), Renewable

Energy, Apr. 2015.

• L. Nonnenmacher, A. Kaur, C. F. M. Coimbra, ”Benchmarking and Valu-

ation of Day-Ahead Forecasts for Direct Normal Irradiance”, (submitted),

Solar Energy, Oct. 2014.



Chapter 8

Conclusions

The experimental part of this dissertation covers the assessment of ground

truth solar irradiance data with a strong focus on the acquisition of ground truth

DNI. Based on the acquired data and strict quality controls, a remote sensing

based irradiance model was evaluated with regards to DNI and its variability. The

evaluated remote sensing model is crucial for the assessment of the solar resource

and associated siting and sizing decisions for solar plants. It was shown that the

satellite based assessment represents well the magnitude of DNI and its variability,

with a tendency to overestimate small ramps. However, the errors for DNI are

larger than for GHI due to larger range of values and the higher impact of aerosol

fluctuations.

After the verification of the irradiance models, a solar forecasting method

was proposed to cover forecast horizons 1 to 3 hours ahead as a strategy to mit-

igate the uncertainty of GHI. This intra-day forecast is based on freely available,

near real time, pre-processed satellite images. Cloud movement is identified and

extrapolated based on an optical flow algorithm, applied between two frames to

determine the velocity vector field. The quality of the forecasts depends on the

accuracy of the satellite-to-irradiance model. Therefore, ground measurements

were used to develop a novel, lookup-table based satellite-to-irradiance model that

outperforms the linear modeling approach. Satellite based intra-day forecasts are

capable of reducing the uncertainty in the GHI resource. This was validated for

San Diego, California, a highly variable solar micro-climate at the coast of the Pa-
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cific Ocean. The validation was based on the images from the currently deployed

GOES-West and East satellites. NASA schedules the space launch of the next gen-

eration of GOES satellites for the first quarter of 2016 and operational availability

of next-generation satellite images for 2017. These new satellite images will have 5

minute temporal and sub-kilometer spatial resolution. We expect additional gains

in forecast accuracy with the availability of the next-generation images as an input.

The operational grid interconnection of any power generator requires to

strictly obey generation schedules. In most jurisdictions, the driving market clear-

ing prices are decided based on the placement of a day-ahead market bids from all

market participants. Hence, large-scale grid integration of solar generators requires

day-ahead generation forecasts. For output scheduling of photovoltaic generators,

NWP based GHI predictions are readily available. CSP technologies, relying on

DNI, lack this option since most operational NWP currently do not include DNI

as a forecast output. To fill in this gap, we proposed an accurate, globally valid,

day-ahead DNI forecast to improve the accuracy of power bids from CSP genera-

tors. We quantify the monetary value of the reduction in uncertainty under three

different market and settling scenarios with and without penalties. Our finding

include that day-ahead forecasting of the solar resource significantly reduces the

uncertainty in power output and can increase revenue of CSP plants. The good

performance was validated for over 20 locations with high and medium potential

for CSP in the Southwestern United States. Additionally, we showed that the im-

pact of variability and uncertainty on the power grid, caused by large scale CSP

deployment, can be mitigated through spatially distributed siting of CSP plants.

This lowers the RMSE of predicted DNI time series from an average of 249 Wm−2

to 147 Wm−2. With increasing accuracy of improved NWP cloud cover predic-

tions, we expect that the accuracy of our proposed DNI forecasting model also

increases. In short summary, we showed that a combination of optimized siting

and solar forecasting are feasible technical solutions to significantly mitigate the

uncertainty in power output from solar generators.
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