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ABSTRACT OF THE DISSERTATION

Design with Robotic Intelligence in Mind—An Analysis Using Specific Examples

by

Alexandra Nguyen Pogue

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2024

Professor Dennis W. Hong, Co-Chair

Professor Ankur M. Mehta, Co-Chair

This collection of studies explores various facets of robotic intelligence, emphasizing the life-

cycle of a robot from inception to advanced operation. Beginning with the design phase, the

concept of “physical intelligence” is demonstrated using the Non-Anthropomorphic Biped-

Soleus (NABi-S) robot. The NABi-S robot, with its unique leg alignment and compliant

soleus mechanism, demonstrates stability and agility while allowing for recovery from per-

turbations without complex control systems. Simplified kinematic analyses and open-loop

control algorithms are all that are necessary for natural motion.

In cases where closed-loop control is necessary, intuitive design approaches are taken

to hybridize the CPG controller with zero dynamic control methods in order to render

marginally stable and unstable zero dynamics of a cart-pole system, stable. Without the use

of rigorous control theory, empirical tuning approaches are all that is necessary to synchronize

a CPG state to the cart’s pivot state to robustly stabilize the system. We then extend

closed-loop CPG control to a hybrid dynamical system, the Simplest Walker, and show that

stability regions surrounding walking cycles can be extended. This leads to the discussion of

the synergistic benefits of hybridizing a CPG controller with an HZD controller. Through

analysis, it is found that robots like NABi-S that have a higher number of degrees of freedom

(DOFs) and walk unconventionally can be controlled successfully with this algorithm.
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In consideration of communication and cooperation, it is shown that the integration of

Multi-Input Multi-Output (MIMO) network theory enhances spatial intelligence and aware-

ness among UAV teams, allowing for high-level trajectory optimization in simultaneous data

aggregation and communication tasks. By making small adjustments to pre-existing sensing

tasks, this approach achieves significant improvements in network efficiency, demonstrating

how “spatially aware” modifications to data collection plans can lead to substantial gains in

performance.

Lastly, for robotic perception, SLAM (Simultaneous Localization and Mapping) tech-

niques are crucial. The Block Online Expectation Maximization (BOEM) SLAM algorithm

presents a robust hybrid approach to visual-inertial navigation that combines filtering and

optimization techniques. Unlike optimization-based SLAM methods, this method does not

require the processing of an entire batch of data at once, yet it achieves greater accuracy than

filtering methods alone. By efficiently fusing visual and inertial data, BOEM-SLAM sup-

ports accurate realtime localization while lowering hardware requirements, making it useful

for the simplification of robotic systems by algorithmic means.

Together, these studies underscore the multifaceted intelligence required for modern

robots, from foundational physical design to advanced spatial and visual capabilities.
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CHAPTER 1

Introduction

Robotics is a rapidly evolving field that encompasses various aspects of robot design, control,

and perception. As robots become more prevalent in our daily lives, it is crucial to design

them with intelligence in mind to ensure efficient, stable, and adaptable performance. This

thesis explores several examples of robotic intelligence in different contexts, highlighting the

challenges and innovative solutions in each case.

One of the fundamental challenges in humanoid bipedal robots is the three-dimensional

control and balancing problem, mainly due to the hip sway that occurs during weight trans-

fer between the support and swing legs. This sway causes periodic roll moments on the

robot’s center of mass (CoM), while the swing foot induces pitch moments in the plane

of forward motion. Minimizing the effects of out-of-plane motion on overall stability often

requires expensive force/torque and inertial sensors for closed-loop control [1]. The Non-

Anthropomorphic Biped (NABi) robot addresses this issue through its unique leg alignment

in the sagittal plane, enabling agile motion without complex control. NABi-S, a smaller

version of NABi, incorporates a spring or “soleus” mechanism to store energy and stabilize

walking, demonstrating agile motion using open-loop, Central Pattern Generator (CPG)

control.

When the control loop is closed using sensory feedback, CPGs offer advantages such

as limit cycle stability and entrainment, which allow robots to synchronize with natural

dynamics and achieve stable motion. This research uses these principles to impose a virtual

holonomic constraint on a mechanical system with a single degree of underactuation while

also stabilizing a periodic orbit within the constraint manifold. To achieve this, a stable CPG

1



limit cycle is embedded within the zero dynamics manifold of a cart-pole system, enabling

stabilizing control in both downward and upward positions.

The foundation of this work lies in the concept of zero dynamics (ZD), which describes the

internal dynamics of a system when the output is constrained to be identically zero. While

zeroing the system output ensures the manifold containing the zero dynamics is invariant and

attractive, stabilizing the zero dynamics remains a challenge when they are inherently unsta-

ble. This research integrates the Andronov-Hopf (AHO) CPG model, a nonlinear oscillator

that guarantees global convergence to a limit cycle trajectory to achieve this stabilization.

The AHO oscillator is time-invariant and exponentially stable, making its dynamics ideal.

In order to embed the AHO state within the constraint manifold, it is first shaped using a

Fourier series, then the unstable robot state is input as sensory feedback to the CPG. This

ensures that the CPG manifold is fixed to the zero dynamic manifold within the domain of

the desired trajectory and the neighboring states.

Building on the foundational work in continuous dynamical systems, the next chapter

delves into the hybrid extension of CPG control, focusing on closed-loop CPG control and

its application to hybrid systems through phase resetting at impacts. By employing the

Simplest Walking Model, we illustrate how the hybrid CPG model can stabilize walking

gaits that are otherwise unstable under open-loop conditions. Additionally, the application

of HZD control to side-walking is investigated, utilizing the NABi robot as a case study. The

combination of CPG and HZD controls aims to overcome the limitations of traditional time-

based synchronization, providing an intuitive and adaptive framework for dynamic robotic

gaits.

Future work centers around exploring the theoretical foundation and practical implemen-

tation of CPG-HZD control, specifically targeting stable periodic orbits within the constraint

manifold. Through the analysis of energy balance and the use of the Poincaré return map,

this research aims to identify stable periodic solutions that ensure robust and efficient loco-

motion. This approach not only simplifies CPG control design but also has the potential to

enhance the overall stability of HZD control, thus paving the way for an advanced, nonlinear
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control method with enhanced stability properties.

In the context of multi-robot systems, efficient data aggregation and communication

are essential for coordinated task execution. Under line-of-sight (LOS) network conditions,

multi-input multi-output (MIMO) wireless communications can increase the channel capac-

ity between a team of robots and a multi-antenna array at a stationary base station. By

positioning robots to maximize complex channel orthogonality between each robot and re-

ceiver antenna, the system can achieve greater data throughput and shorter task completion

times. Geometrically motivated assumptions can be used to derive transmitter spacing rules

that improve backhaul throughput for data offloading from the robot team, with minimal

impact on other system objectives.

Visual-inertial Simultaneous Localization and Mapping (SLAM) is another crucial as-

pect of robotic intelligence, enabling robots to create globally consistent trajectories and

maps of their environment. However, the growing computational costs and storage require-

ments of SLAM backends pose a significant challenge. BOEM-SLAM addresses this issue by

leveraging the hidden Markov model structure to summarize historical data into sufficient

statistics and discard it, making it a data-efficient algorithm. Compared to other funda-

mental approaches, BOEM-SLAM demonstrates considerably lower computation time with

comparable estimation performance.

In this thesis we analyze these specific examples of robotic intelligence, focusing on the

design considerations and innovative solutions that enable efficient, stable, and adaptable

robot performance. By examining the challenges and successes in each case, we can gain

valuable insights into the future of robotic intelligence and its potential applications in

various domains.

The following chapters of this thesis are arranged as follows, Ch. 2 provides an overview of

the mechanical design and development of the Non-Anthropomorphic Biped (NABi) robot. It

details the NABiRoS compliant foot mechanism, introduces the NABi-S variant, and presents

the design and function of the Soleus mechanism. Ch. 3 explores foundational concepts in

motion planning using a Central Pattern Generator (CPG). It presents a simple method to
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achieve open-loop trajectories along with results of walking speed trials. Ch. 4 introduces the

design and implementation of a closed-loop CPG-ZD controller. It includes the background

on zero dynamics and virtual constraints, details the design of the CPG-ZD controller, and

presents simulations using the cart-pole model. Ch. 5 applies the CPG to a hybrid dynamical

system using the Simplest Walker model and phase resetting techniques. This chapter also

addresses the challenges and methodologies for integrating CPG control with hybrid zero

dynamics for side-walking. Ch. 6 discusses the importance of spatial awareness in enhancing

robotic communication. It addresses several communication models and explores the effects

of transmitter position on MIMO network performance. Ch. 7 presents the Block Online

Expectation Maximization (BOEM) approach to SLAM. It compares BOEM-SLAM with

other backend algorithms in realistic simulation scenarios, highlighting its efficiency and

suitability for energy-constrained environments. The final chapter, Ch. 8, outlines future

directions for the development of CPG-HZD control. It includes stability analysis, theoretical

development for side-walking, and implementation strategies. The chapter also discusses the

synergistic benefits of combining CPG and HZD control, offering a promising pathway for

advanced robotic locomotion.
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CHAPTER 2

Biped Robot Design by Physical Intelligence

2.1 Background: Non-Anthropomorphic Biped (NABi)

In the following sections, usage of terms such as “ankle” and “toes” normally attributed to

humans, etc. in addition to those shown in Fig. 2.6 will be used to refer to robot parts.

2.1.1 NABi Mechanical Design

The leg mechanical design in the NABi family of robots is essentially the same across robot

models. The legs are designed to address the “hip sway” that occurs in conventional biped

walking. The out-of-plane moments don’t exist if humanoid legs were rotated by 90 degrees,

we can think of it like a “side step” when trying to squeeze through tight spaces (Fig. 2.1).

A typical humanoid leg has 6 degrees of freedom (DOFs): roll and pitch at the ankle, pitch

at the knee, and roll, pitch and yaw at the hip. To take side steps, fewer are necessary to

maintain balance because the hip sway that occurs when shifting weight stays in the plane

of motion. Thus, we keep all pitch DOFs, because those are the only necessary DOFs for

forward motion. Like Raibert’s hopper studies in [7] we are focused only on a single element

of the motion problem, with the current subset of DOFs the robot can propel forward and

backwards only, it does not turn. A later version of the NABi robot with yaw DOFs at the

hip joint can be seen in Sec. A.

The NABiRoS hardware prototype is pictured in Fig. 2.2. The robot stands 1 meter

tall when in a typical “crouched” position and 1.35 meters tall when including the attached

cardboard box that acts as a “torso” for weight distribution purposes. The robot has two
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Figure 2.1: NABiRoS version robot showing rotation of legs in the sagittal plane when compared

to a “typical” humanoid robot [1].

Figure 2.2: NABiRoS hardware prototype [1].
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actuated DOFs located at the hip and the knee. An actuated ankle DOF is unnecessary

and has been replaced by a rigid ankle linkage connecting the tibia to a simple foot element.

The robot can rotate about the ankle-foot linkage in the same way a point foot acts as a

pinned connection in dynamic legged locomotion [7], but the foot serves to stabilize the robot

while moving, facilitating quasi-static locomotion techniques. The removal of motors at the

ankle also significantly reduces the weight and moment of inertia of each leg [1]. The legs

of the robot are made of carbon fiber tubes. The body (above the hips) holds the onboard

computer. Using carbon fiber tubes rather than aluminum for the leg linkages reduces the

weight of the robot without sacrificing rigidity. Aluminum is used for motor bracketing only.

Including the external power infrastructure, the robot is a total of 3.97 kg [1].

2.1.2 NABiRoS Complaint Foot Mechanism

Compliant feet are used on NABiRoS to account for small perturbations and uneven ter-

rain, without the need for an ankle joint. Legged robots designed to be mechanically rigid

with high-gain, position controlled joints require foot trajectories to match terrain contours

perfectly. This type of design works well in a laboratory setting where the environment is

known, but fails when introduced to real world conditions [8]. A widely used solution to

this problem is the series elastic actuator (SEA), which adds a compliant element in series

with a traditional actuator. The SEA analog in the NABiRoS system is captured in the

compliant feet. These end effectors are in series with the motors via the rigid tibia-ankle

linkage, a simpler mechanical configuration than a typical SEA which attaches the elastic

element directly to the actuator power train. Adding this elastic element to NABiRos leads

to better energy efficiency via spring storage, disturbance rejection via foot stabilization,

and allows for control system robustness to unmodeled robot dynamics and environmental

conditions.

Looking at Fig. 2.3 we can see that the brackets that connect the foot to the tibia

(effectively the ankle) are configurable. This allows for varying spring foot engagement

angles. When the robot walks, the feet can be configured such that they only take action
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Figure 2.3: NABiRoS foot mechanism showing adjustable rigid ankle connected to a spring steel

stabilizing plate

during specific motions to avoid the negative effects of an SEA such as the dampening of

robot dynamics [9]. This way they serve as SEA’s during specific portions of the walking

cycle, while allowing for fast response times in others when the spring system is not engaged.

The foot is made of 1095 blue tempered spring steel [10]. This material has a higher

carbon content than other spring steels for wear resistance and continual stress. This makes

the material sufficiently “stiff” to hold the weight of the robot as it “leans” or shifts its

weight. The spring model is nonlinear so it was simplest to determine the appropriate foot

length empirically by trial and error. The spring is purposed to function such that when it is

engaged, there is a restoring force of desired magnitude depending on the amount the spring

is deflected passed its equilibrium position, i.e. the amount by which the robot “leans” on

the spring (see Fig. 2.3, image on the right).

The details of the walking algorithm and results can be found here [1]. The foot mecha-

nism’s impact on NABiRoS walking is addressed specifically by Yu et al. when they stated,

“The inclusion of the compliant element showed immense improvements in the stability and

robustness of walking gaits on the prototype, allowing the robot to remain stable during

locomotion without any inertial feedback control.”

2.2 Non-Anthropomorphic Biped-Soleus (NABi-S)

The soleus muscle, shown in Fig. 2.4, is a wide flat leg muscle found on the posterior of the

tibia. It runs from just below the knee to the heel via the Achilles tendon. This muscle
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together with the gastrocnmius and plantaris muscles form the calf muscle on the human

leg. Soleus contraction allows for plantarflexion and helps to maintain posture by preventing

the body from falling forward at the ankle while standing [11].

Figure 2.4: The soleus muscle on the human leg [2].

NABi-S, shown in Fig. 2.5, is a smaller version of NABiRoS and thus shares the same

stability properties as its larger counterpart. The main difference is in the construction of

the ankle and foot components, where here we introduce a novel “soleus” mechanism that

replaces the rigid ankle and spring steel end effectors on NABiRoS.

The NABi leg design makes it nearly impossible to tip over in the sagittal plane because

the leg that is taking a step acts as an “anchor” on the robot center of mass, keeping it

within a constrained space. The ankle portion of the soleus mechanism on NABi-S is not

rigid, however, which increases the the angular momentum of the robot about its stance foot

considerably compared to NABiRoS. Parallel to the tibia, the soleus is made up of spring

elements; they engage when the robot rotates about the stance foot, stabilizing motion and

turning the angular momentum into potential energy. The feet on NABi-S were fashioned

from aluminum in a “truss-like” design for strength-to-weight efficiency. They were also
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Figure 2.5: NABi-S hardware prototype showing soleus mechanism.

made sufficiently wide to prevent possible out-of-plane tipping.

2.3 Mechanical Platform

2.3.1 Overall Design and Mechanical Components

A labeled model of NABi-S is shown in Fig. 2.6. The robot stands .8 m in height, 20 cm

smaller than NABiRoS. The robot weighs 2.86 kg. Tubes and brackets have been reduced in

size to minimize weight. The 2.54 cm diameter, 30.48 cm length structural tubes are made

from carbon fiber. They are light and small in diameter to minimize the inertia of the legs.

There are two Robotis Dynamixel MX-106 servomotors that operate each of the four degrees

of freedom located at the hips and knees [12].

2.3.2 Soleus Mechanism

The soleus was conceived to closely approximate a torsional spring at the passive ankle over

a range of movement. This allows for estimation of the spring’s role in dynamical analysis.

The design was built with additional functionality in mind such as variable pretension,
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Figure 2.6: NABi-S robot design with labeled components.
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engagement, and stiffness properties, which can be configured manually. As previously

stated, mechanism design morphology emulates the soleus muscle of a human, and shares

its role in walking and maintaining standing posture.

2.3.2.1 Spring Determination

Figure 2.7: Soleus mechanism schematic with labeling.

Referring to Fig. 2.7, the distance between fixed points on the foot (Link 1) and tibia

(Link 3) changes as the ankle rotates. The placement of a tension spring between these

two points exploits this change by storing potential energy and providing a restoring force.

The static force propogation method was used to determine approximate spring stiffness

for the soleus [13]. The simplest approach considered the robot as a structure, with mass

concentration at the center of mass. A virtual link was created from the center of mass to

the hip joint. This load was then propagated to the ankle.

The approach is a type of force and moment balance. Subscripts denote force or moments

exerted on link i by link i− 1, and so on:

fi = fi+1. (2.1a)

If P is defined as the position vector from link i to link i + 1, and moments lie along joint
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axes, then the torque at joint i is defined as

τi = τi+1 + Pi+1 × fi+1. (2.1b)

In implementation, separate reference frames were assigned to each link, and a rotation

matrix was used to describe force and moment relationships in a single reference frame.

From the above equations, the torque at the ankle was determined. Referring to Fig. 2.7,

the distance L4 increases as the angle θ2 increases. The moment arm to the force generated

by the spring lying along Link 4 is L1. Using this relationship, the spring constant, k, is

determined by the equation,

k = 4L4× L1/τankle. (2.1c)

Using Equations 2.1a through 2.1c, a robot position requiring maximum use of the spring-

standing on one foot with tibia 25 degrees from vertical, generated a torque of 99.84 Ncm.

Using link length and angle data associated with prototype parameters defined in the fol-

lowing section, Sec. 2.3.2.2, a spring constant of 20.43 N/cm was determined.

2.3.2.2 Design Implementation

The soleus mechanism, pictured in Fig. 2.8, was designed and manufactured with rapid

prototyping in mind. The knee motor brackets were the strongest point of attachment for

Link 3 and there was sufficient clearance to attach them there, resulting in an L2 of 32.4 cm.

Attaching Link 3 perpendicular to the tibia was simplest, resulting in a θ3 value equal to 90

degrees. Remaining link lengths L1 and L3, equal to 3.56 cm, were chosen to be small for

weight reduction.

Referring to Fig. 2.8, the mechanism consists of a large foot plate for stability (A), ball

bearings for smooth rotation at the joint, and thrust bearings to maintain rigidity (B). Soft

EVA foam was placed in a hinged joint at the heel to absorb impact, and between the

foot and the ankle to dampen rotation (C). To ensure the spring always stays in tension,

the spring is attached to a custom bracket at the base of the tibia via its connection to a

dowel pin (D). When the ankle moves through the configured point of engagement, the base

13



connection of the spring is passed from the tibia bracket to the “wing-set” brackets attached

to the foot (E). These brackets are configurable at 15 degree intervals to allow for a range

of spring engagement. The spring attachment to the opposite end of the tibia is via an

upper plate that attaches to the knee bracket, with vented screws to allow for pretensioning

(F). Fig. 2.9 depicts the foot bracket wing-set in not engaged and engaged positions. The

mechanism works reliably, including testing where the spring is transferred to the foot at

high frequencies.

Figure 2.8: Prototype design of the soleus (*Note: in the current “engaged” position, the dowel pin

connection should be to Bracket E not D).

The soleus was designed to increase stability when walking. Specific tests verifying its

effect, however, were not conducted. For the many gait parameters used in initial CPG tests,

it was observed that the mechanism turned backwards motion into forward motion when the

back leg turned the potential energy created by a center of mass shift into kinetic energy of

14



(a) Spring not engaged (b) Spring engaged

Figure 2.9: Closeup of the soleus base attachment.

forward motion. When there is no spring to load as the robot leans back a “rearing” motion

is created as the swing foot kicks upwards. Eliminating instances where the legs move too

much in the vertical direction protects the motors from impulses created at foot impact with

the ground.

Spring stiffness for speed tests performed in Section 3.3 were 21.02 N/cm in total for

each mechanism (6 lbs/in/spring). The mechanism wing-set was fixed at a middle setting,

i.e. θ1 equal to 180 degrees for spring engagement to begin at a θ2 of 0 degrees (Fig. 2.7).

This value was held fixed for all testing due to gait behavior change for different settings.

2.3.2.3 Kinematic Analysis

The mechanism performance was analyzed using the spring stiffness and other parameters

determined in the preceeding sections, to asses whether it approximates torsional spring

behavior. The mechanism was treated as an open kinematic chain containing three rigid

links, and kinematic position analysis was applied between Links 1 and 3 using a Newton-

Raphson numerical method [14]. At full range of motion the spring is non-linear due to the

decrease in θ4 as θ2 increases, causing torque output attenuation (Fig. 2.7).

If the range θ2 is truncated to have a maximum angle of 35 degrees, however, the coef-
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Figure 2.10: Mechanism performance over truncated range.

ficient of determination, or R-squared value is equal to .9886. Fig. 2.10 depicts mechanism

performance for the actual prototype using previously described link lengths, and a 21.02

N/cm linear spring.

2.3.3 Soleus In Action

Figure 2.11: Timelapse showing the robot leaning against the Soleus without falling over.

Fig. 2.11 shows timelapsed images from video footage of NABi-S kicking up one leg as it

leans against the Soleus at the ankle. The images clearly show that despite the smaller feet,

the mechanism facilitates very agile, stable motion.
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CHAPTER 3

Simple Approaches to Generating Movement

3.1 Background: Central Pattern Generator Motion Planning

There is evidence that humans and animals achieve some forms of motion using a neural

network known as a central pattern generator (CPG) [15]. A CPG is a low-level pattern

generator used by animals in repetitive motions. A CPG is used in this portion of the

research as a biologically-inspired means to generating motor trajectories. This is a favorable

approach because empirically tuning oscillator parameters provides intuitive results for robot

motion without much effort.

CPGs have been successful in simulation, but fewer studies have been done with robots.

Endo et al. had positive results, achieving over 50 steps with their in-plane biped, although

their studies included a boom attachment for stabilization of lateral movement [16]. The

balancing issue may be why CPGs are more often associated with quadrupeds such as Sala-

mandra Robotica and Tekken [17], [18]. Quadrupeds exhibit self-stabalizing behavior because

they keep two or more feet on the ground most of the time [19]. Studies have shown CPGs

for locomotion are found in the spinal cord, at a low-level of motor function [15]. This means

the rhythmic motion CPGs produce are generated without conscious effort. Quadrupeds are

currently best suited for this low-level type of control because unlike agile biped robots,

they do not require sophisticated balancing algorithms. A CPG alone can be sufficient for

locomotion. With the use of our physically intelligent biped system, however, we are able

to perform stable biped walking using a CPG without the use of a boom for stabilization

assistance.
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3.2 Control

Only an open-loop CPG was necessary to achieve walking with NABi-S. To determine tra-

jectory parameters, first a closed-form approach was taken in designing the CPG model.

Then empirical methods were used to further tune trajectory states during implementation.

3.2.1 Control Theory

Multivariable harmonic balance equations (MHB) were used to generate the desired oscil-

lation profile for walking [20]. Using this theory, a four neuron model was developed, each

neuron representing an actuated degree of freedom. Neuron dynamics are described by the

following set of equations. Input ui is equal to the weighted sum of the output of presynaptic

neurons,

ui =
n∑

j=1

µijvj (3.1a)

where µij is a real, scalar valued weight of the synaptic connection from the jth neuron. Low

pass filter dynamics have the property 1/wo, representing the cell membrane time constant

and inverse of the filter pass band of neuron i,

q̇i = −woqi + woui (3.1b)

where the neuron signal frequencies must have the property w ≤ wo for the CPG model

to exhibit oscillatory behavior. To maintain oscillation without degradation, and capture

the threshold and saturation properties of the neuron, a nonlinear, sigmoid operation is

performed on qi,

vi = ϕ(qi). (3.1c)

A hyperbolic tangent function satisfies these characteristics, and was used for this research.

For vectors q ∈ Rn×1 and v ∈ Rn×1, whose ith entries are qi and vi respectively, the neuron

model dynamics can be arranged according to the following systems of equations:

q̇ = −woq + woMv, (3.2a)
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v = Φ(q). (3.2b)

For a system composed of n neurons, matrix M ∈ Rn×n may be constructed, with row i

containing presynaptic weights corresponding to the ith neuron. Thus, matrix M is described

as a connectivity matrix. If neuron j excites neuron i, µij is positive, otherwise if it inhibits

neuron i the value is negative. For the CPG controlled system, Eqs. (3.2a) and (3.2b)

generate quasi-sinusoidal waves. A set of n amplitudes and n phase relationships, described

by qi ' αi sin(wt + φi) are desired. To determine M such that neurons exhibit a desired

frequency and the proper gain/phase relationships, the following linear matrix inequality is

solved:

min
M

‖M‖ s.t.


MKR = RΩ

NTMKN + (NTMKN)T < 0

(3.3a)

where Eq. (3.2b) is approximated by v ∼= K(α)q, with K(α) := diag(ki(αi)). The ith diagonal

entry of K(α) is taken from the describing function of tanh(qi). Among the remaining

parameters in Eq. (3.3a) are

Ω :=

1 −w̄

w̄ 1

 , w̄ = j(1− 1

f(jw)
), K := K(α) (3.3b)

where f(jw) is equal to the filter transfer function. Matrix N forms an orthonormal basis

for the null space of RT , with matrix R defined as

R :=


α1 sin(φ1) α1 cos(φ1)

... ...

αn sin(φn) αn cos(φn)

 . (3.3c)

3.2.2 Control Implementation

Empirical tuning methods were used to generate the oscillation profile for walking. First

forward kinematics were used to establish nominal robot appendage placements [21]. Ap-

proximate command signal amplitudes and phase relationships were determined using this
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method prior to testing on hardware. Referring to Fig. 3.1, the robot hip angles are measured

from the axis perpendicular to the rotating φ frame and the knees are measured relative to

the hips.

Figure 3.1: Joint angle convention for a given position.

Hardware tests indicated the need to slow leg velocity and keep the feet from getting too

close on an inward swing. To do so oscillation profiles were modified using weights applied

to the sigmoid function in Eq. (3.2b). The alteration produced clear stance and swing legs

in the walking cycle. Thus, q computed from Eq. (3.2a) followed two network paths. The

path for sigmoid operation, φ(·), went back through the CPG. This path determined signal

frequency and phase relationships. The modified sigmoid, φi(·), of the form

ṽi = ςi tanh(βiqi + σi) + δi (3.4)

shaped the signal in such a way that it appeared saturated (Fig. 5.2a). This allows the leg

to swing outward more than inward, for example. The signals were then shifted vertically,

v̄ := ṽ + ρ, ρ ∈ Rn×1. These position commands to the motors are shown in Fig. 5.2b. The

shift by ρ ensured leg swing occurred about a crouched position.

Fig. 5.2b shows example motor signals for walking. There is a phase lead (φ) of 90

degrees by the right side of the robot if following the angle convention defined in Fig. 3.1.

In this configuration, at t = 0, the right leg is extended. The robot walks in the direction of

phase lead. The phase relationship between hip and knee, νi, was fixed at zero degrees. This
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ṽ

(a) CPG input signal q, and output signal ṽ (left hip)
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Figure 3.3: Frames depicting two steps of robot walking.

relationship, such that the foot extends outward at the same time the hip swings the femur,

was deemed acceptable for walking. Amplitudes (Table 3.1 of Section 3.3) show more swing

from the knee than the hip, to limit vertical motion of the leg. Frequencies (f) for Fig. 3.2

are 1.5 Hz.

Fig. 3.3 shows two steps of walking typical of phase leads and frequencies in the range of

70-100 degrees, and 1.5 to 1.8 Hz. The required trajectory signal amplitudes are proportional

to the spring stiffness used, meaning less leg swing is required when using a lower spring

constant (14.01 N/cm pictured). In walking the robot leans back to lift the front leg, shifts

its body forward on the spring to pick up its back foot, then shifts back to begin the cycle

again. Walking in this range is consistent from step to step, and robot movement looks

natural. Stepping is not perfectly symmetrical however, with more lift coming from the

front foot.

3.3 Parameter Space Search Results

A parameter space search determined the frequency and phase lead to produce the best

walking results. Speed and a consistent gait were metrics for good walking. Frequency

and phase lead ranges were 1.4-1.9 Hz and 70-120 degrees, determined based on initial

tests showing (relatively) high walking speeds in the approximate mid-range. Referring to
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Table 3.1: Fixed Parameters for Walking Trials

Parameter ςi βi σi γi νi

Left Knee 0.1846 5.4824 0.6344 0.6828 0 deg.

Left Hip 0.1334 7.6070 0.5265 -0.7509 /

Right Hip 0.1387 -1.5022 0.5719 0.3958 /

Right Knee -1.0814 -2.8076 1.4354 0.1815 0 deg.

Eq. (3.4), all parameters held fixed are shown in Table 3.1, with γi := δi + ρi. Five trials

were taken per frequency and phase combination to produce average speed data. The robot

was timed as it walked a distance of 1.22 m.
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Figure 3.4: Average speed (over 5 trials per data point) as a function of frequency and phase.

Fig. 3.4 shows average speed data located at points on the line plot. At 1.4 Hz the

spring strength contributed to a lack of foot lift, causing slow walking. Speeds increased

significantly at 1.5 and 1.6 Hz. The peak walking speed of .288 m/s was recorded at a phase
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of 70 degrees, and frequency of 1.5 Hz. This speed is slightly faster than the fastest recorded

speed of NABiRoS, a larger robot by .2 m in hip height [1]. As frequency increased, all speeds

converged to approximately .222 m/s. Observation of walking indicated the highest average

speeds were also the most consistent between trials. Lack in repeatability was a product

suboptimal stepping such as skipping and backwards stepping, that decreased averages. For

clearer trends, more than 5 trials per data point are needed. Variance data could then be

taken to quantify walking consistency.

Figure 3.5: Frames comparing two separate speed trials.

Fig. 3.5 shows a side by side comparison of walking produced by two different sets of

gait parameters. The comparison clearly demonstrates the impact that frequency and phase

have on walking speed. The trial for optimized walking (70 degrees, 1.5 Hz) finished the

distance of 2.7 m in a total of 9.58 seconds. The walking speed of .282 m/s is within the

expected range for this frequency and phase. The trial using unoptimized gait parameters

(120 degrees, 1.7 Hz) finished the distance in 15.55 seconds. This speed of .174 m/s is below

the expected range (-.0082 m/s).
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3.4 Future Work in Trajectory Planning

For future work, gait optimization strategies for improved lift on the back foot will be

studied [22]. In order to achieve limit cycle walking, the loop will be closed on the CPG.

Using a band-pass filter to model neuronal dynamics may make entrainment possible [23].

Work has already been done to derive the robot’s dynamical equations for feedback control.

Motor control methods for these measures will change to torque control. Torque control can

create both proprioceptive actuation and a robot adaptable to the environment.

Figure 3.6: Image showing NABi-S using the soleus mechanism for plantarflexion.

Like the soleous of the human, the wing-set on the elastic mechanism can perform plantar

flexion, that is, increase the angle between the foot and tibia so the robot stands on its

toes (similar to a pantograph leg, see Fig. 3.6). Using stronger springs, a toe-walking gate

will be investigated. The springs must be stiffer and will impact the ankle more in this

configuration. The study will help determine how the CPG performs when compliance and

morphology change.
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CHAPTER 4

A Novel, Closed-Loop CPG-ZD Controller

Using a CPG with sensory feedback has benefits such as limit cycle stability and entrainment.

Entrainment is the ability to synchronize with natural dynamics. Limit cycle stability is

defined as a robot state that does not require local stability at every point along its trajectory,

but is stable because a given trajectory will eventually converge to the desired trajectory

over a number of time steps [24]. These aspects of CPG control make the production of

natural, stable gaits possible as an alternative to high gain position control.

While the research within this chapter is purposed as a foundational controller for walk-

ing, it takes steps to solve an open area of research in the process—here we explore the

problem of imposing a virtual holonomic constraint on a mechanical system with a single

degree of underactuation while also stabilizing a periodic orbit within the constraint mani-

fold1. This research is important when designing controllers that enable robots to perform

complex, repetitive motions. Rigorous control theory applying linear control techniques have

been applied to this problem in [25]. To the best of our knowledge, this is the only nonlinear

approach to solve this problem. In our approach we have imbedded a stable CPG limit cycle

within the zero dynamics manifold of a cart-pole system to control it in both the downward

and upward positions, as the contribution of this research.

1This problem was considered an open area of research in the year 2018.
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4.1 Background: Zero dynamics and Virtual Constraints

The zero dynamics of a system, the nonlinear analog to transmission zeros, are the internal

dynamics created once an initial condition and input are chosen such that the output of

the system is constrained to be identically zero [26]. In this case, input-output linearization

is used to configure the system output as an integrator chain amenable to linear control

techniques for exponential convergence to the origin. Zeroing the output of the system does

not necessarily mean its zero dynamics are asymptotically stable, but only that the manifold

containing the zero dynamics is invariant and attractive. The analysis of systems for which

the zero dynamics are unstable is still considered substantially unexplored and an open area

of research [25], [26].

The motivation for ZD control2 is clearly stated in [27]. In summary, zeroing the outputs

of the system is analogous to imposing virtual holonomic constraints—holonomic constraints

parameterized by a state via feedback. This process can be imagined via a system mechani-

cally constrained to move with a motorized DOF, such as a four bar linkage. The kinematic

behavior in mechanically constraining a system and virtually constraining it is the same,

but in the latter case, the system is easily reconfigurable. The idea that linking rigid bod-

ies reduces the DOFs applies here, satisfying the virtual constraints effectively reduces the

control problem to the dimension of the zero dynamics, which in general is considerably less

than the dimension of the system.

This chapter introduces the methods used to achieve CPG-ZD control as a precursor

to CPG-HZD control for closed-loop control of robot walking. In theory, the approach to

control design remain intact when the two forms of control are combined. Thus it is helpful

to get accustomed to the implementation of each control strategy separately. Hybridizing

the controllers is simply a matter of constraining the robot to move with a CPG state rather

2The chapters of this thesis will use the term CPG-ZD and CPG-HZD to denote control for continuous

dynamical systems (consistent contact with the environment) and hybrid dynamical systems (intermittent

contact), respectively.
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than a robot state, making combining the controllers trivial. Acquiring synergistic properties

however, is non-trivial and requires careful analysis and a thoughtful approach.

4.2 Design of a CPG-ZD Controller

As long as there is a one-to-one relationship between θ, the parameterizing state in Fig. 4.1,

and the robot configuration, ZD control is applicable. The simple cart-pole under this

holonomic constraint satisfies the one-to-one requirement. In general, however, ZD control

requires that the zero dynamics of the system are stable [27]. In the downward position,

the zero dynamics of the cart-pole are marginally stable and in the inverted position, the

zero dynamics of the cart-pole are unstable. In this research, we first show that in realistic

conditions, ZD control fails to control the cart-pole when the pendulum is in the downward

position. We then show that when CPG-ZD control is used, the cart pole can be controlled

as the CPG state entrains to the zero dynamics of the system. We then further illustrate

how the CPG is able to provide a stable limit cycle state as the parameterizing state when

the pendulum is in both the downward and the upward positions.

4.2.1 The Andronov-Hopf CPG Model

The CPG dynamical model used in this research is an Andronov-Hopf (AHO) model. The

AHO is a simple, planar nonlinear oscillator. Every nontrivial trajectory in the orbit of the

state space converges to a single, circular limit cycle. The time courses of the state variables

are sinusoidal. The amplitude and frequency of oscillation are specified by certain model

parameters. The dynamical model of the AHO is given by,

ξ̇1
ξ̇2

 =

σ(ξ1, ξ2) ω

−ω σ(ξ1, ξ2)

ξ1
ξ2

 ,
σ(ξ1, ξ2) := µ(α2 − ξ21 − ξ22)

(4.1)
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where ξi(t) ∈ R for i = 1, 2 are the states, α and ω are the amplitude and frequency

parameters, respectively, and µ > 0 specifies the convergence rate. For later convenience in

temporal shaping of the oscillator signal, (4.1) can be put into complex form,

ż = µ(α2 − z2)z + jωz (4.2)

with z(t) ∈ C defined as z := ξ1 + jξ2. For complete stability analysis, the proof for global

convergence to the orbit z = αejwt is given in [28].

4.2.2 Dynamic Equations of the Cart-Pole Model

Figure 4.1: Schematic for the cart-pole problem [3].

Referring to Fig. 4.13, the pole is massless and the pivot is unactuated and has no friction.

There is a point mass a distance l from the pivot. Theta is measured from the downward

position. The corresponding equations of motion are,

(mc +mp)ẍ+mplθ̈cos(θ)−mplθ̇
2sin(θ) = f

mplẍcos(θ) +mpl
2θ̈ +mpglsin(θ) = 0.

(4.3)

3It should be noted that in [3] a nonlinear controller is used to stabilize θ about a fixed point, not an

orbit as shown in our research.
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To simplify the problem, we set the point mass, the mass of the cart, and the length of the

pole equal to 1,
2ẍ+ θ̈cos(θ)− θ̇2sin(θ) = f

ẍcos(θ) + θ̈ + gsin(θ) = 0.
(4.4)

It will be helpful later on to solve (4.4) directly for the accelerations,

ẍ =
1

1 + sin2(θ)

[
f + sin(θ)(θ̇2 + gcos(θ))

]
θ̈ =

1

1 + sin2(θ)

[
− fcos(θ)− θ̇2cos(θ)sin(θ)− 2gsin(θ)

]
.

(4.5)

4.2.3 Determining the Zero Dynamics of the Cart-Pole using ZD Control

In simple systems that don’t require a Beziér curve to parameterize the zero dynamic state,

input-output linearization and ZD control are effectively the same. Here we use input-output

linearization to theoretically drive the cart-pole states to the zero dynamics manifold when

the pendulum is in the downward position. The motion we want to achieve involves the cart

rolling back and forth in the x direction as the pendulum mass remains fixed along a vertical

line.

Thus, we constrain x to move as a function of theta,

y = x− xd(θ), (4.6)

such that y ≡ 0 implies hat x ≡ xd(θ). As long as ∂xd/∂θ 6= 0, the output (4.6) is of relative

degree 2. Differentiating yields,

ẏ = ẋ− xd(θ)
′θ̇,

ÿ = ẍ− xd(θ)
′′θ̇2 − xd(θ)

′θ̈.
(4.7)

Plugging in the proper expression for ẍ from (4.3) and with f ≡ u,

ÿ = 1/2(u− cos(θ)θ̈ + sin(θ)θ̇2)− xd(θ)
′′θ̇2 − xd(θ)

′θ̈. (4.8)

The feedforward control,

u∗ = cos(θ)θ̈ − sin(θ)θ̇2 + 2xd(θ)
′′θ̇2 + 2xd(θ)

′θ̈, (4.9)
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requires the elimination of θ̈ using (4.5), for state feedback:

u = u∗ + v,

u∗ =
−1

xd(θ)′cos(θ) + 1

[
sin(θ)

[
(sin2(θ)− xd(θ)

′cos(θ))θ̇2

+ g(2x(θ)′ + cos(θ))
]
− xd(θ)

′′θ̇2(2− cos2(θ))

]
,

v = −(KDẏ +KPy).

(4.10)

When (4.10) is applied to (4.8),

ÿ +KDẏ +KPy = 0. (4.11)

For KD, KP > 0, the solutions of (4.11) converge exponentially quickly to zero. For y ≡ 0

that is, x ≡ xd(θ), the system’s state evolves on the set,

Z :=

{
(θ, θ̇, x, ẋ) ∈ S× R3

∣∣∣∣x− xd(θ) = 0, ẋ− xd(θ)
′θ̇ = 0

}
. (4.12)

Evaluating (4.4) on the zero dynamics manifold (4.12), with u equal to u∗, yields the zero

dynamics

(1 + cos(θ)xd(θ)
′)θ̈ + cos(θ)xd(θ)

′′θ̇2 + gsin(θ) = 0. (4.13)

4.2.4 A CPG-ZD Approach to Determining the Zero Dynamics of the Cart-Pole

We now use a CPG state, φ, entrained to move with the zero dynamic state, θ, and again

reveal the cart-pole’s equivalent CPG-zero dynamics.

For this approach the x state is made a function of the CPG state φ,

y = x− xd(φ), (4.14)

such that y ≡ 0 implies hat x ≡ xd(φ). As long as ∂xd/∂θ 6= 0, the output (4.14) is of

relative degree 2. Differentiating yields,

ẏ = ẋ− xd(φ)
′φ̇,

ÿ = ẍ− xd(φ)
′′φ̇2 − xd(φ)

′φ̈.
(4.15)
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Plugging in the proper expression for ẍ from (4.3) and with f ≡ u,

ÿ = 1/2(u− cos(θ)θ̈ + sin(θ)θ̇2)− xd(φ)
′′φ̇2 − xd(φ)

′φ̈. (4.16)

The state variable feedback,

u = u∗ + v,

u∗ = cos(θ)θ̈ − sin(θ)θ̇2 + 2xd(φ)
′′φ̇2 + 2xd(φ)

′φ̈,

v = −(KDẏ +KPy),

(4.17)

results in,

ÿ +KDẏ +KPy = 0. (4.18)

For KD, KP > 0, the solutions of (4.18) converge exponentially quickly to zero. For y ≡ 0

that is, x ≡ xd(φ), the system’s state evolves on the set,

Z̃ :=

{
(φ, φ̇, θ, θ̇, x, ẋ) ∈ S2 × R4

∣∣∣∣x− xd(φ) = 0, ẋ− xd(φ)
′φ̇ = 0

}
. (4.19)

Evaluating (4.4) on the zero dynamics manifold (4.19), with u equal to u∗, yields zero

dynamics

θ̈ + (xd(φ)
′′φ̇2 + xd(φ)

′φ̈)cos(θ) + gsin(θ) = 0. (4.20)

4.2.5 Designing the CPG Controller Using the AHO Oscillator

In this problem, we are interested in seeing whether we can make the unactuated state, θ,

follow a periodic motion. The virtual holonomic constraint is introduced, xd = a− Lsin(v).

v represents the parameterization state. v := θ in the ZD approach, and v := φ in the

CPG-ZD approach. The objective is to preserve a particular point of the pendulum’s rod (a

distance L from the pivot point) on the vertical line x = a. The chosen point is L meters

from the pivot.

The zero dynamics were analyzed assuming that the input u from (4.10) and (4.17)

successfully drove the system states to the zero dynamics manifold. The zero dynamics for

the ZD approach, or the explicit form of (4.13) is

(1− Lcos2(θ))θ̈ + sin(θ)(Lcos(θ)θ̇2 + g) = 0. (4.21)
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Thus the system state has been effectively reduced from S × R3 to S × R, and stability

analysis may be conducted a priori 4. Here we analyze an example in the pendulum down

position. The zero dynamics are marginally stable for L < 1, and orbit shape is dependent

on the initial condition. In this case, L = .9 and q0 = [π/8, 0]T .
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Figure 4.2: Simulation of zero dynamics for the cart-pole.

Fig. 4.2 shows the simulation of (4.21). Fig. 4.2a is the time simulation of the pivot.

Fig. 4.2b is the trajectory in state space. This is the trajectory we will attempt to con-

verge to using the CPG. It is important in controller design that the CPG state φ en-

trains to or synchronizes with the robot state θ. If it does not, then the location of the

robot state in configuration space will not reside in the desired zero dynamic manifold, i.e.

q := [x, ẋ, θ, θ̇]T ∈ Z̃ 6∈ Z. In this event, the desired holonomic constraint xd such that v ≈ θ

is no longer satisfied. To achieve entrainment, we will shape complex form of the AHO state,

z. Because the time courses of the state variables are sinusoidal, any piecewise continuous

temporal profile si can be approximated by a finite Fourier series:

si(ζi) ∼=
∑̀
l=0

R[clie
jlζi ], cli ∈ C, i ∈ In, (4.22)

4It should be noted that while the zero dynamics can be isolated and analyzed, it is not worthwhile to

attempt isolate them via ZD control, because in practice the system output is not identically zero for all

time.
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with greater accuracy the larger the number of terms `. Our parameterizing state φ ≈ θ,

can be generated as an output that depends polynomially on z using (4.22) [28].

The design for the cart-pole was formed by 3 complex oscillators.

ż = Ψ(| z |)z +Mz + ϑ, z(t) ∈ Cn, M ∈ Cnxn,

Ψ(| z |) := diag(µ(α2
i − |zi|2 + jw).

(4.23)

where M is a matrix coupling individual subsystems żi = ψ(| zi |)zi with i ∈ In. The input

ϑ is defined as,

ϑ = diag(Φ−Θ)L, Φ ∈ Rn×1, Θ ∈ Rn×1, L ∈ Rn×1. (4.24)

where Φ := [ φ φ̇ φ̈ ]T , φi = si(zi), and Θ := [ θ θ̇ θ̈ ]T 5 and L is a vector of gains for adjusting

entrainment properties. From this section we see that designing the CPG is extremely

straightforward with the help of holonmic constraints. The holonomic constraints provide

the limb coordination and the stability of the full dimensional system is contingent only on

stabilizing the zero dynamics. Designing the CPG simply requires building a Fourier series

to track the zero dynamics, then tuning once connected to the full dimensional system.

4.2.6 Simulating the Cart-Pole Using ZD Control

We will now attempt to force the system state q ∈ Z by holonomic constraint, i.e. by

simulating q ∈ S × R3, and imposing the constraint y = x − xd(θ) from 4.6. With this

method of control, constraining the cart to move with the θ state is not enough to keep

it on its desired trajectory. In other words, theoretically ZD control will work to keep

the cart on a periodic trajectory by constraining it to the marginally stable state θ. But

practically speaking, the cart-pole and its environment are non-deterministic, and any small

perturbation will cause instability because the zero dynamic state is not stable and attractive.

Fig. 4.3a shows the unactuated pivot state, analogous to the robot’s unactuated ankle in

the hybrid case. Fig. 4.3b shows the trajectory in state space. Fig. 4.3c shows the actuated

5Acceleration states are only used for sensory feedback to the CPG.
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cart trajectory, the holonomic constraint, and the error y = x − xd(θ). The cart state is

analogous to the actuated joints in the hybrid case. Fig 4.3d is a closeup of the error, y.

These plots show that while there were no errors on initial condition or disturbances imposed

on the cart-pole, errors arising from discrete simulation were enough to make it go unstable.

Referring to (4.11), KD, KP = 1e3, and q0 = [ π/8, 0, −.338, 0]T .
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Figure 4.3: Simulation of the cart-pole under ZD control.
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4.2.7 Simulating the Cart-Pole Using CPG-ZD Control

4.2.7.1 Pendulum Down Position

We will now attempt to force the system state q ∈ (Z̃∩Z) in the same manner as described in

Sections 4.2.4 and 4.2.5. It is not straightforward to do. Satisfaction of the desired holonomic

constraint for a given input and initial condition—the cart approximately tracks the desired

trajectory—can result in bifurcation or convergence to orbit of different amplitude or center

than that given by (4.13). Fig. 4.4 shows the simulation using CPG-ZD control with .1

radians (5.7 degrees) of error in initial condition imposed upon the pivot.
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Figure 4.4: Simulation of the cart-pole under CPG-ZD control with a .1 radian initial condition

error imposed on the pivot.
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Fig. 4.4a shows the pivot, θ, the parameterization CPG state φ, and the error between

the states. Entrainment occurs as the two states converge. Fig. 4.4b shows the trajectory

in state space of the pivot and the CPG states. The first two signals in Fig. 4.4c are the

actuated cart trajectory x and desired trajectory, xd. The third signal, xdd, is the “ideal”

desired trajectory using (4.21), which differs from xd because its orbit is fixed. It is not

subject to the dynamics of the cart or the CPG.

Using methods from Section 4.2.5, the CPG signal φ = s(z) was shaped to track the

desired θ trajectory. It is clear from Fig. 4.4c that the holonomic constraint using φ and θ

track quite well. The purple signal is the holonomic constraint, y = x− xd(φ). Fig 4.4d is a

closeup of the error signal from subfigures a and c, respectively. The yellow error signal in

Fig. 4.4 shows that while the cart state converges to the desired trajectory that is a function

of the fixed orbit, it converges more slowly than to the desired trajectory that is a function of

the actual zero dynamic state given by the CPG, φ. This indicates that like a “cart driving

the horse”, the erroneous θ state is pulling the CPG state off its orbit slightly. This is a

natural product of CPG entrainment where the oscillator naturally adapts to the dynamics

of a robot. Again referring to (4.18), KD, KP = 1e3, q0 = [ π/8 + .1, 0, −.338, 0]T ,

z0 = [ 1 1 ]T . The CPG parameters (4.23) ω = 7.67 rad/s, α = 1, L = [ 2 2 2 ]T and µ = 1e4.

4.2.7.2 Pendulum Up Position

Fast controller convergence is required when the cart-pole in the inverted position. This is a

function of the undamped dynamics of the system and the fact that the zero dynamics are

unstable. Intuitively, this is more difficult because the cart is autonomously “bootstrapping”

stability as it uses its motion to stabilize a state that it is constrained to follow. The effect

of the θ state on the cart dynamics is not as pronounced in the CPG-ZD controller because

the unstable zero dynamics interact with the CPG rather than directly impacting the cart

dynamics. Regardless, the controller dynamics must be at least as fast as the zero dynamics

when they are subject to gravity as a destabilizing force.

In Fig. 4.5 an empirical approach was taken to stabilize the pole in the inverted position
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a distance 1.5 meters from the pivot point. A form of integral control was included, and

feedback from the cart in addition to feedback from the pivot were sent to the CPG for

entrainment. A 5.7 degree error was imposed upon the pivot at t = 0. Fig. 4.5a shows the

pivot θ and the CPG control φ entraining, Fig. 4.5b shows the trajectory in state space,

Fig. 4.5c shows the cart first stabilizing the pole then driving the output y to zero, Fig. 4.5d

is a visualization of the cart-pole over 1 period, color coded to show evolution of time (cool

to warm).

Figure 4.5: Cart-Pole simulation with the pole in the inverted position.

In the inverted cart-pole experiment, K1 = [ 350 400 ], K2 = [ 400 300 ] q0 = [ 2.74, 0, −.4371, 0]T ,

z0 = [ 1 1 ]T . The CPG parameters (4.23) ω = 4.7346 rad/s, α = 1, L1 = [ 15 15 15 ]T ,
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L2 = [ 3 3 10 ]T and µ = 1e3. K1 represents the holonomic constraints, K2 represents the

gains on integrated error, L1 is the gain on sensory feedback from the pivot and L2 is the

gain on sensory feedback from the cart.

In this chapter we have shown that a CPG-ZD controller can stabilize marginally stable

and unstable zero dynamic orbits. In future work, refinement of the CPG controller behavior

and peformance optimization studies will be done. This would involve analysis of CPG

feedback mechanisms and why entraiment to both θ and the actuated cart state x was

necessary in the inverted case. If it needs feedback from the actuated states in order to

produce synergistic stabilizing effects, this will present a scaling problem. Currently as the

DOFs scale up, the dimension the CPG is 2. For a dim(N) robot, 2N signals cannot be

sent back to the CPG without having a deleterious effect on sensory feedback performance.

The CPG cannot decipher a blend of 2N signals, and thus many CPG modules would have

to be made to accommodate the increase in signals. This raises more questions like how

this sort of decoupling of signal feedback affects the control of a highly coupled system. In

circumstances where very fast convergence is required, it would be useful if these questions

were addressed.
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CHAPTER 5

Extension of CPG-ZD Control to the Hybrid

Dynamical Case

In theory, the approach to control design remains intact when CPG-ZD control from Ch. 4

is extended to the hybrid dynamical case. Like CPG-ZD control, integrating CPG and HZD

controllers is simply a matter of constraining the robot to move with a CPG state rather

than a robot state—combining the controllers is trivial. Acquiring synergistic properties,

however, is not trivial and requires careful analysis and a thoughtful approach. This chapter

will first consider closed-loop CPG control for hybrid systems, then it will explore HZD

control for non-anthropomorphic side walking.

5.1 Background: Hybrid extension of CPG Control

5.1.1 Closed-Loop CPG Control

Using a CPG with sensory feedback has benefits such as limit cycle stability and entrainment.

As stated in Ch. 4, entrainment is the ability to synchronize with natural dynamics. Limit

cycle walking is defined as walking that does not require local stability at every point along

a robot’s trajectory, but is stable because a given trajectory will eventually converge to the

desired trajectory over a number of steps [24]. As a result, high gain control is not needed,

permitting the use of natural dynamics.

CPGs can be modeled by networks of nonlinear oscillators like the Matsuoka oscillator

or the AHO. CPGs have been successful in simulation, but fewer studies have been done

with robots [16]. Endo et al. had positive results with their in-plane biped robot, but
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CPGs have had more success with quadrupeds such as Salamandra Robotica and Cheetah-

Cub [17], [29]. Quadrupeds can navigate uncertain terrain using a CPG because they have

a large base of support. Always having two or more feet on the ground aid in keeping the

body upright. There is not a standard framework in place for implementation of the CPG on

robots, especially bipedal robots. This is in part due to the complexities of coupled nonlinear

oscillators that ultimately require empirical methods for positive results. Furthermore, CPGs

are generally used for joint-space, kinematics-based control that focuses on stabilizing joints

individually. In a quadruped decoupling DOFs is not a large problem because of their

inherent stability. In a biped that requires active stabilization, this decoupling can render

the robot unstable.

There are significant studies using a CPG in bipedal walking that directly relate to the

research of this thesis. In 2003 Yamasaki et al. analyzed the basins of attraction arising from

holonomically constraining a robot to move with the phase of a CPG [30]. When the state

of the robot was pushed outside the basin of attraction, a phase reset was issued to return

the state to the basin. Yamasaki also noticed that phase resetting reduced convergence time

of the oscillator. This research is similar to the CPG-HZD method. In this case however

the robot was fully actuated, and trajectories were synthesized using human subjects. This

means that limit cycles were not induced by design of the controller, but that they worked

with the stability properties that arose from obtaining holonomic constraints from human

subjects. Stability analysis for the full dimensional system was also required.

Nakanishi et al. (2004) successfully implemented a CPG on a 5 DOF planar robot via

imitation learning of human motion primitives to generate natural walking [31]. They did

not holonomically constrain the limbs, but used a phase oscillator for each joint with a fixed

phase relationship to a reference oscillator that received sensory feedback. Their argument

for the reference oscillator over directly introducing a phase reset as in [30] was that sensory

feedback allows phase estimation based on events and multi-modal information. They also

increased the autonomy of the controller by developing frequency adaptation based on phase

resetting and entrainment. In our research the reference oscillator accepting sensory feedback
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is analogous to the parameterization state that is entrained to the robot state.

5.1.2 Hybrid Extension in CPG Control Using the Simplest Walker

The CPG is a continuous dynamical system. Hybrid extension requires that the CPG’s phase

be reset at impact. This phase reset means the CPG will begin at the zero phase point of

its orbit. Because the CPG has a fixed temporal waveform, it is a single attractive orbit in

phase space, hybrid invariance is guaranteed. To illustrate the hybrid extension of the CPG

model, the Simplest Walking Model is used [4].

Figure 5.1: Simplest Walker Model with Labeling [4].

Referring to Fig. 5.1, the CPG control effort is applied to actuate the hip, with associated

generalized coordinate φ. The equations of motion, for an approximation making the feet

lighter than the center of mass are the following,

θ̈ − sin(θ − γ) = 0

(cos(φ)− 1)θ̈ + φ̈− θ̇2 sin(φ)− sin(θ − φ− γ) +
ur
ml2

= 0
(5.1)

Where γ is defined as the slope angle of the ground. The continuous dynamics are used

until heelstrike, where a transition rule applies to account for the impact of the foot with
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the ground, 
θ

θ̇

φ

φ̇



+

=


−1 0 0 0

0 cos 2θ 0 0

−2 0 0 0

0 cos 2θ(1− cos 2θ) 0 0




θ

θ̇

φ

φ̇



−

(5.2)

When the control loop is closed, as in Ch. 4, the AHO produces a dynamic trajectory for

the robot to track,

ż = (1− |z|2)z + jωz + uc (5.3)

In Eqs. 5.1 and 5.3, the inputs u are defined as follows,

ur = K(s(z)− φ)

uc = L(s(z)− φ)
(5.4)

5.1.3 CPG Entrainment and Phase Resetting

In Fig. 5.2, the Simplest Walker is simulated using traditional forward walking. The passive

walker was sent down a decline of .009 rad with an initial condition of q = [ .194 .338 −

1.4275 − .16016 ]T . States represent the positions of the stance leg, θ, and inter-leg angle, φ,

respectively, and their velocities. This initial condition represents a small perturbation from

an open-loop stable walking: q = [ .2003 .4006 − 1.3996 − .11108 ]T . For brevity, model

parameters are omitted. The perturbation causes the robot to stumble while converging to

the orbit. The blue curve represents the CPG state φCx and the yellow curve represents the

robot state θ.

In Fig. 5.2a the CPG state is kept separate from the robot state as it stumbles around

in the first few steps. Without sensory feedback, the CPG does not respond and a phase lag

occurs. In Fig 5.2b, sensory feedback (uc in (5.4)) is fed back to the CPG and it entrains, i.e.

it synchronizes with the robot state. In Fig. 5.2c, the robot is also holonomically constrained

with nonzero proportional feedback. The CPG entrainment is not enough, it requires too

many steps to sync with the state φ. We see here that closing the loop destabilizes the robot.

Fig. 5.2d shows the closed loop system with proportional control and phase resetting. To
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reset the phase z = 1 is the initial condition after impact, representing zero phase. In this

experiment the robot is not destabilized. For the single controlled state L is the gain for

entrainment and K the proportional control. In 5.2a L=0 and K = 0, in 5.2b L = -5 and

K = 0, in 5.2c L = -5 and K = 1, in 5.2d L = -5 and K = 1 and z is reset to 1 after each

impact.

Figure 5.2: Plots showing CPG entrainment and phase resetting.

5.1.4 Using the AHO with P Control

If I set θ0 to a value of .196 radians, the robot cannot recover and walk stably. In open-loop,

robot walking is unstable.
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Figure 5.3: Simplest Walker parameters for µ = 1, θ0 = .196, L= 0, K= 0 (left) and L= -5, KD=

1 (right).

When using phase resetting, Fig. 5.3b shows under closed-loop CPG control, the robot is

successfully stabilized.

5.1.5 Using the AHO with PD Control

For PD control, two Andronov-Hopf oscillators (AHO) produce a dynamic trajectory for the

robot to track, for z ∈ C2. The inputs u are defined as follows,

ż = φ(z)z + jwz + uc, φ(z) =

(1− |z1|2)

(1− |z2|2)

 ,
ur = Kp(s(z1)− φ) +KD(s(z2)− φ̇),

uc =

LP (s(z1)− φ)

LD(s(z2)− φ̇)

 ,
(5.5)

and s(z) is the shaping filter [28].1

1Note the oscillators have not yet been connected to make a network.
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Figure 5.4: Simplest Walker parameters for µ = 1, θ0 = .192, LP= -3, KP= -.5, LD= 0, KD= 0

(left) and LD= .02, KD= -.005 (right).

When θ0 is set to a value of .192 radians, the robot cannot recover and walk stably in

open-loop or with position control alone (Fig. 5.4a). However, when the velocity controller

is added and empirically tuned, the walking gate is stabilized 5.4b.

In this section, we illustrated the CPG’s ability to adapt to natural dynamics through

entrainment and hybrid extension of the CPG via phase resetting. Using the Simplest

Walker model, the CPG controller can stabilize walking gates that are otherwise unstable

under certain initial conditions. This control can be thought of as CPG-HZD control for two

reasons: firstly, in a two state walking model the states are holonomically constrained by

definition, and secondly, using a “hybrid” dynamical CPG state via phase resetting we are

able to drive the hybrid robot to a stable periodic orbit. It would be interesting to compare

the stability regions around stable orbits using CPG-HZD control versus HZD control alone

for this system.

5.2 Background: Hybrid Zero Dynamic (HZD) Control

In 2003 Grizzle et al. introduced the HZD method to control RABBIT, a planar pair of

robotic legs with point feet [5]. The feet are a point of underactuation, the interaction of
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the foot with the ground behaves like a revolute joint. The reason for studying robots with

point feet were two-fold: 1) like Raibert they were interested in proving that walking and

running motions were achievable on a mechanically simple robot and 2) underactuation of

this kind is analogous to rotation of the foot about the toe, and the HZD-method sought to

break from flat-footed walking of their time for a more human-like gait.

Point feet use dynamic walking gaits because without a base of support (i.e. contact

convex hull), there will always be a net moment on the body. Westervelt et al. identified

several challenges associated with dynamic walking [27]. Principle among them were limb

coordination, which must be sophisticated enough to maintain balance despite static insta-

bility, and the design of limit cycles which are necessary to achieve periodic and in a sense

“stable” walking, but difficult to induce in high DOF, hybrid systems. The HZD method

uses the theoretical framework of nonlinear zero dynamics to create holonomic constraints to

address limb coordination. Satisfying these constraints effectively reduces the control prob-

lem to the dimension of its zero dynamics, which makes the search for and stability analysis

of limit cycles much simpler. Holonomically constraining the robot effectively eliminates

the controller’s dependence on time; it is an autonomous form of control. The objective

is to eliminate the need to resynchronize with time to overcome a disturbance. It is more

important to track an orbit in state space, phasing error should not be a factor in stability.

The HZD-method of control has had much success since its inception on RABBIT.

Chevallereau et al. extended the controller to 3D bipeds, Poulakakis et al. produced a

compliant HZD controller for MABEL’s series elastic actuation, Sreenath et al. success-

fully achieved stable running on MABEL, Ames et al. scaled the controller to achieve

walking on the high DOF system DURUS, and Grizzle et al. is currently focused on non-

deterministic HZD control on CASSIE to achieve high mobility in unstructured environ-

ments [32], [33], [34], [35].

Despite the ongoing interest in the HZD-method of control, it has not yet been imple-

mented on any form of non-traditional walking like side-walking. This may be due in part to

the requirement that the parameter used to holomically constrain robot walking be strictly
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monotonic. To eliminate time, and thus configurational ambiguity in the controller strict

monotonicity is necessary. If the parameter tracks the rotation of the stance leg in forward

walking this constraint is satisfied. In non-traditional walking the same parameter may not

be monotonic. A solution for this issue is to hybridize the control method with one that is

also autonomous, such as the CPG.

5.3 Augmenting HZD Control for Side-walking

The NABi robot is a good candidate for HZD-style control because like Rabbit, it has 1

degree of underactuation per leg. The large feet and passive ankle function exactly like

point feet in the sagittal plane, but offer roll support in the frontal plane. The main issue

with the use of HZD-style control is the requirement that the parameter used to eliminate

time be strictly monotonic. Intuitively there is not a “natural” way to find such a parameter

in non-traditional walking like side-walking. Perhaps through an exhaustive search of virtual

geometry there may be a strictly monotonic parameter, but HZD design using a CPG should

circumvent the monotonicity constraint because the CPG uses an AHO. The AHO has a

strictly monotonic phase implicit in its state. The phase of the AHO would ensure that

limbs maintain a phase relationship with each other—all its signals are phase-locked. This

is the property that makes CPGs time-invariant, which makes it a fitting partner for time-

invariant HZD control. If the AHO state entrains to the usual robot parameter used in HZD

control, θ, then by way of the AHO the limbs are phase-locked to θ. Depiction of an intuitive

virtual support leg is shown in Fig. 5.5, with q representing generalized coordinates, and

θ = q1 + q2/2.

48



Figure 5.5: Intuitive choice for parameter θ.

Using this as the parameterizing state reduces stability analysis to this state alone. Intu-

itively, stabilizing this state means active stabilization of the entire body because the robot

will remain in an upright position. A random set of CPG trajectories were commanded to the

NABi robot in simulation. The parameter θ was tracked throughout the walking sequence

and the results are shown in Fig. 5.6. Fig. 5.6a shows trajectories from the front leg and

Fig. 5.6b from the back. It is clear that the intuitive choice for a parameterizing state for

side-walking is not monotonic.

Figure 5.6: Plot NABi θ parameter over 12 steps.

Other constraints and assumptions on the walking gait are thoroughly covered in [27],

Sec. A.2, and Sec. A.3.
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CHAPTER 6

Enhancing Communication Through Spatial Awareness

6.1 Background: UAVs for Communication and Sensing

In recent years there has been considerable focus on deployment of multi-robot teams for

cooperative field missions [36]. To work around issues of intermittent connectivity and

limited communication bandwidth robots must operate autonomously when disconnected,

periodically seeking the location of high-strength communication links to transmit collected

data and receive updates from the base station [37–43]. This limits the ability for continuous

data streaming throughout a sensing task. Real-time streaming is particularly necessary

in applications where autonomous operation is currently unsolved or would require more

computation than is reasonable to carry on the robots, such as in tracking and surveillance or

human-driven inspection tasks. Other applications, in particular search and rescue missions,

may also require real-time streaming due to the time critical immediacy of the underlying

objective. Several approaches to maintaining connectivity for all time are possible; many

relevant robotics works in path planning, however, pose sensing and capacity as a multi-

objective optimization problem subject to a static channel map [44, 45].

In this research, we employ spatial multiplexing (SM), a distributed multi-input multi-

output (MIMO) communication technique [46–48]. The SM communication system attempts

to increase the communication capacity (i.e. data throughput) by using multiple transmit

and receive antennas to send unique data streams simultaneously. SM is typically used in

cluttered (or rich scattering) environments because independent fading aids in decoding sig-

nals at the receiver. SM can provide throughput gains in line-of-sight (LOS) environments

as well, but requires care in placement of antennas in addition to typical signal processing
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for decoding streams [49–52]. Work has been done to create virtual antenna arrays using un-

manned aerial vehicles (UAVs) as dedicated network enhancers for signal relay applications,

among others [53–56]. In this work we use the same principles given in [49–52] to create

mobile virtual arrays capable of coordination within a cluster to enhance network link quality

while simultaneously moving and collecting data. SM can significantly enhance the quality

of network links subject to path loss to facilitate improved real-time data aggregation in

LOS-dominant areas, i.e. areas where other causes of intermittent signals such as shadowing

or multipath fading are not pronounced. In this work we mitigate data stream correlation

caused by interference among robots by positioning transmitters such that communication

channels have an optimized phase offset. We do so by constraining robot transmitters to uni-

form linear arrays (ULA) [49,50]. In largely unobstructed areas, boustrophedon flight plans

are the standard for aerial coverage missions [57,58]. In this work we show the flight planner

can enjoy significant capacity gains by integration of ULA configurations into pre-existing

boustrophedon plans, with little effort in adoption. Futhermore, our ULA adaptation en-

sures that the ground coverage of the sensing field of view is a superset of the coverage set

of the prior unmodified trajectories.

Fig. 6.1 shows an example of two situations where ULA adaptation is used to increase

communication throughput. Robots maintain an inter-transmitter distance, dt, for a total

distance of (m − 1) · dt from the 1st to the mth robot in the direction ~dt, where M is the

total number of robot transmitters. Inter-transmitter distance changes with respect to the

x-coordinate of the 1st robot. In Fig. 6.1a robots adjust the altitude differential prescribed

by dt as they collect data along a path. This configuration captures applications such as

powerline [59–62], bridge [63–67], and pipeline infrastructure inspection [68–70]. In Fig. 6.1b

robots maintain constant altitude while dt changes within the horizontal plane containing

the receiver antennas. This approach is appropriate for applications requiring real-time

transmission in coverage missions such as search and rescue [45,71] and surveillance [72–74].
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(a) When sensing data is distributed along one dimension, transmitters can

change their altitude to generate separation ∆z to improve communication

capacity.

(b) When sensing data is distributed along two dimensions, transmitters main-

tain a fixed altitude and travel with separation ∆z within the horizontal plane

to improve communication capacity.

Figure 6.1: Two example scenarios of a multi-receiver, multi-transmitter system where

communication-aware techniques are applied to improve transmission throughput in time-critical

sensing missions.
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Figure 6.2: Two possible paths transmitters may take without changing the mission objective.

Black arrows indicate direction of travel. The robots traverse the dark green paths in 1 hour.

Because robots minimize interference in (b), they travel much farther.

6.1.1 Motivating Example

In remote missions with MIMO wireless infrastructure, robot teams may sacrifice available

throughput via naïve positioning. In a UAV coverage mission, there are several boustrophe-

don possibilities; considering various options can mitigate interference and make a substantial

difference in the rate of data transmission.

Using the communication model given in Sec. 6.2.2, we create the example depicted in

Fig. 6.2 where UAVs sweep an area of interest without a particular spatio-temporal objective,

such as in the monitoring of a forest fire. The UAV transmitters in scenario (a) are subject

to nearly identical (highly correlated) SM channels due to poor positioning. UAVs achieve

an average communication capacity of 2.41 bps/Hz and 1.51 bps/Hz for the closer and

more remote transmitters respectively. In scenario (b) the UAVs reorient with respect to

receivers. Here both transmitters achieve approximately the same average capacity of 7.08

bps/Hz. This means that on average they can transmit 3.6 times the data over the same
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time interval.

Assuming we always meet sensing requirements, we motivate our work using time as a

performance metric. For a clear side-by-side comparison of MIMO methods, we enforce the

even distribution of data over a spanned area. Transmitter velocity is defined as a function of

available capacity: transmitters may only move as fast as the rate at which they can transmit

data in real-time. Reassessing the previous example, the dark green colored portion of paths

represent the sensing area covered by UAVs in 1 hour. In scenario (a) the UAVs collectively

cover 554 m of ground while in scenario (b) the UAVs cover 2 km. It is clear then that

scenario (b) is preferable, and at no cost to the sensing objective.

6.1.2 Contributions

This research develops the integration of ULA formations with flight plans for real-time data

aggregation tasks. To the best of the authors’ knowledge, this is the first work to incorporate

SM MIMO approaches based on the analysis of complex communication signals into a mobile,

simultaneous sensing and transmitting multi-robot system. This research characterizes the

advantages of LOS SM approaches as as tool for communications enhancement, and serves

as a foundation for solving SM-aware path plans for sophisticated sensing objectives. Results

showing up to a 42% improvement in task completion times in analytical examples and 29%

in realistic simulation further demonstrate the effectiveness of this research.

6.2 Problem Setup

M robots are simultaneously sending independent data streams using SM communications

to N fixed ground receivers, where N ≥ M . We examine two tasks where behavior is

constrained to an in-plane Cartesian workspace W ⊂ R2. In all cases, robot velocity is

throttled by available capacity in the “sensing direction”. In the one-dimensional (1D) sensing

case robots travel in series, and collect data along a line. Robots may change altitude at

any velocity to improve communication throughput, but may not move along their sensing
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path faster than they can transmit data. This scenario is depicted in Fig. 6.1a. In the

two-dimensional (2D) sensing case data is distributed in two directions; thus robot velocity

is constrained in both directions even when robots change proximity to one another along

the z-direction shown in Fig. 6.1b to improve communication throughput.

6.2.1 Motion Model

At time instant t, the mth transmitter is located at pm(t) and the nth receiver is located at

qn. Mobile transmitter motion is defined by a first-order, discrete-time, kinematic model,

pmi+1
= pmi

+ vmi
dti, where pm, vm ∈ R2 are the transmitter position and velocity for

transmitter m respectively. The propagation time from state i to i+1 is the scalar value dti.

All solutions are found using a grid-based approach consisting of equally spaced waypoints.

6.2.2 Communication Model

We derive our model based on perfect knowledge of a path LOS-dominant channel, an

approximation suitable for open spaces with minimal obstruction. When a transmitter sends

the data symbols x ∈ CM , the received symbols will be as follows,

y = Hx+ n (6.1)

where H ∈ CN×M is the channel matrix, and [H]n,m represents the channel between the

mth transmitter and the nth receiver. n ∈ CN is a Gaussian random variable modeling the

additive white Gaussian noise. One way to measure the amount of information that can be

sent over a communication channel is the capacity. For a MIMO channel, the capacity is

given by,

C = log
(
det
(
I+ ρHHH

))
, (6.2)

where ρ is the signal-to-noise-ratio of the signal.

In this research, our focus is on scenarios that occur in an open environment, where the

communication channel is assumed to be dominated by the line-of-sight (LOS) component.
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The elements of the channel matrix in that case can be modeled using,

hn,m = [H]n,m =
λ

4π‖pm − qn‖
exp

(
j
−2π‖pm − qn‖

λ

)
, (6.3)

where ‖pm − qn‖ is the distance between the transmitter and the receiver and λ is the

wavelength. The transmitters are assumed to be sending independent data streams. Each

transmitter does not have the data of the other transmitter, hence, all the processing has to

be done at the receiver. At the receiver side, we assume that linear minimum-mean-squared-

error MMSE combining is used. When using MMSE combining, the maximum rate obtained

by the mth stream is given by [48]

Cm = log

1 + Pmh
H
m

(
N0I+

M∑
i 6=m

Pihih
H
i

)−1

hm

 , (6.4)

where Pm is the transmit power of the mth transmitter, N0 is the noise power spectral density,

hm is the mth column of H, and (·)H denotes the Hermitian transpose. In this analysis we

assume that all transmitters have the same power P , i.e, Pm = P for all m.

6.3 Effects of Transmitter Position on the MIMO Network

In the LOS environment, changing path length with respect to receivers effects the channel

and capacity according to (6.3), (6.4) respectively. If robots are transmitting far away

from receivers, small displacements have little impact on channel magnitude, which can be

approximated by ‖hm,n‖ ≈ λ
4πR

∀ m,n. R in this equation approximates dm,n = ‖pm − qn‖

defined in (6.3), constraining robots to a small cluster. Under these conditions we generate

uncorrelated channels by positioning robots to achieve streams with a 360◦ · 1/M phase

offset to a given receiver. Formally, the eigenvalues of expression HHH should be nonzero

to achieve a high rank LOS channel matrix and high capacity, which can be achieved by

consideration of channel phase alone.

In the adaptation of path plans we use heuristics from [49,50] to pose the communication

problem as a mobile ULA. A ULA assumes at a given way point, robots are equally spaced.

56



 x (m)
R

x
 (Km)

 z
 (

m
)

(a) Communication parameter ∆z is plotted as a

function of distance in the x-direction from receivers

and the sensing parameter ∆x. Parameter ∆z varies

with Rx only.
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(b) Capacity is plotted as a function of distance in

the x-direction from receivers and the sensing param-

eter ∆x. Here Rz = 0.
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(c) Plot depicting average capacity over total x-

distance traveled for varying values of ∆x.

Figure 6.3: Plots showing the desired ∆z and resulting capacity calculated for 3 SM path planning

approaches for a 2 transmitter, 2 receiver system where travel is in the x-direction with varying

ground distance between receivers, ∆x. The plot in (a) also corresponds to Fig. 6.4.
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(a) Capacity is plotted for as a function of distance

from receivers in the x and z-directions using a bous-

trophedon path plan for the value ∆x = 50.
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(b) Capacity is plotted for as a function of distance

from receivers in the x and z-directions using a bous-

trophedon path plan for the value ∆x = 500.
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(c) Plot depicting average capacity over total x-

distance traveled and lateral distance Rz from re-

ceivers.

Figure 6.4: Plots showing the capacity calculated for 3 SM path planning approaches in a 2 receiver,

2 transmitter system where travel is in the x and z-directions using boustrophedon path plans of

differing transmitter separation, ∆x.

Specifically, signal orthogonality can be achieved through state-dependent phase adjustment,
M−1∑
m=0

exp

(
jm

−2πdr∆z

λRx

)
= 0. (6.5)
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This phasing relationship implies the relation,

dr∆z

Rx

=
λ

M
(6.6)

between adjacent robots. The above relation generally applies when R is large, and when

arrays are parallel, i.e. when R is equal to its projection Rx and dt = ∆z. In this research

we apply (6.6) to scenarios outside of these constraints, and find it remains useful when

constraints are relaxed.

For simplification, we analyze the capacity of transmitter 2, C2, using the N×M = 2×2

case. We assess relative performance of three SM approaches to path planning using (6.4).

In all approaches dr = 5 m. Increasing dr serves to decrease the separation ∆z required

to achieve a high rank H. For all parameters used to evaluate capacity, see Table 6.1.

The first of three approaches is a naïve baseline where ∆z = 0 m, the second is a method

with a fixed value of ∆z = 150 m, and the third uses the linear relation (6.6). In each

approach p1(t) = f(R(t)) is specified by the path planner. The location of the second robot

transmitter, p2(t), is then fully defined by the sensing parameter ∆x and the communication

parameter ∆z, thus p2(t) = f(R(t),∆x,∆z).

We analyze each method in Figs. 6.3 and 6.4. From (6.6) we see that ∆z is a function of

the x-position of robot 1, Rx (Fig. 6.3a). Fig. 6.3b maps C2 as robot transmitters move along

a line 20 km in the x-direction, sweeping over transmitter ground separation, ∆x ∈ [0, 500]

m. The plot illustrates the effect of changing the ∆x parameter on capacity in the path

following 1D scenario. Here ∆x can be small if sensor redundancy is required, or UAVs

performing heterogeneous sensing tasks travel in a tight cluster. Otherwise large ground

separation can allow for robots to collect data independently. To better approximate a

parallel array system in the 1D case, if receivers are on the ground, transmitter 1 moves at

ground level, i.e. R = Rx. As ground distance from receivers increases, we see attenuation

of capacity from path loss. We also see slight attenuation as transmitter ground separation,

∆x, increases. This is expected given we are relaxing the small cluster and parallel array

relations.

Figs. 6.4a and 6.4b refer to the 2D scenario, where sensing requirements generate motion
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in both the x and z-directions. Two values of ∆x were chosen, 50 and 500 m, for the

purpose of demonstrating the effect of the parallel array and small cluster relaxations. The

plots illustrate the effect of motion in the z-direction that causes receiver and transmitter

arrays to become “less parallel”. The map is generated via the calculation of C2 as robot

transmitters move along a boustrophedon path (see Fig. 6.1b). The robots move in the

x-direction, Rx, by the same distance as the shown in the 1D case. They move 10 km in the

z-direction, with robot 2 moving outside the sensing region of interest (ROI) to satisfy the

∆z requirement (see Sec. 6.4 for explanation). With receivers located at the origin, the plots

give us information about a square 20 × 20 km region due to symmetry. As expected, we

see the attenuation of C2 as R becomes large. To address parallel ULA constraints, methods

accounting for Rz in (6.6) should be applied [51].

All capacity maps demonstrate the effectiveness of the mobile ULA, or linear ∆z method

in mitigating interference issues in broad areas of transmitter travel. This is also demon-

strated in Figs. 6.3c and 6.4c. In Fig. 6.3c, methods are compared based on the average

capacity over the entire distance of robot travel, for each value of ∆x. We see in this figure

that because Rz was constrained to be zero, the more “parallel” relationship between trans-

mitter and receiver arrays resulted in clearer performance gains. Fig. 6.4c shows the average

capacity value for total travel in the x-direction over the increasing interval [0, Rz]. The

solid line corresponds to Fig. 6.4a and the dashed to Fig. 6.4b. The convergence in dashed

lines as Rz increases shows the compounding effect of a large dt
R

ratio, in addition to large

Rz.

6.4 Motion Planning

Using the scenario from Sec. 6.2, time is tabulated as a performance measure for different SM

approaches in a 2×2 MIMO system. SM methods from the previous section are applied, and

the widely adopted time-division multiple access MIMO approach (TDMA) is also included

[46]. Sec. 6.4.1 uses analytical equations given by the communication model while Sec. 6.4.2

uses realistic channel data taken from a ray tracing simulation. Robots are constrained to
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move at the same velocity, and the previously defined motion model is used to calculate the

total time to complete a task, T =
∑n−1

i=0 dti.

6.4.1 Motion Planning Using the LOS Equation

Temporal solutions to more specific path plans using the general concepts covered are given

in this section. Simulation parameters are listed in Table 6.1.

Table 6.1: Simulation Parameters

Parameter Definition

bandwidth 1 MHz

data density 25 Mb/m

sensing velocity C2/25 m/s

carrier frequency 1 GHz

transmission power 20 dBm

dr 5 m

∆x 50, 150, 300, 450 m

1D Rx, Rz Rx ∈ [1, 3] km, Rz = 70, 220 m (depending

on method)

2D Rx, Rz Rx ∈ [1, 3] km, Rz = [0, 500] m

grid resolution 10 m

6.4.1.1 1D Path Planning

Adjustment to 1D path plans are made using the four SM approaches–zero ∆z, fixed ∆z,

linear ∆z, and TDMA. In the first, both robots are constrained to have the same altitude.

Under this constraint, empirically, performance increases with an increase in altitude—Rz =
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220 m and ∆z = 0. The second maintains a fixed altitude differential, Rz = 70 and ∆z = 150

m. The third uses the linear approach, where Rz = 70 m and ∆z varies according to (6.6).

Depending on the needs of the application, we assume these altitude constraints—amounting

to focal distance changes in an imaging application, for example—can be accommodated.

Waypoints for the TDMA approach are equivalent to the zero ∆z method. The capacity for

this approach is given by,

Cm = fm log
(
1 + ρhH

mhm

)
. (6.7)

It assumes maximal ratio combining, fm is the fraction of time allocated to UAV m. Results

are shown in Table 6.2. Results are consistent with previous analysis, however, because

robots maintain an altitude above the receiver array ground position as they travel, we

expect some changes in performance, namely the degradation of capacity gains for the linear

method.

Table 6.2: Trial Times (hr) and Gains

Case ∆x (m) TDMA Zero ∆z Fixed ∆z Linear ∆z Gain %

1D

50 2.172 2.116 1.704 1.086 36.27

150 2.196 1.455 1.676 1.109 23.78

300 2.232 1.273 1.689 1.163 8.64

450 2.266 1.307 1.739 1.356 -3.75

2D

50 11.415 15.695 11.351 6.521 42.55

150 3.806 3.380 3.764 2.456 27.34

300 2.208 1.670 1.935 1.644 1.56

450 1.681 1.228 1.340 1.351 -10.02

In Table 6.2 gain values listed are computed gain = Ta−Tl

Ta
× 100. The linear ∆z method is
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denoted by subscript l versus lowest alternative method a.

6.4.1.2 2D Path Planning

The same four ∆z constraints from 1D planning are used to compute solutions to boustro-

phedon complete coverage flight plans. A sensing ROI consists of all waypoints defining the

zero ∆z method. If a z-offset occurs between robots, one robot will travel outside the ROI.

An example of a boustrophedon for the linear ∆z method is shown in Fig. 6.6a. Similar

to 1D planning, this research assumes path plan augmentation can be accommodated. We

choose a region where the upper bound of Rz is kept proportionately low, from previous

analysis we expect the linear method to be effective. Table 6.2 demonstrates the ROI gener-

ates large performance gains by the linear method when inter-robot spacing is lower. Given

transmitter travel of [1, 3] km in the x-direction is not large, performance loss by increasing

∆x is pronounced.

6.4.2 Evaluation under realistic conditions

To determine how MIMO SM methods perform under realistic conditions, the channel was

simulated using ray tracing software [75]. The ray tracing simulation accounts for reflected

paths due to the environment in addition to LOS. A dataset was generated for an urban

environment in the city of Ottowa shown in Fig. 6.5. The transmitters and receivers were

placed on a plane at a height of 60 meters, above all buildings. This setup emulates a base

station placed on a tower receiving data from UAVs. The channel was simulated using a grid

of transmitters spanning the city with a separation of 10 m communicating to two receivers

1 m apart located 320 meters west of origin. Capacity was then calculated according to (6.2)

as 2 transmitters were positioned at points on the grid.

The path plan for the case where the distance between boustrophedon rows, ∆x, is equal

to 50 m is shown as a visual example in Fig. 6.6a. The robots begin at z = 0 and move in a

back and forth “lawnmower” motion. The boxes indicate an assumed sensing field of view.

The dotted lines show the robot trajectories, where it is assumed robots are not imaging as
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60m

1m

550 m

10m RxTx Grid
230 m

(a) South view of simulation environment. Transmitters and receivers are on the same plane

at a height of 60 m above all buildings. The transmitters were simulated on a grid with

separation of 10 m, while the receivers have a separation of 1 m.

Rx

900m

(b) South-east view of the environment showing the simulated city.

Figure 6.5: The ray tracing simulation was performed in an urban environment spanning 550 m ×

900 m. The simulated channel accounts for reflections occurring due to buildings along with the

LOS path.

they travel from one boustrophedon row to the next. The dashed black rectangle is the ROI,

spanning 775 m in the x-direction and 350 m in the z-direction. It is assumed all robots with

nonzero ∆z offset were continuously imaging, thus their velocity was throttled even when

travel outside of the ROI occurred.

Data from trials for varying separation values between transmitters is shown in Table

6.3. The fixed ∆z = 30 m for all trials. A 30 m distance was determined empirically as a

fixed separation that performed well over trials, but further study is required to determine

an optimal separation. From the simulation results it is observed that realistic channel
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(a) Two robots move in a boustrophedon with a row sepa-

ration of 50 m. The dashed rectangle is the sensing ROI, all

methods cover this region. The linear ∆z method is shown.

(b) Capacity is calculated using a ray tracing simulation of city

conditions for a boustrophedon path plan with ∆x = 100. The

receivers are located at z = 320 m.

Figure 6.6: A boustrophedon map corresponding to ∆x = 50 m, for the linear ∆z method is

shown (top); this method is one of four MIMO approaches to coverage planning in a realistic city

environment. Results for all four methods are shown for a ∆x = 100 m (bottom).
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Table 6.3: Trial Times (hr) and Gains

∆x (m) TDMA Zero ∆z Fixed ∆z Linear ∆z Gain %

12.5 33.31 43.57 30.52 29.95 1.87

25 15.56 19.63 12.75 16.41 -28.71

50 9.16 13.73 7.87 6.94 11.82

100 5.35 7.00 5.32 3.74 29.70

properties result in lower channel magnitudes and higher mission completion times. For the

∆x = 25 m case, the fixed method proves best by a wide margin. Capacity for the case of

∆x = 100 m is shown in Fig. 6.6b. We see in this plot the same trends for the capacity of

the linear ∆z method, where performance gains are highest as R increases. Across trials, we

see an increase in relative performance as ∆x increases. This may be due to the geometry

of the coverage problem, i.e. fewer instances when robots must travel outside the ROI and

less lateral travel in the z-direction.

6.4.3 Consideration of z-direction in Motion Plans Will Improve Results

In this work we analyzed the benefit of SM methods for MIMO network enhancement in data

aggregation tasks. By characterizing the capacity within a workspace we identified trends

impacting communications throughput for a path following and coverage task. Based on

this analysis we identified regions where ULA heuristics for static array design can improve

capacity in a mobile sensing task. We validated our approach via simulations using both

analytical and realistic approaches. In the future we plan account for motion in the z-

direction of travel [51, 52]. This extension allows for inclusion of more sophisticated sensing

tasks while still achieving optimized communication.
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CHAPTER 7

Reducing Computational Complexity Using the

BOEM-SLAM

7.1 Background: A Block Online Approach to SLAM

To interact with the world, a robot must establish a spatial relationship between itself

and its surroundings. Simultaneous localization and mapping (SLAM) enables a robot to

intelligently and autonomously obtain these spatial relationships [76–78]. After 30 years of

extensive study, sophisticated visual-inertial SLAM algorithms like ORB-SLAM [79–81] and

VINS-Mono [82] have achieved unprecedented performance. However, the computational

complexity of these systems, particularly in the backend, remains a challenge that limits

their efficiency and scalability [76].

Typically, a visual-inertial SLAM system is divided into a frontend and a backend. The

frontend abstracts sensor data and provides a local trajectory estimation. Due to problems

of inevitable drift associated with frontend estimation, the backend takes the results from

the frontend and computes a globally consistent solution using loop closure. Due to the

computational complexity of inferring a globally consistent solution, the backend is the

major factor in determining the time it takes to run a SLAM system [76].

This research proposes to fundamentally rethink the backend formulation to alleviate the

computational burden without sacrificing performance. We define an online SLAM process

as one that can discard historical data while still producing an optimal solution. In contrast,

an offline backend must store the complete time history of data to achieve optimal inference.

By focusing on the underlying problem formulation rather than incremental computational
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or frontend improvements, we aim to develop a truly efficient and scalable backend solution.

The computational bottleneck in current backend algorithms stems from formulating

SLAM as a maximum likelihood (ML) trajectory estimation problem, leading to a nonlinear

least squares (NLS) optimization that grows in complexity over time (the comprehensive

discussion for offline SLAM algorithms are provided in Section II of [83]). While techniques

like iSAM2 [84, 85] can incrementally update the solution in many cases, they must still

solve the complete problem under certain loop closure conditions. Other methods resort to

approximate solutions by pruning less informative nodes, sacrificing solution optimality for

efficiency [76, 79, 81].

To enable an online backend, we propose modeling SLAM as an ML problem of landmark

positions with the trajectory as latent variables, following the EM-SLAM framework [86].

By recognizing the general hidden Markov model (HMM) structure of SLAM, we can ap-

ply the block online EM (BOEM) algorithm [87] to develop BOEM-SLAM. This approach

summarizes historical data into landmark estimates and the most recent state distribution,

allowing each iteration to operate on non-overlapping blocks and discard past statistics.

While the BOEM algorithm has been applied in simple 2D scenarios [88] and wireless

sensor networks [89,90], to the best of our knowledge, this work is the first to extend BOEM-

SLAM to 3D visual-inertial systems. By tackling the backend complexity at its core, we aim

to develop a truly online, efficient, and scalable SLAM solution that maintains optimal

performance.

We apply BOEM-SLAM to 3D visual-inertial systems using a monocular camera and in-

ertial measurement unit (IMU), and address several critical implementation issues that were

insufficiently covered in the original EM-SLAM paper [86]. First, as the E-step of the BOEM

algorithm involves Kalman filtering and Rauch-Tung-Striebel (RTS) smoothing, we expand

these filtering methods to incorporate rotation estimation using a Lie group representation.

This is crucial for accurately estimating the 3D pose of the robot in a visual-inertial system.

Second, to handle outliers in visual measurements that can greatly deteriorate SLAM perfor-

mance, we incorporate an outlier removal approach similar to the robust cost functions used
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in optimization-based methods. By addressing these key challenges, we adapt the BOEM

algorithm to the specific requirements of 3D visual-inertial SLAM, ensuring its robustness

and accuracy in real-world scenarios.

7.1.1 Implementation Details in the Visual-Inertial System

We now turn to the implementation aspects of BOEM-SLAM developed by Chang et al.

in [83]. For reference, the relevant portions of this work are repeated here. The calculation

of the conditional expectation in the E-step is typical in filtering and smoothing problems,

which are typically solved by the Kalman filter and the RTS smoother. One of the main

challenges is that we have to take the manifold structure of the rotation into consideration.

The Kalman filer on Lie group is well-developed [91], while the RTS smoother on Lie group

receives little discussion. We then follow the derivatives on Lie groups in [92] to design the

RTS smoother on the Lie group.

The state space S = S3×R3×R3 is the direct product of three Lie groups, and thus it is

also a Lie group. The group multiplication, the exponential and logarithm maps, and even

the plus and minus operations, are all well-defined in S by inheriting from individual Lie

groups. We use s̄t|t′ for conditional expectation of st given o1:t′ , and Σt|t′ for the associated

covariance matrix. With the derivatives on Lie groups, we can then use the following iterative

equations

s̄t|T = s̄t|t ◦ exp
(
Ct

(
s̄t+1|T 	 f(s̄t|t, ut)

))
, (7.1)

and

Ct = Σt|tF (FΣt|tF +Q)−1, (7.2)

for the estimate update in the RTS smoother, while the covariance update remains identical

to the original RTS smoother.

Another key factor in the SLAM performance in the visual feature outlier detection and

removal. In the optimization-based approaches, robust cost functions are often employed

to reduce the effect of outliers, for example the Huber loss function. In our experiments,
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we implement the similar detection scheme to remove the outliers. We reject the visual

measurements that are far from the predicted measurements. We also reject the observation

update in the Kalman filter that changes the trajectory abruptly. While the current methods

are straightforward, we believe that more sophisticated outlier removal methods can be

proposed with more investigation.

7.2 BOEM-SLAM Versus Other Backend Algorithms in a Circular

Trajectory Simulation

In this section, we compare the accuracy and computational cost of different SLAM backend

algorithms. We focus on the explicit-map algorithms, which simultaneously estimate the

trajectory and the landmarks. In particular, we consider three algorithms: the optimization-

based SLAM (labeled opt., in Section II of [83]), the EM-SLAM and the proposed BOEM-

SLAM.1

To ensure fair comparison of processing times, the simulations and the experiments are

all performed on a single computer equipped with an Intel i5-8250U CPU @ 1.60 GHz and

8 GB of DDR4 RAM, and all optimization problems are solved by Ceres [93]. In addition

all inputs to backends and optimization parameters are the same for each SLAM method.

7.2.1 Landmark and Trajectory Results

We test all three SLAM algorithms on a circular trajectory with discrete time interval 30

ms as in Fig. 7.1. The camera on the robot is constrained to face outward to observe

landmarks on the walls throughout the trajectory. We then generate the IMU measurements

and camera observations for the robot with random noise. All the SLAM results together

with the dead reckoning trajectory are shown in Fig. 7.1. Although representative SLAM

1The source code and the parameters of the simulation and the experiment are available at

https://github.com/tsangkai/slam_demo.
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Figure 7.1: The first 16 sec of the simulated trajectories. Three SLAM algorithms are presented

in dashed lines, including optimization-based algorithm (opt.), EM-SLAM and BOEM-SLAM. 200

landmarks are randomly generated on the walls of a 7.5× 7.5 m box.

sessions are short, we expect similar outcomes over longer durations.

7.2.2 Rotation and Position Error Results

To verify the effectiveness of BOEM-SLAM, we plot the rotation and the position estimation

errors of all SLAM algorithms over 50 sec in Fig. 7.2. All SLAM algorithms maintain

reasonable estimation errors throughout this interval. The only noticeable difference between

BOEM-SLAM and other algorithms is that the estimation trajectories from BOEM-SLAM

have larger variance. Since BOEM-SLAM processes less data in each time block, we expect

that it needs more data for convergence compared to other offline algorithms. Overall, the

estimation accuracy of these 3 algorithms are comparable.
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Figure 7.2: The rotation and the position errors of the SLAM algorithms. The shaded areas show 1

standard deviation error bar over 50 trials. All three SLAM algorithms show comparable accuracy

in the simulation experiment.

7.2.3 Analysis of Processing Time Over Expanding SLAM Operating Windows

To emphasize the importance of the online feature for robotic applications, we consider the

computation time with various durations. The duration of the trajectory is increased by

15 sec, and the performance analyzing tool perf is used to calculate the processing time,

with the results shown in Fig. 7.3. Although all algorithms achieve similar estimation

accuracy, the processing times are significantly different. The NLS optimization procedure

dominates the computation cost2 while an improvement of processing time can be achieved

by decreasing the size of the optimization procedure, which makes EM-SLAM more efficient

over the optimization-based SLAM [86]. Furthermore, as an online algorithm, BOEM-SLAM

2There are no realtime enhancements on any optimization procedure, it is likely that additional processing

of this kind would greatly decrease computation time across algorithms.
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Figure 7.3: The trajectory estimation accuracy and the processing time with increasing time inter-

vals. The shaded areas show 1 standard deviation error bar over 20 trials. As an online algorithm,

BOEM-SLAM can effectively discard information, and thus it has a lower processing time.

can effectively summarize and discard past data, and thus has the least computational cost.

For the duration of 150 sec, while optimization SLAM needs more than 1000 sec, BOEM-

SLAM only takes around 20 sec to complete the task.

7.3 The BOEM-SLAM Method is Ideal for Use Cases Requiring

Energy Efficiency

To validate the effectiveness of our proposed BOEM-SLAM approach, we compared its per-

formance to other common SLAM backend algorithms using synthetic data. The simulation

results demonstrate that BOEM-SLAM achieves comparable estimation accuracy while re-

ducing computational cost. This reduction is due to BOEM-SLAM’s ability to recursively

update map and trajectory estimates using only the most recent data and a compact rep-

resentation of past information. In this study we highlight the relationship between the

increasing time intervals and the resulting computational cost. This realistic scenario con-
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siders the fact that data keep arriving in robotic applications, and therefore online SLAM

algorithms are a preferable first step to better efficiency and scalability.

As an example use case, BOEM-SLAM is particularly relevant for multi-robot systems

operating as wireless sensor networks [94]. In applications involving real-time data collec-

tion and transfer to a base station, energy efficiency is crucial due to a reliance on on-

board batteries for travel, sensing, and communication. By reducing the computational

complexity inherent in traditional SLAM algorithms, BOEM-SLAM minimizes the need for

high-performance, power-consumptive processors. This reduced hardware demand not only

lowers the initial cost of deploying robotic systems but also significantly decreases energy

consumption during operation. This leads to longer operational times between recharges or

battery replacements, which is crucial in remote or hard-to-access areas where maintaining

power supply can be challenging.
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CHAPTER 8

Future Work: Formulating CPG-HZD Control

8.1 Stability Analysis of CPG-HZD Control

In the analysis of energy balance in a gait, [95] noted the existence of a limit cycle in a system

is associated with a contraction of phase (or state) space volume as time evolves. Dissipative

elements in a system cause this kind of contraction which increases the likelihood (but does

not guarantee) the existence of a limit cycle. The contraction mechanism in walking occurs

with kinetic energy loss at impact. Thus, while in the cart-pole case of Ch. 4 there were no

stable cycles, in CPG-HZD we can look for stable cycles a priori.

Figure 8.1: Invariance of the constraint surface under impact [5].

A complete description of the extension of ZD control to the hybrid case is given in [5].

Referring to Fig. 8.1, Z is the zero dynamic manifold, S is the impact surface, and ∆ is the

impact map. To be stable, we look for periodicity from step to step. The initial condition

after impact must therefor be constant. The k holonomic constraints (on configuration)

must be designed such that the new initial condition arising from the impact map is once
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again on Z, i.e. ∆(S ∩ Z) ⊂ Z. It will be convenient at this point to denote W ≡ Z ∩ Z̃.

We shall then modify the hybrid invariance statement to say ∆(S ∩W) ⊂ W . This notation

should be trivial in stability analysis, because invariance of the CPG state under impact is

guaranteed.

8.2 Developing CPG-HZD Theory for Side-Walking

It is first necessary to search for periodic orbits of the hybrid zero dynamics of the CPG-

HZD system. W is of dimension 2(N −k). For one degree of underactuation, the manifold is

two dimensional. Its associated poincaré return map, ρzero is diffeomorphic to a scalar LTI

system and may be computed in closed form with its convergence domain clearly defined1.

The scalar representation of the poincarḿap in terms of energy makes the analysis intuitive

and tractable.

Poincare analysis uses the momentum balance theorem,

σ̇ =Mgxc (8.1)

where xc is the distance from the stance leg to the robot center of mass in the x-direction.

Using this theorem, the swing phase zero dynamics can be written in the form,

θ̇ =
1

I(θ)
σW

σ̇W =Mgxc(θ)

(8.2)

where σW is the angular momentum of robot restricted to W and I(θ) is the robot’s inertia.

The main result of computing ρzero can be presented in two steps: a) there exists a periodic

solution to the CPG-HZD iff δ2zero 6= 1 and

δ2zero
1− δ2zero

Vzero(θ
−) + V max

zero > 0 (8.3)

1If synergistic properties arise from HZD-CPG new stability analysis may be required.
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where,

Vzero(θ) := −
∫ θ

θ+
I(ζ)Mgxc(ζ)dζ

V max
zero := max

θ
Vzero(θ).

(8.4)

b) there exists an exponentially stable periodic solution iff (8.3) and (8.4) hold and

0 < δ2zero < 1. (8.5)

In (8.3) the direction of the inequality has been reversed from HZD-based control design. In

the case of side-walking, this equation states that the energy release must be large enough

such that the initial angular momentum is insufficiently large to overcome the potential en-

ergy barrier corresponding to the maximum potential energy, V max
zero . The angular momentum

changes via impact, σ+
W = δzeroσ

−
W , where δzero < 1 means there is a contraction in phase

space. During swing phase energy is conserved, Kzero + Vzero = C, with Kzero = 1/2σ2
W and

the potential energy Vzero defined in (8.4). These values have units of energy if scaled by

I(θ).

In forward walking, (8.3) indicates robustness. In forward walking, the equation stipu-

lates that there must be sufficient angular momentum at the beginning of the step such that

it is nonzero at V max
zero . Forward gates simply need sufficient speed to satisfy this requirement,

with error in modeling or disturbance altering walking speed before the robot is destabilized.

This is not the case in side-walking, the angular momentum must be insufficient to overcome

the barrier, but sufficient for forward motion. Intuitively this upper and lower bound on

angular momentum may degrade the robustness of side-walking.

It is not clear whether using the CPG state, φ, or its phase value, ϕ, will be more

advantageous for synergistic effects in CPG-HZD design. The design process using ϕ has

fewer steps in the latter case, so this case will be studied first. The search for periodic walking

motion can now be cast as a nonlinear optimization problem. The holonomic constraint on

actuated states qa,

hγ(qa, ϕ) := qa − hd(ϕ, γ), (8.6)

will be constructed from a parametric curve such as a Bézier polynomial, with coefficients γ
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introduced as the free parameter to generate a minimum-energy cost criterion:

J(γ) =
1

Ls

∫ T

0

‖u∗γ‖22dt. (8.7)

With Ls the step length, T the walking period, and u∗γ := −[LgLfhγ︸ ︷︷ ︸
H

]−1Lr
fhγ. The definition

of u∗γ is in terms of its Lie derivative to emphasize H must be nonsingular for the system to

have a well defined relative degree. If H is everywhere invertible about the periodic orbit,

then the input uniquely constrains the robot to the zero dynamics surface. The problem is

subject to the following constraints,

1) Inequality constraints

– the swing leg is always positioned above the ground: ystance > 0

– the ground reaction force does not permit rebound: FN > 0

– no slip constraint:
∣∣∣ FT

FN

∣∣∣ < µf

– entrainment constraint: φ− θ < ε

– bounds on other kinematic parameters (hip height, etc.) to obtain desired walking

style

2) Equality constraints

– average walking rate: v = Ls

T

– the existence of the fixed point, ζ∗ (8.3)

– the stability of the fixed point, ζ∗ (8.5)

In the optimization problem, once the holonomic constraints have been determined, the

zero dynamics can be isolated as in Section 4.2.4. While in the cart-pole problem the

dimension of the zero dynamics was equal to the dimension of the cart, the controller design is

meant for higher DOF systems. The dimension of the zero dynamics manifold is 2(N−k)+2,
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with N the number of DOFs and k the number of virtual constraints. If entrainment occurs,

stability analysis occurs in the manifold W which is dim(2). This reduction is by the same

principal as the dimension reduction provided by holonomic constraint. We hope that φ−θ ≈

0.

Figure 8.2: Block Diagram for CPG-HZD control.

The block diagram for the proposed form of control is given in Fig. 8.2. The blue block

represents the control required to constrain the robot to the hybrid zero dynamic manifold.

The T block is a transformation matrix to decouple the states, the L block tunes entrainment

properties, and the function hd represents the Beziér curve to map the phase to the holonomic

constraint. It is unclear whether a Fourier series or Beziér curve would be best to map the

ϕ state to φ.

8.3 Implementation of The CPG approach to HZD control

In this chapter, an approach to CPG-HZD control has been formulated. The outcome looks

promising, because the design is simple, and stability features from each form of control
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should remain intact in combination. The controller will be tested in simulation first on the

Compass-Gait walker (see Sec. A.4), then on a simulated version of NABi-V2. A thorough

analysis of controller performance will need to be conducted to determine controlled invariant

sets. Any auxiliary controllers will also be designed if needed. Formulating an approach to

obtain the optimal performance is also necessary. For example, would it be easier to use a

Matlab toolbox, or trajectory optimization software? Would the use of the Fourier series

shaping function to include the CPG’s waveform shape in addition to its phasing further

encourage synergistic effects? Is there an alternative method to shaping the CPG signal φ

during optimization, perhaps in some model-predictive way rather than by gradient decent?

Once a simple, feasible, and optimal approach is created, it will be compiled with all provable

theoretical analysis as content for the dissertation.

The CPG-HZD control relies heavily on contact information to switch control commands

when the stance and swing leg switch, and to reset the CPG phase to maintain hybrid

invariance. The NABi-V2 robot comes with proprioceptive motors suitable for detecting

contact without requiring sensors on end effectors. [96] used contact model fusion within the

framework of Kalman filtering to estimate impact events in locomotion to high accuracy. A

generalized-momentum observer is used to estimate contact force, and this signal is blended

with gait scheduling and kinematic information to estimate the likelihood of contact. I plan

to implement a similar estimator to achieve impact event detection. In addition friction

compensation may be necessary, if the models used for control design have frictionless joints.

8.4 CPG-HZD Control Has Synergistic Benefits

The HZD-method of control makes designing the CPG highly tractable. The NABi robot has

q ∈ R10×1. This would require creating 10 CPG trajectories, and analyzing a dim(9) poincaré

map. Moreover there is not a solid framework for CPG design for hybrid systems, because

these systems often require active balancing control. CPGs have historically been applied

to joint-space control, which is not intuitive for walking. The HZD-method eliminates these

issues completely. The HZD reduces the CPG design to dim(2), with a poincaré map of
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dim(1)2, and it becomes a problem of analysis not synthesis. The HZD method synthesizes

the controller because limb coordination is provided by holonomic constraint. The only

design effort to create the CPG trajectories is ensuring they track the robot parameter of

interest, Θ = [ θ θ̇ ]T . Combining controllers can also create synergistic properties for added

stability—the CPG may increase stability regions in the zero dynamic manifold because the

orbit entrained to θ is exponentially stable.

2if entrainment occurs, φ ≈ θ.
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CHAPTER 9

Conclusion

This thesis has explored various aspects of robotic intelligence, focusing on the design con-

siderations and innovative solutions that enable efficient, stable, and adaptable robot per-

formance. Through the analysis of specific examples, we have highlighted the challenges and

successes in each case, providing valuable insights into the future of robotic intelligence. The

development of the compliant, Non-Anthropomorphic Biped NABi-S has shown the viability

of open-loop CPG control for stable locomotion. The compliant mechanism designed for the

ankle has proven effective in maintaining robot stability, and the ease of implementation of

the CPG using the MHB method has been demonstrated. Future work will focus on closing

the loop on the CPG control of NABi-S to further enhance the robot’s performance.

Steps have already been taken in designing a CPG controller via a CPG-ZD control

method where the closed-loop form of control was able to stabilize both marginally stable and

unstable zero dynamics of a cart-pole system. In addition, a closed-loop hybrid extension of

the CPG controller was designed that was able to increase the stability regions of the periodic

walking gate of the Simple Walker model. Hybridization of CPG and HZD control was also

discussed, where synergistic properties can be expected as an added feature. For example,

the CPG’s limit cycle stability may improve the function of the HZD, expanding stability

regions around stable zero dynamics, potentially increasing robustness to disturbances. In

turn, the ease of design and stability analysis given by the HZD method open a door for

using a CPG on a system requiring complex limb coordination to actively balance.

In the context of MIMO network enhancement for data aggregation tasks, we have char-

acterized the capacity within a workspace and identified trends impacting communications

82



throughput for path following and coverage tasks. By identifying regions where ULA heuris-

tics for static array design can improve capacity in a mobile sensing task, we have demon-

strated the potential for optimized communication in complex sensing tasks. Future work

will involve extending the current ULA approximation to account for the z-direction of travel,

which would extend the algorithm to a more general set of flight plans while still achieving

optimized communication.

The proposed BOEM-SLAM backend for visual-inertial SLAM systems has shown signif-

icant improvements in computational efficiency without sacrificing solution optimality. By

downsizing data requirements and eliminating the need for the entire history of data, we

have shown the potential for BOEM-SLAM to enhance SLAM-assisted robotic autonomy.

Furthermore, while BOEM-SLAM and MIMO communication techniques do not directly

integrate, they can work in tandem to improve the overall efficiency of the system. BOEM-

SLAM provides accurate and computationally efficient pose estimation, enabling robots to

maintain a reliable understanding of their position and orientation in an environment. This,

in turn, allows for better coordination and path planning among the robots, which can

be leveraged to optimize the placement of the robots for improved MIMO communication

performance, as demonstrated in this thesis. By combining the benefits of BOEM-SLAM

and MIMO communication techniques, multi-robot systems can achieve enhanced localiza-

tion accuracy, efficient data aggregation, and faster data transmission, ultimately leading to

improved performance in real-world applications.

In conclusion, the examples presented in this thesis demonstrate the importance of de-

signing robots with intelligence in mind. By addressing challenges such as three-dimensional

control and balancing, efficient data aggregation and communication, and computationally

efficient SLAM, we can create robots that are more adaptable, stable, and capable of per-

forming complex tasks. As the field of robotic intelligence continues to evolve, it is essential

to build upon these successes and explore new innovative solutions to push the boundaries

of what robots can achieve.
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APPENDIX A

Supplementary Information

A.1 Related Hardware Designs

Figure A.1: NABi-V2 version robot added yaw DOFs at the hip joint [6].

A.2 Bipedal Walking Assumptions

The research of this thesis focuses on control methods for planar bipeds with point feet.

The point foot, where the robot makes contact with the ground, represents one degree of

underactuation in the system, i.e. for a robot comprised of N links, N − 1 of these links are

actuated. The robot is assumed to have frictionless joints, connected by rigid links. When
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walking the robot alternates between a phase of single support and double support. In single

support, the supporting leg or stance leg acts as a pivot. Like the ground reaction force of a

floating body, the vertical component of the pivot’s reaction force must be pointing upwards,

and the ratio of horizontal component to vertical component must not exceed the coefficient

of static friction. At the end of a step the moving leg or swing leg makes an inelastic impact

with the ground. During impact, the dynamic model transitions from an open kinematic

chain to a floating body to allow a discontinuous jump in velocity. The impact represents an

infinitesimal period of double support, followed once again by single support. The dynamical

model is hybrid due to the discontinuity in the velocity state at impact. A separate set of

dynamical equations are used for the single support and double support phases.

A.3 Walking Gait Hypothesis for Side-Walking

Figure A.2: Step definition for side-walking with ‘+’ and ‘-’ labels for the stance foot at the

beginning and end of a step.

The CPG-HZD controller will render gait behavior with the same properties as [27], with

the exception of - HGW5) in steady state, the motion is symmetric with respect to the two
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legs; HGW6) in each step, the swing leg starts from strictly behind the stance leg and is

placed strictly in front of the stance leg at impact. The preceding gait hypotheses are related

by the definition of a step. In forward walking, the robot makes net forward movement

by the process of HGW6. In the case of side-walking, there are two cycles of alternating

support before the robot makes net forward movement (Fig. A.2). In this case it may be

over-constraining to impose HGW5. Thus we make the following modifications - HGW5) in

steady state, the motion is not necessarily symmetric with respect to the two legs; HGW6)

in each step, there are two phases of alternating support associated with the net forward

movement of both legs to create net forward movement of the body.

A.4 Walker Dynamics for CPG-HZD Controller

Figure A.3: Schematic for the compass-gait walker.

The compass-gait walker is the dynamical model that will be used to test the CPG-HZD

controller. A schematic of the walker is shown in Fig. A.3. The walker is underactuated,

with a zero torque connection between the stance leg and the ground. All joints are assumed

frictionless. The walker has a point mass at the hip, labeled M , and a point mass on each

leg, labeled m. The point masses on the legs are a distance c from the hip, and the legs are

l in length. Given coordinates shown in Fig. A.3, the robot walks from left to right, in the

positive x direction. The z axis for the inertial and all relative frames points outward. Thus
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the robot as it stands in Fig. A.3 has a negative θ value and a positive φ value.

A.4.1 Swing phase dynamics

In the single support phase, the point foot of the walker is kinematically constrained to

the ground, forming an open kinematic chain. The walker has two generalized coordinates,

q = [θ, φ]T . The equations of motion are found by applying the method of Lagrange. The

model takes the form,

M(q)q̈ + C(q, q̇)q̇ +G(q) = Bu. (A.1)

The equations of motion are:

M(q2)1,1 =Ml2 + 2m(c2 + l2)− 2clm(1 + cos(q2))

M(q2)1,2 = cm(c− lcos(q2))

M(q2)2,1 = cm(c− lcos(q2))

M2,2 = c2m

C(q2, q̇2)1,1 = 2clm(sin(q2))q̇2

C(q2, q̇2)1,2 = clm(sin(q2))q̇2

C(q2, q̇1)2,1 = −clmsin(q2)θ̇

C2,2 = 0

G(q1, q2)1 = cgm(sin(−γ + q1 + q2)) + (Mgl − cgm+ 2glm)(sin(γ − q1))

G(q1, q2)2 = cgm(sin(−γ + q1 + q2))

B1 = 0

B2 = 1.

(A.2)

It is important to monitor the ground reaction force (GRF) during the swing phase.
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Because the point foot is effectively pinned to the ground, the GRF is internal to the system1,

it does not explicitly appear in the Euler-Lagrange equation. In order to get the GRF to

appear explicitly, 2 states x, y were added to the walker. These states represent the position

of the standing foot. The Lagrange multiplier method was then utilized, with the constraint

that the position of the standing foot should remain constant: hst(x, y) ∈ R2×1 = constant.

For the GRF λst ∈ R2×1, the equation is,

d

dt

∂L(q)

∂ẋ
− ∂L(q)

∂x
=

2∑
i=1

λsti
∂hsti(x, y)

∂x

d

dt

∂L(q)

∂ẏ
− ∂L(q)

∂y
=

2∑
i=1

λsti
∂hsti(x, y)

∂y
.

(A.3)

The constraint on the standing foot is enforced by λst. The force on the right hand side

of (A.3) appears by virtual work. The four equations of motion resulting from adding a

third and fourth state were a function of ẍ, ÿ, ẋ, ẏ and x, y. Setting ẍ, ÿ, ẋ, ẏ = 0 in the

two equations associated with θ, φ, the equations of motion given by (A.2) emerge, and the

system of equations, (A.3), may be solved for λst. λst1 and λst2 represent the friction and

normal forces, respectively. For brevity the equations are not given here, see Appx. A. Note:

the figure is a little off, that line theta is measured from needs to look normal to the incline.

A.4.2 Impact dynamics

At impact the GRF becomes an external force. To be external to the robot, the system

becomes a floating body. The floating body may translate in addition to changing shape and

orientation. Thus the generalized coordinates become q = [x, y, θ, φ]T , with x, y describing

the location of the stance foot. Impact is inelastic, and instantaneous- when the swing foot

makes contact with the ground, the stance foot lifts from the ground. The external GRF is

impulsive, causing a discontinuous jump in joint velocities, and thus a new initial condition.

Due to the exchange of stance and swing leg roles, coordinates are relabeled after the phase

1In this case an internal force is synonymous with a conservative force, it does no work. The force from

gravity is technically considered external, it affects a system’s momentum.

88



of double support as well.

Utilizing the Lagrange multiplier method in the case of impact, the forces on the system

due to the GRF on the swing foot, λsw ∈ R2×1, has the constraint hsw(q) ∈ R2×1 = constant,

where hsw(q) represents the position of the swing foot. The Euler-Lagrange equation for the

floating body is
d

dt

∂L(q)

∂q̇i
− ∂L(q)

∂qi
=

m∑
i=1

Qi +
2∑

i=1

λswi

∂hswi
(q)

∂qi
. (A.4)

where Q2 represents m other external forces on the robot.

M(q)q̈ + C(q, q̇)q̇ +G(q) = Bu+ J(q)λst +W (q)λsw. (A.5)

When the system of dynamical equations is created, the matrix3 W ∈ Rn×2 represents the

mapping of the swing GRF forces to the joints of the robot. The velocity of the swing foot,
dh
dt

can be otherwise expressed as ∂h(q)
∂q

dq
dt

or W T q̇. If the impact is perfectly inelastic, then

the coefficient of restitution e = 0. With the velocity of the ground labeled as ve and using

Newton’s law of impact:
v+e −W T q̇+ = e(W T q̇− − v−e )

W T q̇+ = −eW T q̇−

W T q̇+ = 0.

(A.6)

In (A.6) q−, q+ refers to the state values before and after impact, respectively. An inelastic

collision indicates that the swing foot hits the ground without rebound or slip, so its velocity

at impact is zero. The change in momentum of the robot is largely due to the impulsive

2In the derivation it is assumed that the stance foot GRFs are grouped in with Q.

3In some cases the f(q) will be dropped to make derivations simpler to read.
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force, fimp,4

M(q)q̈ + C(q, q̇)q̇ +G(q) = Bu+ J(q)λst +W (q)λsw

M(q)
dq̇

dt
= W (q)λsw∫ q̇+

q̇−
M(q)dq̇ = W (q)

∫ t+

t−
λswdt︸ ︷︷ ︸

fimp

M(q̇+ − q̇−) = Wfimp

W T q̇+ −W T q̇− = W TM−1Wfimp.

(A.7)

From (A.7) we see that
fimp = −(W TM−1W )−1W T q̇−

q̇+ = q̇− +M−1Wfimp.
(A.8)

In (A.8), we know that the stance foot is stationary, thus the first two states of q̇−, ẋ and

ẏ are equal to zero. After impact, q̇+ is such that the velocity of the swing foot is equal to

zero.

After impact the swing foot is now the stance foot, and the coordinates must be relabeled.

The states are relabeled using a linear transformation matrix, R, a circular matrix (RR = I).

For the robot states shown in Fig. A.3,

R =

1 1

0 −1

 . (A.9)

The configuration values of the robot don’t change after impact, q+ = q−. For qO, qN

designating old and new coordinates respectively, we have,

qN = RqO

q̇+N = R(q̇−O +M−1Wfimp).
(A.10)

4it is important to note that the impulsive force is internal to the robot-earth system, the momentum

of this system is conserved in the collision.
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A.4.2.1 Compact notation

Putting (A.6) and (A.8) together, a compact form of the impact equations are, q̇+N
fimp

 =

R 0

0 I

M −W

W T 0

−1  M

−eW T

 q̇−O (A.11)

A.4.2.2 Conditions for impact

The conditions for impact are 1) the sign of the states q do not change, and 2) q2 = −2q1.

This condition may be relaxed as 1) when the height of the swing foot is equal to zero, and

2) q̇2 > 0. It is not immediately apparent whether either of these sets of conditions will

result in adequate side-walking. Using the relationship between q1 and q2, another method

for determining the first equation of (A.10) can be found for q1 := θ and q2 := φ because the

values of the position states are the same before and after impact:

θN = θO + φO

φO = −2θO

θN = −θO,

(A.12)

the same is true for the φ state:
φN = −φO

φO = −2θO

φN = 2θO.

(A.13)
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A.5 Side-Walking Gait modeling

Figure A.4: Schematic showing one side-walking step.

Referring to Fig. A.4, the dashed line is the swing leg. Each leg has the role of stance/swing

in each step. The following changes are made to facilitate side-walking-

1. In steady state, the motion of the robot is not necessarily symmetric with respect to

the two legs.

2. In each step, there are two phases of alternating support to achieve net forward move-

ment of the body.

3. In its initial position the robot has its swing leg in front.

4. Throughout a step, the sign of θ, φ does not change.

5. At impact, φ = −2θ.

A.6 Verifying Model dynamics

Using [97] to compare the Compass-Gait Walker’s dynamical model-
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Figure A.5: Schematic for the compass-gait walker.

Tedrake et al. uses states q̃ = [θst, θsw], referring to Fig. A.3, the states used in this

model are q = [θ, φ]. To check that the auto-derivation program for the dynamics works, a

comparison is made between this work and [97]. Tedrake et al. use the subscripts “sw” and

“st” to mean swing state and stance state, with reference to the inertial frame, respectively

(Fig. A.5). A linear relationship exists between the two models:θst
θsw

 =

1 0

1 1


︸ ︷︷ ︸

T

θ
φ

 (A.14)

Thus to compare the equations, the following change of coordinates is made to Tedrake’s

model (subscript T indicates Tedrake model, γ set to 0):

T ′M(q)TT q̈ + T ′C(q, q̇)TT q̇ + T ′G(q)T = T ′BTu (A.15)

The following results are achieved, the output for my auto-derivation code, (A.2) is-

M(q) =

[ M*l^2 + 2*c^2*m + 2*l^2*m - 2*c*l*m - 2*c*l*m*cos(phi), m*c^2

- l*m*cos(phi)*c]

[m*c^2 - l*m*cos(phi)*c, c^2*m]
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C(q, q̇)q̇ =

[c*l*m*sin(phi)*dphi^2 + 2*c*dtheta*l*m*sin(phi)*dphi]

[-c*dtheta^2*l*m*sin(phi)]

G(q) =

[c*g*m*sin(theta) - M*g*l*sin(theta)- 2*g*l*m*sin(theta) +

c*g*m*cos(phi)*sin(theta) + c*g*m*cos(theta)*sin(phi)]

[c*g*m*cos(phi)*sin(theta) + c*g*m*cos(theta)*sin(phi)]

B =

[0 1]'

The output from (A.15) is-

T ′M(q)TT =

[ M*l^2 + 2*c^2*m + 2*l^2*m - 2*c*l*m - 2*c*l*m*cos(phi), m*c^2

- l*m*cos(phi)*c]

[m*c^2 - l*m*cos(phi)*c, c^2*m]

T ′C(q, q̇)TT q̇ =

[c*l*m*sin(phi)*dphi^2 + 2*c*dtheta*l*m*sin(phi)*dphi]

[-c*dtheta^2*l*m*sin(phi)]

T ′G(q)T =

[c*g*m*sin(theta) - M*g*l*sin(theta)- 2*g*l*m*sin(theta) +

c*g*m*cos(phi)*sin(theta) + c*g*m*cos(theta)*sin(phi)]

[c*g*m*cos(phi)*sin(theta) + c*g*m*cos(theta)*sin(phi)]

T ′BT =

[0 1]'
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