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Abstract

A distinctive feature of connectionism as a re-
search paradigm in psychology is use of a form of
scientific explanation here termed dynamical ex-
planation. In dynamical explanation, the behav-
ior of a system is explained by reference to points
and trajectories in an abstract state space. This
paper contrasts dynamical explanation with some
other major forms of scientific explanation, and
discusses how dynamical explanation of the be-
havior of artificial neural networks can constitute
genuine psychological explanation.

What is distinctive about connectionism as a re-
search paradigm in psychology? This question has
been approached from many different directions. Many
have pointed to novel connectionist methods of rep-
resentation; others, meanwhile, have focused on such
issues as the connectionist emphasis on learning, the
level at which it operates, whether or in what sense it
employs rules, and so forth. Here I will be suggest-
ing that, whatever else may be distinctive about it,
connectionists are developing or at least, importing
into psychology - a novel form of scientific explana-
tion. Since this kind of explanation proceeds by con-
structing models conceived of as dynamical systems,
the most appropriate term for this approach is dynam-
ical explanation. In what follows I will give an intuitive
introduction to the concept of dynamical explanation,
contrasting it with other generic styles of explanation
widely used in science, and will then discuss how dy-
namical explanation is deployed in connectionist mod-
eling of psychological phenomena.

There is, of course, nothing new in the idea that
connectionist networks can be thought of as dynamical
systems, or in the idea that doing so is a key element
in connectionism’s distinctive perspective on cognition.
(On both these points, see, e.g., (Smolensky, 1988).) I
am not arguing for these points, but rather attempting
to make explicit one form of scientific explanation one
will be using if one describes networks as dynamical
systems and uses such descriptions in accounting for
psychological data. Making explicit the explanatory
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strategies in use is but one step in a general project of
clarifying the conceptual foundations of connectionism.

Styles of Explanation.

In a well-known article outlining “cognitivism” (now
more widely known as “classical” cognitive science),
John Haugeland (Haugeland, 1981) pointed out that
scientists commonly utilize at least three broad kinds
of explanation - the deductive-nomological, the mor-
phological, and the systematic. Deductive-nomological
explanation is the classic; in this approach, scientists
develop general, abstract, mathematically formulated
laws, and then explain a given phenomenon by show-
ing that it is merely an instance of the operation of
such a law - i.e., by subsuming the phenomenon under
the law. In morphological explanation, by contrast, an
ability or disposition “is explained through appeal to
a specified structure and to specified abilities of what-
ever is so structured” (p.247). For example, the un-
canny ability of an eggshell to resist breaking when
force is applied at the ends can be explained by point-
ing to the shape of the shell and the way such a shape
distributes pressure. Here there is, at least in the first
instance, no subsuming under laws; there are of course
laws in the background, but knowledge of such laws is
certainly not prerequisite for finding the explanation
illuminating. In systematic explanation, the ability or
disposition of some whole, in this case known as a “sys-
tem,” is also explained by pointing to a particular kind
of internal structure, but this time one made up of dis-
tinct parts which participate in a “complexly organized
pattern of interdependent interactions”. For an exam-
ple illustrating the systematic approach, consider an
explanation of how a car engine works. Long before
any laws become relevant, one has to describe the var-
ious parts of the engine (carburetor, cylinders, radiator
etc.), how they individually function, and how each of
their functions is integrated to produce a smoothly and
powerfully rotating driveshaft.

These different explanatory strategies can be re-
garded as alternative ways of conceptualizing or “or-
ganizing” the world such that we can make sense of
it. More than this, however: they tend to reflect real



differences in the way the world itself is constituted
and events unfold. The difference between morpholog-
ical and systematic explanation, for example, reflects
the structural fact that systems, but not the kinds of
mechanisms we describe morphologically, are made up
of distinct parts which interact with each other in com-
plex ways. In general, whether a particular explana-
tory strategy is the most appropriate in a given case
depends on both the specific character of the situation
under consideration and our explanatory interests and
resources,

From this perspective, an obvious question arises:
how many significantly different kinds of scientific
explananda, and corresponding different explanatory
strategies, are there? Or, less ambitiously: can we
think of further kinds of situations, to which some fur-
ther explanatory strategy is most appropriate? In the
current context, of course, the ultimate goal of this
line of questioning is cognition. What kind of mecha-
nisms are cognitive mechanisms? Which explanatory
strategy, or strategies, are the most appropriate in de-
scribing how cognition arises?

In fact, I think that there is at least one more major,
generic form of explanation, one that is suggested by
study of how explanations often proceed in distributed
connectionist work, though it is most certainly not lim-
ited to that context. The kind of mechanism to which
this species of explanation applies is the dynamical sys-
tem. A dynamical system is any closed system whose
state at a given time can be adequately captured by
specifying the values of each of a set of parameters.
As the dynamical system changes over time, the val-
ues of these parameters evolve in interdependent ways.
In studying and explaining the behavior of dynami-
cal systems one aims at formulating equations which
describe the evolution of the system, and which can
consequently be used to explain why the system is in
the state it is in, or to predict what states it will come
to be in. A classic example of a dynamical system is a
pendulum. Parameters pick out the displacement and
velocity of the bob, and relatively simple general equa-
tions govern how the values of these parameters change
over time, capturing the periodic swinging motion of
the pendulum.

The state space of a dynamical system is all the pos-
sible states which the system can be in. A state space
can be represented using a vector space containing a
point for every possible combination of values of all
the relevant parameters; thus, the state space has as
many dimensions as there are parameters. If we know
the current state of the system i.e., the point in state
space it currently occupies - then we can use the equa-
tions governing the behavior of the system to deter-
mine what point it will occupy next. A succession of
such points is a trajectory in state space, and amounts
to a picture of how the dynamical system changes as
time goes on. Every point that the system might oc-
cupy lies on some trajectory or other, and shapes of
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the all the trajectories are fixed by the equations. Cru-
cially, to understand how the system works is to have a
sense for how the system changes over time, or, equiva-
lently, to understand the general dynamical “topogra-
phy” of the system. What do the trajectories look like?
If the system is in a given state, how will it evolve?

In the case of the pendulum, the equations which tell
us how the state of the system changes over time are
given by general laws of classical mechanics. For this
reason it might seem that dynamical explanations are
just special instances of deductive-nomological expla-
nation. In general, however, this is not true. For one
thing, we can use dynamical explanations in situations
where the equations governing the evolution of the sys-
tem are not themselves general physical laws. In prin-
ciple, of course, one supposes that the equations are
ultimately derivable from general physical laws, and
it may even be possible to provide such a derivation.
However, the crucial point is that as long as one has
the equations for the system, such a derivation is not
in practice part of the actual explanation of the behav-
ior of the system, and none of the explanatory force is
lost if no such derivation is forthcoming.

Second, dynamical explanations may proceed with-
out making explicit use of the equations governing the
system. If the system is complex enough, one may not
actually have the full equations in hand; alternatively,
one might have them, but nevertheless find more per-
spicuous ways of explaining how the system works that
proceed independently of the equations. This seems to
be the situation on occasions when connectionists ex-
plain the performance of their networks by sketching
a picture of the trajectories through which the overall
patterns of activity evolve. By presenting a series of
carefully selected two-dimensional snapshots of trajec-
tories, they provide a sense of the dynamical structure
of the system - i.e., an understanding of how the sys-
tem behaves. Subsequent explanations of particular
features of the behavior of the network can proceed by
referring to that topography without needing to ad-
vert to the full equations which, formally, govern the
behavior.

Dynamical explanations are not morphological or
systematic either. In its pure form, dynamical ex-
planation makes no reference to the actual structure
of the mechanism whose behavior it is explaining. It
tells us how the values of the parameters of the system
evolve over time, not what it is about the way the sys-
tem itself is constituted that causes those parameters
to evolve in the specified fashion. It is concerned to
explore the topographical structure of the dynamics of
the system, but this is a wholly different structure than
that of the system itself. This point is crucial to under-
standing dynamical explanations and how they differ
from systematic explanations in particular. Dynamical
explanations turn on the way the values of the param-
eters of the system interdependently evolve over time,
whereas systematic explanations turn on the complex



interactions among the parts of the system itself. Con-
sider the car engine again. Supposing a dynamical
systems-style explanation were possible, it would begin
by picking out the crucial parameters: engine temper-
ature, r.p.m., gas level, timing advance, cylinder pres-
sure - indeed, many of the quantities measured on by
instruments on the dash, and no doubt a host of oth-
ers besides - and then proceed to show how variations
in one parameter affects the others, or how the engine
typically proceeds through various states correspond-
ing to regions of the state space (e.g., from cold to
warm to out of gas), possibly according to rough equa-
tions describing the behavior of the particular engine.
Explanations formed along these lines are quite differ-
ent from systematic explanations which advert to the
various parts of the engine and how they interact. In
particular, the parameters utilized in dynamical expla-
nations do not in general pick out parts of the system
under study. Temperature and r.p.m. are not parts of
the engine which interact with other parts. You can
remove the carburetor leaving the rest of the engine
behind, but you cannot remove the r.p.m..

The general point here is that dynamical explana-
tion, which proceeds in terms of parameters, equations
and state spaces, takes place at one level of remove
from the actual mechanisms which produce the behav-
ior quantified and explained in the dynamical account.
To be sure, if one wanted an explanation of why one
equation rather than some other governs a system, of
why the state of the system travels through some tra-
jectories and not others, one may be able to go on
to offer a further, presumably systematic, explanation;
this does not however make the initial dynamical expla-
nations themselves either morphological or systematic,
and the usefulness or validity of the dynamical expla-
nation does not depend on one’s being able to provide
such further explanation.

I claim, then, that dynamical explanation consti-
tutes a genuine alternative to other common forms of
scientific explanation. The dynamical approach to ex-
planation seems to have been neglected in the philoso-
phy of science, but not in scientific practice itself, for a
moment’s reflection suggests that explanations fitting
this general mold are widely used. What remains to
be shown here is how dynamical explanation figures in
connectionist work. This involves two steps: first, illus-
trating how the behavior of connectionist networks can
be explained in dynamical terms; and second, showing
how dynamical explanation of connectionist networks
combines with the technique of modeling to construct
genuinely psychological explanations,

Dynamical Explanation of Network
Behavior.
It is probably obvious enough how connectionist net-
works are conceived as dynamical systems. In the sim-

plest and most familiar case, the parameters specify ac-
tivity levels for each of the units, and equations based
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on the processing characteristics of the units and the
way they are interconnected describe how activity lev-
els will evolve over time. Patterns of activation over
the network as a whole can be regarded as points in an
activation state space, and processing can be thought
of as traveling along a trajectory in activation space.
From this perspective, to explain the behavior of a net-
work is to provide a sense for the dynamical structure
of the network as a whole, such that any particular
state it might be in can be related to other states that
it was or will be in; or such that one trajectory can be
contrasted with others. This “sense” can be obtained
either formally, by providing equations capturing the
dynamical structure, or intuitively, by (for example)
sketching trajectories in a selected few of the dimen-
sions. (Note that explanation of the behavior of the
network in terms of its dynamical structure must be
carefully distinguished from another common explana-
tory task in connectionism, namely, explaining how a

network comes to have the dynamical structure that it
does.)

Hopfield nets (Hopfield, 1982) and Boltzmann ma-
chines (Hinton and Sejnowski, 1986) are excellent ex-
amples of connectionist networks whose behavior is
naturally understood in dynamical terms. In general
it is helpful to see processing, over many time steps,
as tracing out a somewhat erratic trajectory in the ac-
tivation state space of the network. Indeed, if we add
to the space a dimension for another parameter such
as global energy, the settling process characteristic of
such networks can be visualized as a downward slide
to a resting place. Explanations of particular aspects
of the networks behavior typically refer to the general
structure of these dynamics. Why did the network set-
tle at a particular point? Because it began its settling
process at another point which happened to be in the
basin of attraction for the settling point.

Many other connectionist explanations proceed in
basically dynamical terms, though the dynamical char-
acter is often concealed by the fact that they are often
highly simplified varieties of the strategy. Explana-
tions in this latter category tend to consider only a few
time steps (i.e., highly truncated “trajectories”) and,
from step to step, shift attention from one sub-space
of the overall activation space to another. Consider for
example the explanation of generalization phenomena
in the well-known past tense learning model of Rumel-
hart & McClelland (Rumelhart and McClelland, 1986).
The ability of the network to produce the correct past
tense form of an unseen, irregular verb such as bid is
explained in terms of the fact that the trained net-
work is “sensitive to the subregularities as well”. That
is, there are regularities even among irregular verbs;
irregular verbs with similar present tense forms often
also have similar past tenses. To say that the network
is “sensitive to the subregularities” is to say that it
treats members of these subgroups in a similar fashion.
Thus, explaining the network’s correct performance on



the verb bid is a matter of (a) pointing out that its in-
put representation is similar (i.e., close in the space
of input patterns) to other irregular verbs, and (b)
adverting (in this case, in a highly informal way) to
the overall dynamical structure of the network. This
explanation considers a “trajectory” of only one time
step and its description of the topological structure of
the dynamics of the network is framed only in terms of
how points in the input-unit activation sub-space are
mapped to the output-unit subspace.

A particularly provocative example of dynamical ex-
planation at work is found in Jeff Elman’s descrip-
tions of his SRN models of sentence processing (see
e.g., (Elman, 1989)). Elman made effective use of
an increasingly common technique exploiting princi-
pal components analysis to select an appropriate two-
dimensional “window” onto the activation state space
- or rather, in this case, the sub-space corresponding
to hidden unit activity. In this window one plots a
series of points, corresponding to states that the hid-
den units go through upon presentation of a series of
inputs; this series of points amounts to a picture of
the activation trajectory for those inputs. Collectively,
a series of such trajectory pictures yields at least a
glimmer of understanding of the complex dynamical
structure of the network. Explanations of the success-
ful performance of the network at its word prediction
task make crucial reference to these trajectories; thus,
the network is held to be able to correctly predict the
next word in a complex sequence precisely because the
structure of the sequence up to that point had been en-
coded in the activation trajectory (see (Port and van
Gelder, 1991)

Why are connectionists increasingly using dynami-
cal explanation in preference to, for example, any of
the other forms of explanation described by Hauge-
land? The quick and easy answer is that neural
networks are themselves the kinds of systems for
which the most natural explanations are dynami-
cal. Deductive-nomological explanation requires gen-
eral covering laws, yet the systems of differential equa-
tions governing the behavior of complex networks are
not general laws, and if they can be formulated at all
for such networks, are typically unwieldy and unillu-
minating. Morphological explanation is inappropriate
since it does not make room for the change and inter-
dependence of the parameters; and systematic expla-
nation is of little help since the “parts” of the structure
are so many and so similar, and key parameters (e.g.,
“energy” ) do not refer to parts of the system at all. In
dynamical explanation one abstracts away from any
consideration of how the system under study is actu-
ally put together, and focuses only on how various pa-
rameters change in interdependent ways. It seems that
this distancing from the implementation is an essential
simplifying step in attaining a deep understanding of
how these particular kinds of highly complex systems
work.
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Dynamical Explanation in Psychology.

These examples of dynamical explanation in connec-
tionism only involve explanation of the behavior of
networks themselves; psychological data has not yet
entered the story. How then can dynamical explana-
tion constitute psychological explanation?

To answer this question, the concept of dynamical
explanation of neural networks has to be combined
with an understanding of how those networks are sup-
posed to function as models of psychological phenom-
ena. In modeling we explore one relatively familiar, of-
ten artificial structure or mechanism as a means of ex-
ploring another less familiar one. Thus, in psychology,
and speaking in the broadest possible terms, one thing
we wish to do is understand that mechanism which pro-
duces our behavior - at least, our behavior as codified
in the data of experimental psychology. That mecha-
nism, of course, is the brain. (Some prefer to distance
themselves more from the messy neurobiological de-
tails, and so call the mechanism the mind.) Yet that
mechanism is so awesomely complex, and the gap be-
tween neuroscience and psychology still so large, that
we cannot yet explain how the brain (or mind) pro-
duces our behavior directly. As an intermediate step,
we construct a model - a substitute mechanism which
is supposed to be relevantly similar to the original, at
least so far as the latter is described at some suitably
abstract level. By exploring and understanding the
properties of the model, we hope to reach some under-
standing of the original mechanism.

An obvious test of the adequacy of a model is that
it account for the data - that is, it should produce
the same overall behavior as the mechanism that is
the ultimate explanatory target. Most psychologists
producing models of human performance direct virtu-
ally all their attention at the constraints provided by
this requirement. In principle, however, we can judge
the adequacy of the model by reference to any knowl-
edge we happen to have of the original mechanism.
For example, a model of internal processes in the sun
can be judged not only according to whether it gen-
erates the right behavior (corresponding to light and
heat output, flares, sunspots etc.) but also according
to whether it relies on processes that accord with other
quite general knowledge from chemistry and physics.
In the psychological case the “top-down” constraints
of matching performance can, at least in principle, be
supplemented with “bottom-up” constraints provided
by our increasing knowledge of the brain, its structure
and modes of functioning.

No model will be identical, in all its features, to the
mechanism that is to be explained; only some aspects
of the model are relevant to whether it meets the con-
straints provided by the performance data, and only
some aspects are relevant to whether it accords with
neuroscientific evidence of the basic constitution of the
neural mechanism. Thus, whenever a model is pro-
posed, it ought to be accompanied by what Wilfred



Sellars called a commentary, specifying which features
of the model are to be taken as relevant to whether it
satisfies the various constraints. For example, implicit
in the discussion of the past tense learning model was
the claim that which set of Wickelfeatures is output
for a given input is taken to be relevant to whether the
model accounts for the psychological data, while how
fast it produces that set is not relevant. Other things
being equal, a better model is one in which more of
its features are judged relevant to its acceptability as
a model.

Now, connectionist explanations of the behavior of
their networks in dynamical terms constitutes dynam-
ical explanation in psychology if (a) the network is be-
ing used as a model for the mechanism producing the
psychological data, and (b) it is explicitly claimed or
at least implicitly assumed that the abstract dynam-
ical structure of the network corresponds to the ab-
stract dynamical structure of the original mechanism.
If these conditions are satisfied, then a connectionist’s
explanation of the performance of her network in terms
of locations and trajectories in unit activation space is,
at the same time, explanation in dynamical terms of
how humans exhibit the performance they do. Note
that for connectionist explanations to count as gen-
uine dynamical explanations of psychological data, it is
not required that the processing units of the model be
interpreted as corresponding to real neurons, the con-
nections as real synapses, etc.; the commentary may
simply leave the interpretation of the units themselves
undetermined. What matters is the overall structure
of change, not what it is that is changing.

In short, connectionists are, increasingly, producing
dynamical explanations of psychological data by com-
bining dynamical explanation of the behavior of their
networks with a certain way of interpreting those net-
works as models of the actual mechanisms underlying
human performance. It may eventually be possible to
produce dynamical explanations in psychology without
first producing and explaining artificial neural network
models; until the actual mechanisms are much better
understood, however, modelling of some kind is an es-
sential intermediate stage.

Conclusion.

According to Haugeland, understanding how main-
stream symbolic cognitive science uses systematic ex-
planation is essential to understanding its distinctive
approach to cognition and how it can constitute re-
spectable scientific investigation in psychology. It
would probably be premature to assert, at this stage,
that the concept of dynamical explanation will play a
similar role for connectionism. It is safe to say that
dynamical explanation is increasingly common in con-
nectionist practice, arising in response to at least two
pressures the increasing complexity of connectionist
models, and the developing interest in the temporal
structure of cognitive processes. I am not claiming
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that the use of dynamical explanation is any kind of
criterion that can be used to distinguish connectionist
approaches from others; in general, it is a method-
ological blunder to suppose that there is any fail-safe
distinguishing marker. Further, I am not claiming that
dynamical explanation is the only kind of explanation
connectionists use. It is, nevertheless, a distinctive and
novel feature of the connectionist perspective on cog-
nition.
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