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Unsupervised Learning of Invariant Visual Representations
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{marni, terry}@salk.edu

Abstract

The appearance of an object or a face changes continuously
as the observer moves through the environment or as a face
changes expression or pose. Recognizing an object or a face
despite these image changes is a challenging problem for com-
puter vision systems, yet we perform the task quickly and eas-
ily. In natural visual experience, different views of an object
tend to appearin close temporal proximity. Capturing the tem-
poral relationships among patterns is a way to automatically
associate different views of an object without requiring com-
plex geometrical transformations or three dimensional struc-
tural descriptions [1].

Temporal association may be an important aspect of invari-
ance learning in the ventral visual stream [2]. There is evi-
dence for temporal association of complex visual patterns by
neurons in the inferior temporal lobe [3]. A temporal window
for Hebbian learning could be provided by the long open-time
of the NMDA channel [4], or by reciprocal connections be-
tween cortical regions [5]. Hebbian learning of temporal as-
sociations has been explored with idealized input representa-
tons [6, 7, 5].

In our first model we used a one layer feedforward network
to demonstrate the capability of such mechanisms to acquire
invariant representations of complex representations such as
gray level images of faces [8; See also 9]. A temporal associ-
ation (TA) learning rule based on Competitive Learning [10]
clusters input patierns by a combination of spatial similarity
and temporal proximity. A two layer network presented with
sequences of images of faces as subjects gradually change
pose learned representations that are invariant to pose (Fig-
ure 1)[11].

We next explored the the development of invariances with
an attractor state representation. In this framework, repre-
sentations are sustained pattern of activity across an intercon-
nected assembly of units. Attractor networks with Hebbian
learning mechanisms are capable of acquiring temporal asso-
ciations between randomly generated patterns [12]. We inves-
tigate the ability of attractor network dynamics to acquire tem-
poral associations between different views of a face or object.
Input to this system consisted of images of faces convolved
with Gabor filters of three spatial scales and 4 orientations at
64 locations in the image. Faces are presented to the system
in sequence as they rotate from the frontal view. The learn-
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Figure 1: Left: Network architecture. Ri
for pose following competitive learning o
after temporal association (TA) learning. Outputs for non-frontal
views were classed as correct if they matched the output for the
frontal view of the same face. Data are means for 10 different faces.
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ing algorithm [12] caused input patterns that are spatially sim-
ilar and temporally proximal to be drawn to the same basin
of attraction. Corrections in attractor states corresponding to
the temporal proximity of the associated input patterns during
training revealed the degree to which the network acquired in-
variant representations.
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