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ABSTRACT OF THE DISSERTATION

Low-Cost Strategies for Predicting Accurate Density Functional Theory-Based Nuclear
Magnetic Resonance Chemical Shifts

by

Pablo Andres Unzueta

Doctor of Philosophy, Graduate Program in Chemistry
University of California, Riverside, June 2022

Dr. Gregory J. O Beran, Chairperson

Nuclear magnetic resonance (NMR) chemical shifts play a large role in the structural char-

acterization of amorphous or disordered solids. When combined with X-ray diffraction,

NMR-assisted crystallography can routinely generate Å resolution of crystals structures.

However, the solid-state NMR spectrum can be complicated and often requires chemical

shift prediction models to refine and/or validate candidate structures. While density func-

tional theory (DFT) methods provide a reasonable computational “cost-to-accuracy” ratio

for chemical shift prediction, current methods are (1) limited in accuracy by the usage of

generalized gradient approximation functionals in planewave basis sets, or (2) become a

computational bottleneck when applied to numerous structures. In this work, we describe

our efforts to improve chemical shift prediction accuracy and computational cost.

First, we examine a simple monomer correction to the de facto planewave DFT

NMR method, GIPAW. We show that one can improve accuracy by refining the intramolec-

ular contribution and incorporating a more accurate description, such as that obtained

by hybrid functionals like PBE0 that include a fraction of exact Hartree-Fock exchange.
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However, not all systems are neatly described by periodic unit cells, such as biomolecular

systems. In those cases, one can use a cluster approximation which models the atoms of

interest and their neighbors with local atomic basis sets. To further reduce the computa-

tional cost, fragment methods, which decompose the system into many smaller/manageable

calculations, can be used. We explore how polarizable continuum models (PCM) can be

used on highly-charged fragments to better mimic the accuracy of cluster models with lower

cost.

Lastly, we developed machine learning (ML) methods to reduce the computational

cost of ab intio calculations. We demonstrate the use of ML methods to reproduce PBE0/6-

311+G(2d,p) predictions of solution-phase organic molecules through ∆-ML. We show that

∆-ML “corrects” an inexpensive calculation and are 2–3 orders of magnitude faster than

legacy calculations without sacrificing accuracy. Finally, we investigate a new class of ML

models called graph neural networks for solid-state NMR predictions. We use convolutional

and attentional graph operators for chemical shift prediction, and show the best accuracy

for 15N and 17O compared to literature precedents.
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Chapter 1

Introduction

The use of magnetism to improve our understanding of the natural world can be

dated back to approximately 200 BC from the Han dynasty in China. [54] A simple compass

made of magnetized iron called the south pointing fish, was used to assess which land was

suitable for building houses, farming, and in the search of rare gems. Later adapted for

sea navigation in the 11th century, our ancestors relied on magnetism from an early age.

In a more modern context, the phenomenon known as nuclear magnetic resonance (NMR)

involves the detailed manipulation of nuclear spins. Initially reported by Rabi in the 1930s

in vacuum, [189] and later refined by Bloch and Purcell (independently) for techniques that

could be applied towards liquids and solids, [188, 24] NMR spectroscopy has grown to a

high degree of sophistication.

From a single NMR experiment, one can extract the chemical shift (local struc-

tural information), spin-spin coupling constants (interactions with adjacent atoms), relax-

ation times (dynamics), and signal intensities (quantitative information). [141] All of these
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observables are valuable experimental information for the characterization and/or quantifi-

cation of molecular species and solid-state materials.

1.1 Pushing Beyond the Limits of Diffraction Alone

X-ray diffraction (XRD) is potent in resolving atomic positions in systems with

long-range periodicity. [196] However, not all systems have well-defined repeating unit cells.

The field of NMR crystallography bridges the gap in characterizing difficult or amorphous

systems. By combining NMR spectroscopy for local information, XRD for the positions

of heavy nuclei to generate plausible candidate structures, and computational chemistry to

predict chemical shifts, NMR crystallography can routinely provide Ångstrom resolution.

For example, the anthracene photodimer from Bardeen, Mueller, and Beran under-

goes a photoinduced solid-state cycloaddition (shown in figure 1.1) which yields appreciable

expansion in the crystal. [37] If too much of the crystal is solid-state reacted for characteri-

zation, the crystal disintegrates. Thus, diffraction methods alone could not characterize the

system to elucidate the mechanism of expansion. On the other hand, NMR probes the local

interactions and its combination with XRD was successful in understanding the anisotropic

rearrangement of the molecular contents in the unit cell that governs the expansion.

Another example in the literature is the characterization of disordered pharma-

ceuticals from the Emsley group. [174] Here, a locally-disordered drug called Tenapanor

(used to treat irritable bowl syndrome) had two experimentally realizable forms. A side
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Figure 1.1: Anthracene photodimer reaction. Photomechanical crystals represent a new
class of materials that generate large forces on fast timescales. After undergoing a cycload-
dition reaction, the crystal appreciably expands. Using NMR crystallography, one could
determine the mechanism of expansion that could not be solved using XRD alone. Figure
adapted from ref. [37].

w

Figure 1.2: Overlay of amorphous tenapanor crystal structures. The key differences high-
light the methyl group in an axial (2HCl) vs equatorial position (ANHY). By using NMR
crystallography, one could determine a crystal packing strategy for the more bioavailable
form, a minor product resulting from 2HCl directly related to controlling the position of
the highlighted methyl group. Fig adapted from ref. [174].
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product of one of the major forms was more readily bioavailable. Thus, fully characterizing

the amorphous drug lead to a crystal packing strategy for production of the side product.

1.2 Improvements in Chemical Shift Prediction Expedites

Structural Characterization

In both of the previous examples, chemical shift prediction plays a large role by dis-

entangling convoluted NMR spectra and confirming candidate structures. First-principles

methods such as density functional theory (DFT) are the most popular for these types of

application, but they have a large computational cost relative to empirical methods. While

the DFT calculations are often feasible, they can still represent a computational bottle-

neck, especially when high accuracy is needed or when carrying out a study on numerous

structures.

For example, the most popular method for chemical shift prediction in the solid–

state, GIPAW, yields a root-mean-squared-error (RMSE) of around 2.2 ppm for 13C on

benchmark sets. [108] However, 13C shift differences between crystal polymorphs can be well

below that threshold. Ideally, the statistical errors of a given method would be smaller than

the shift differences between polymorphs. Furthermore, computational NMR predictions

yield absolute shielding values, rather than the experimentally observed NMR chemical

shift. Thus, there is a need for a high–quality mapping between shielding and shift on

well-defined systems for organic and biomolecular systems.

In another example, the mechanistic determination of tryptophan synthase from

the Mueller group required multiple different geometry optimizations and NMR chemical
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shift calculations of various combinations of ionizable sites. [34] If one were to rapidly calcu-

late accurate chemical shifts at different geometries, rather than energy-based optimization,

one could arrive to the target structure faster. In fact, NMR experimental shifts can be

used to monitor dynamic processes. [128] However, the steep computational scaling with

respect to system size prevents the application to more complex/larger crystals, or even

non-equilibrium structures.

The present work addresses the two main challenges associated with DFT-based

NMR chemical shift prediction: 1) A straightforward route to improve the accuracy of

DFT-based chemical shifts; 2) Methods to rapidly predict chemical shifts through

machine learning (ML) algorithms. Improving the accuracy of NMR chemical shift pre-

dictions allows one to confidently generate candidate structures. While there are previously

reported methods to improve accuracy, they are often computationally prohibitive. More

importantly, there needs to be robust set of conversion factors. We develop these meth-

ods on curated crystal polymorph sets, and develop transferable regression parameters.

Fast-moving advances in ML algorithms have developed inexpensive NMR chemical shift

prediction models which bypass solving the Schrödinger equation, the main computational

bottleneck. However, they are often limited in accuracy or elemental diversity. We show

methods that truly reproduce DFT-based NMR predictions and explore new ML models

to go beyond HCNO atom types. Improvements in both of the aforementioned areas ul-

timately lead to expediting characterization via NMR crystallography for accurate crystal

and biomolecular structure prediction.
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1.3 Overview of NMR Spectroscopy

Before one can predict chemical shifts, it is important to understand what is

physically occurring in an NMR experiment. Electrons in molecules cause the local magnetic

field to vary on a submolecular distance scale. The magnetic field of two nuclei at different

sites in a molecule are different, if the electronic environments are different. For example,

the protons in a −CH3 group in ethanol experience a different magnetic field than protons

in the −CH2 group. The chemical shift is predominately an intramolecular interaction,

but it does have significant intermolecular contributions. A simple example of this can

be seen in how the solution-phase chemical shifts of the same molecule vary in different

solvents. While the molecular structure has not changed, the intermolecular solvent/solute

interactions causes changes that are observed in the chemical shift. More interestingly

are the chemical shifts of formally identically molecules in the solid-state, where different

packing motifs can subtly change the intermolecular contribution.

The chemical shift can be explained as a two-step process: 1) The external mag-

netic field B0 induces currents in the molecular electron clouds. 2) The molecular currents

in turn generate a magnetic field, called the induced field Binduced
j of atom j. The nuclear

spins thus experience an effective magnetic field Beff
j :

Beff
j = B0 −Binduced

j (1.1)

While the induced field, Binduced
j is typically smaller relative to the external field, B0, it is

large enough to yield measurable chemical shifts. The induced field is linearly dependent

on the externally applied field:

Binduced
j = σj ·B0 (1.2)

6



Where the symbol σj represents a 3×3 matrix called the chemical shielding tensor of site j.

The chemical shielding tensor describes to what extent nucleus j is influence by the external

magnetic field. We can also rewrite equation 1.1 to show how the effective magnetic field is

influenced by the chemical shielding of site j:

Beff
j = B0(1 − σj) (1.3)

In addition, chemical shielding is an anisotropic property, which means that it depends on

the orientation of the molecule in the magnetic field:

σ =


σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

 (1.4)

For each nuclear site, there are three special directions of the external magnetic field where

the induced field is parallel. These special directions are always perpendicular to one an-

other, and are called the principal axes of the chemical shielding tensor. Diagonalizing the

shielding tensor, we obtain the following:

σPAS =


σ11 0 0

0 σ22 0

0 0 σ33

 (1.5)

Finally, isotropic NMR values are most often reported from experiment. We define the

isotropic chemical shielding as:

σiso =
1

3
(σ11 + σ22 + σ33) (1.6)

There are many NMR conventions used in the literature to describe the line shape from

experiments. The work described in chapter 2 uses the Haberlen convention [97] where the

7



principal components are ordered as follows:

|σzz − σiso| ≥ |σxx − σiso| ≥ |σyy − σiso| (1.7)

This has the added advantage of describing the anisotropy and asymmetry, which yield

insight into the molecular structure.

1.4 Chemical Shielding From First-Principles

Calculating chemical shielding values depends on the choice of gauge, which makes

shielding values dependent on the orientation or frame of reference of the molecule. In an

infinitely large basis, the gauge error disappears, [234] but one must use methods that are

practical. Ditchfield’s seminal work in 1974 exploits London’s approach of gauge-invariant

orbitals for the calculation of circular dichromism which proves a tractable route to calculate

chemical shielding values that bypasses the gauge origin problem. [62, 149]

To compute the NMR chemical shielding values of a molecule, we solve the Schrödinger

equation in the presence of an external magnetic field, B.

H (B,µj)Ψ(B,µj) = E(B,µj)Ψ(B,µj) (1.8)

Where µj is the nuclear magnetic moment of atom j. For small values of B and µj , Ψ can

be expanded as a Taylor series about their zero-field values:

Ψ(B,µj) = Ψ(0) +
∑
α

(
∂Ψ(B,µj)

Bα

)
µjα

Bα +
∑
α

(
∂Ψ(B,µj)

µjα

)
Bα

µjα + ...

= Ψ(0) +
∑
α

Ψ(1,0)
α Bα +

∑
α

Ψ(0,1)
α µjα + ...

(1.9)

where we have introduced the shorthand notation Ψ(1,0) to indicate the partial first-derivative

of the wavefunction with respect to B while keeping µj constant and vice-versa for Ψ(0,1).
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Similarly for the energy

E(B,µj) = E0 +
∑
α

E(1,0)
α Bα +

∑
α

E
(0,1)
jα µjα +

1

2

∑
α

∑
β

BαE
(2,0)
α,β Bβ

+
∑
α

∑
β

BαE
(1,1)
jα,β µjβ +

1

2

∑
α

∑
β

µjαE
(0,2)
α,β µjβ + ... (1.10)

Alternatively, one can write equation (1.10) as the following:

E(B,µj) = E0 −
∑
α

γαBα −
∑
α

µjαBα − 1

2

∑
α

∑
β

BαχαβBβ +
∑
α

∑
β

Bασjαβµjβ + ...

(1.11)

In equation 1.11, γα is a component of the permanent magnetic moment of the molecule.

The third term represents the direct interaction of the external magnetic field, and the

nuclear magnetic moment. The fourth term represents the diamagnetic polarization of the

molecule. And finally, the fifth term shows the induced magnetic field (Bασjαβ) in direction

α. From equation 1.10 and 1.11, we see that the chemical shielding is thus defined as

σjα,β =
∂2E

∂Bα∂µj,β
(1.12)

which describes how the electronic environment “shields” the nuclei from the magnetic field.

Recall that molecular orbitals Ψj are constructed by a linear combination of atomic

orbitals (LCAO) ϕν .

Ψj =
∑
ν

cνjϕν (1.13)

It becomes clear from examining 1.9 and 1.13 that one cannot use the ground state solutions

(i.e. Ψ) for the perturbed wavefunctions (e.g. Ψ(1,0)). More importantly, if one were to

attempt to use 1.13 to solve for Ψ(B,µj), it would lead to the gauge problems discussed
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earlier. To include the external field in our determination of SCF solutions, we use the

vector potential A(r):

A(r) =
1

2
B× r (1.14)

Ψ = Ψ(A) (1.15)

Formally, a gauge transformation is defined as:

A(r) −→ A′(r) = A(r) + ∇λ(r) (1.16)

then the wavefunction, now dependent on A, undergoes the transformation:

Ψ(A′) = exp(−iΛ)Ψ(A) (1.17)

where

Λ =
1

2c

N∑
i

(B× d) · ri) (1.18)

with c as the speed of light, d is the displacement vector, and ri is the reference point.

Equation 1.17 is exact if and only if Ψ is an exact solution to the Schrödinger equation (i.e.

complete basis set limit) as seen from equation 1.18. [74]

Gauge-invariant atomic orbitals (GIAOs), χν , where the real atomic basis functions

ϕν are multiplied by a complex factor that depends on the gauge of the vector potential

A(r), bypass this issue:

χν = exp(−(i/c)Aν · r)ϕν (1.19)

where Aν is the value of the vector potential A at nuclear position Rν . Since the gauge

origin is now at each nuclear site, we do not have to expand equation 1.18 to the complete

basis set limit to obtain gauge invariance. A more apt name for this technique would be

gauge-including atomic orbitals, since we are including a local gauge for each atom.

10



1.5 DFT-Based NMR Chemical Shift Prediction

While Hartree-Fock can be used for chemical shielding calculations, it is not as

accurate as one would hope. More expensive wavefunction methods like Møller-Plesset

perturbation theory (MP2) or coupled-cluster methods can be used, but at a much higher

computational cost. DFT provides a practical middle ground of accuracy and efficiency.

Luckily, the equations defined previously for NMR apply to DFT with no additional modi-

fications. The formalism uses the energy as a functional of the electron density (ρ):

E[ρ] = Ts[{ϕi}] + Jee[ρ] + JeN [ρ] + EXC [ρ] (1.20)

Where Ts is the kinetic energy operator for a set of non-interacting electrons (in the form of

Kohn-Sham molecular orbitals {ϕi}), the electron-electron repulsion Jee, electron-nuclear

Coulomb attraction JeN , and the exchange-correlation functional EXC . For every density

functional, Ts, Jee, and Jen are identical in functional form. The only difference is in

the last term EXC since the exact mathematical formula is not known. [32] Researchers

have thus developed a hierarchy (aka Jacob’s Ladder) for density functionals incorporating

various degrees of information to improve accuracy. This work focuses on two main flavors:

Generalized gradient approximation (GGA) and hybrid density functionals. GGAs (like the

popular PBE) incorporate contributions to the electron density from the neighboring area

through the gradient of the density ∇ρ(r). Since the EXC is approximate, if one where to

improve the starting point description, it would result in a more accurate answer. Hybrid

density functionals use this approach by using an existing density functional (like GGAs) as

a starting point, and then incorporate “exact” exchange (from HF) into the GGA functional

(e.g. PBE0).
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For planewave DFT codes, PBE (and its variants) are the de facto density function-

als of choice, mostly for its accuracy and computational efficiency. [181] If one were to use

more accurate hybrid density functionals, the computational cost skyrockets for planewave

DFT due to the increased number of integrals to evaluate, and is thus avoided by most

practitioners. In addition, the core electrons are treated with a psuedopotential, and only

the valence electrons receive a full quantum mechanical treatment. For solid-state NMR

chemical shielding predictions, the gauge-including projector augmented wave (GIPAW)

method developed by Pickard and Mauri reconstructs the true all-electron wave function

with respect to the gauge problem. [185] The reconstructed wave-function is thus used for

chemical shielding predictions through methods defined previously.

While planewave DFT methods work well, there are situations where increased

accuracy is needed. An alternative to the planewave approach is the cluster approach,

where the key atoms of interest and its neighboring atoms/unit cells are extracted to make

a large cluster. Cluster methods do not suffer from the dramatic increase in computational

cost associated with planewave DFT as mentioned since we have now switched to a local

atomic basis. To further reduce the computational cost, one can partition the cluster into

smaller subsystems (figure 1.3) via a many-body expansion approach shown in equation

1.21:

Etotal =
∑
i

Ei +
∑
ij

∆Eij + ... (1.21)

where

∆Eij = Eij − Ei − Ej (1.22)
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Figure 1.3: Example 2-body fragment decomposition with mixed-basis scheme from the
constructed cluster. The central unit cell is treated with a large basis as well as molecular
fragments within RC . Fragments within the orange circle are treated with a smaller basis,
and all atoms further out a treated with the smallest basis. Fragment pairs are constructed
within some cutoff (usually 6 Å) and atoms further out are usually not included are cor-
rected using electrostatic embedding approaches. Calculations are then run in a pairwise
fashion. Since each dimer calculation is not dependent on any other fragment, the method
is embarrassingly parallel. Figure adapted from ref. [113]

.

Since chemical shielding is a linear operator, we can simply differentiate equation 1.21 and

obtain the following:

σtotal =
∑
i

σi +
∑
ij

∆σij + ... (1.23)

Equation 1.23 shows that we can achieve the total shielding of a specific atom by decompos-

ing the system into 1-body −→ n-body components. Some analysis has shown that 3-body

and greater contributions are not necessary. [108] In addition, one can further reduce the

cost by using a mixed-basis scheme, using less dense basis sets further away from the atoms

of interest. [110]

13



1.6 Benchmarking Solid-State Chemical Shift Accuracy

To convert from predicted chemical shieldings to experimentally observed chemical

shifts, one simply calculates the chemical shielding of a standard for the atom of interest

and subtract the predicted shieldings at the same model chemistry to obtain the chemical

shift:

δi = σref − σi (1.24)

For example, one could use neat tetramethylsilane (TMS) for 1H and 13C. [19] Alterna-

tively, one can use a linear regression approach from a set of carefully curated experimental

chemical shifts.

δi = A+Bσi (1.25)

Comparing equation 1.24 and 1.25, it is clear that ideally A would be σref and B is −1. By

allowing these values to fluctuate, one can correct systematic errors for choice of modeling

techniques (e.g. self interaction error in DFT or incomplete basis set effects). In figure 1.4,

one can see the linear regression parameters for 80 measured experimental 1H experimental

shifts compared to a 2-body fragment predicted shieldings.

1.7 NMR Shift Prediction in the Real-World

Given a method to calculate chemical shieldings, and convert to accurate chemical

shifts, how does one employ this method in the real-world? For example, in a crystal-

structure prediction workflow, one generates candidate structures from XRD data and si-

multaneously carries out the NMR experiments to obtain the chemical shifts. [11] One then
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Figure 1.4: Example linear regression mapping predicted chemical shielding to measured
experimental shift. Here, the slope and y-intercept deviate from the ideal values to account
for the systematic errors in choice of density functional and incomplete basis set errors.
Figure adapted from [113].

carries out a large-scale crystal structure landscape search to obtain plausible candidates

and further refines using an accurate DFT-based geometry optimization method. Finally,

one can then predict the chemical shifts on the lowest energy structures for direct com-

parison against experiment. Figure 1.5 demonstrates the final step in this workflow for

acetaminophen using fragment PBE0 calculations. The 13C predictions achieve approxi-

mately 1 ppm root-mean-squared-errors (RMSE) relative to experiment, and demonstrates

the high-accuracy needed in these routines.

1.8 Research Directions

The next two chapters discuss improvements to state-of-the-art DFT-based NMR

chemical shift prediction. In Chapter 2, we explore a simple monomer correction to GIPAW
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Figure 1.5: Example chemical shift predictions of various forms of acetaminophen. (left):
Monomer overlays of the crystallographically unique monomers: forms I (red), II (blue),
IIIa (green), and IIIb (purple). (right): Overlay of experimental chemical shift spectra
of acetaminophen with their predicted shifts from fragment PBE0 calculations. Figure
adapted from [112].

NMR shifts which appreciably improve prediction accuracy relative to curated molecular

crystal benchmarks with experimental shifts. The monomer correction improves known

deficiencies of DFT GGA functionals and incorporates a more accurate density functional

or correlated wavefunction method. We then use this method on real-world test cases where

GIPAW performs relatively poorly.

However, GIPAW DFT methods are not easily transferable to biomolecluar sys-

tems, which lack a small, periodic replicating unit cell. Alternatively, one can use a cluster

method of the key areas of interest in biomolecules to calculate NMR chemical shifts. To

further reduce the computational cost, fragment methods decompose the cluster into many

smaller more manageable pieces. Isolated fragments or fragment pairs from biomolecules

would have large errors in the SCF solution due to the missing “charge” stabilization. Chap-

ter 3 explores a method to incorporate the embedding environment through the polarizable
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continuum model (PCM). We show that PCM embedding fragments faithfully reproduce

cluster results on our molecular crystal benchmarks. We also successfully apply the PCM

fragment method to a small α-helix protein and a much larger tryptophan synthase system.

Overall, the PCM fragment method allows one to obtain accurate NMR shift predictions

without the computational burden of cluster methods.

In chapter 4, we briefly depart from our discussion on DFT-based NMR to outline

the theoretical background of machine learning models to accelerate predictions. Machine

learning (ML) is a subfield of artificial intelligence which creates a surrogate model based

on a representative set of training data. ML models have a rich history of success to various

problems in image recognition, natural language processing, and training intelligent agents.

In the physical sciences, ML models can be used to gain insight into high dimensional

data or bypass the computational cost of demanding calculations. In the later, half of this

dissertation we demonstrate methods to reduce the computational burden of DFT-based

chemical shift prediction with an emphasis on uncertainty estimation for transferability to

real-world cases.

In chapter 5, we use ML to predict NMR chemical shieldings for solution-phase

NMR. We show that a pure descriptor-based ML model is not sufficiently accurate. We

thus explore ∆-ML models, where instead of learning the absolute shielding, one creates

a ML model to predict a correction for an inexpensive shielding calculation. We develop

our own training/testing sets from the generated databases of molecules, and show that our

∆-ML model can faithfully reproduce DFT-based NMR chemical shift predictions.
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Lastly, in Chapter 6 we show that new ML models, specifically graph neural net-

works (GNNs), are a promising technology which out competes descriptor-based ML models.

We explore GNNs for molecular crystal NMR benchmarks through the use of convolutional,

attentional, and directional message-passing schemes. We show best in class accuracy for

O and N in our developments in hopes of using these models for predicting experimental

crystal structures via a NMR-guided geometry optimization.

18



Chapter 2

Improving the Accuracy of

Solid-State Nuclear Magnetic

Resonance Chemical Shift

Prediction With a Simple

Molecular Correction

2.1 Introduction

Solid-state NMR spectroscopy (ssNMR) plays an indispensable role in the char-

acterization of solids. In past two decades, the progress of ssNMR methods has led to

the development of NMR crystallography, which combines experimental ssNMR data with
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theoretical simulations to obtain otherwise inaccessible insights into the structure and dy-

namics of solid materials. The recent rapid development of NMR crystallography has been

greatly facilitated by the availability of fast and reliable computational methods that enable

direct linking between structure and NMR observables. Two main approaches are used to

predict NMR parameters (and other properties) of crystalline solids. First, solids can be

modelled as infinite crystals using periodic boundary conditions (PBC) that ensure that a

basic structural element (typically a crystallographic unit cell) is periodically repeated in all

three dimensions. Second, a small part of an infinite crystal can be modelled as a molecular

cluster or using small fragments. Both computational approaches have certain advantages

and limitations.

The PBC approach exploits the translational repetition in crystals. Inherently

periodic plane waves are used to form a basis set, instead of the local atomic orbital basis sets

typically employed in molecular calculations. Because rapid variations in electron density

are difficult to describe with plane waves, effective-core pseudopotentials are used to describe

interactions close to the nuclei. Almost two decades ago, the gauge-including projector-

augmented wave (GIPAW) procedure was developed for the prediction of the magnetic-

resonance parameters in crystalline materials. [185] The method has been implemented in

several density functional theory (DFT) software packages and it has been used successfully

in many applications. [26, 7, 39] Unfortunately, hybrid density functionals are prohibitively

demanding computationally for plane-wave calculations, and therefore, the GIPAW method

has been used with the general-gradient-approximation (GGA) family of density functionals.

However, many studies have demonstrated that going beyond the GGA level improves the
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accuracy of the predicted NMR parameters. [108, 105, 111, 228] On the other hand, in the

cluster approach, neighboring molecules or fragments are considered explicitly during the

NMR calculations and traditional molecule-based software packages may be used for the

calculations. [108, 228, 68, 150, 165, 10, 28, 119, 121] Although there is no fundamental

limitation on the level of theory that can be used to compute the chemical shieldings in

the fragments or cluster, the choice of the cluster size may be limiting, as the calculations

must be maintained at a manageable size. [102] NMR parameters are generally mostly

sensitive to the local environment. However, there are effects, such as electrostatic effects

and ring currents, where long-range interactions are significant. It has been demonstrated

that relatively large clusters have to be used for accurate predictions of NMR parameters.

Fragment methods reduce the computational costs of cluster calculations by re-

placing a large, many-molecule cluster with a series of electrostatically embeded monomer

and dimer calculations. [21] Drawing inspiration from the earlier embedded-ion model and

related approaches, the self-consistent reproduction of the Madelung potential (SCRMP)

model [105] embeds these fragments electrostatically in a field of point charges designed

to mimic the crystalline environment. Benchmark calculations on both isotropic shifts

[105] and the principal components of the chemical shielding anisotropy (CSA) tensor [111]

demonstrate very good performance of these fragment methods when hybrid density func-

tionals are used, especially for 13C and 15N NMR parameters. For 17O, these fragment

methods exhibit a moderate degradation due to the high sensitivity of that nucleus to the

electrostatic environment. Here, we propose a fast, straightforward method for computing

NMR chemical shieldings that combines the advantages of both planewave and molecu-
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lar computational approaches, capturing the fully periodic nature of the crystal while also

obtaining the higher accuracy associated with computational models beyond GGA DFT

functionals. This simple method performs a standard periodic GIPAW GGA calculation

and then corrects it based on single, non-embedded gas-phase molecule calculations at any

higher level of theory. This approach has roots in the incremental methods pioneered by

Stoll and others decades ago. [235, 180] Recently, Boese and co-workers have presented

a similar strategy for molecular crystal energies based on periodic DFT or density func-

tional tight binding corrected with higher-level monomer and dimer corrections. [25, 63]

We demonstrate that the new method significantly improves the correlations between ex-

perimental and calculated chemical shifts while adding almost no additional computational

cost.

2.2 Theory and Methods

The greatest advantage of GIPAW calculations is that they inherently contain long-

range interactions in crystals. On the other hand, the advantage of cluster calculations

is that any computational level, such as hybrid DFT functionals or post Hartree–Fock

methods can be used. The idea behind the newly proposed method is that the inaccuracy of

GGA functionals for NMR shielding calculations is mostly limited to close (intramolecular)

neighborhood of the nucleus of interest and long-range effects are well-approximated by

the GGA-based GIPAW method. Therefore, we add a correction to the GIPAW calculated

shieldings that is calculated as the difference between the shielding calculated at a higher

computational level and at the GGA-level employed in the GIPAW calculation. These
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Figure 2.1: a) Calculated 13C spectrum of solid L-cysteine (corrected GIPAW-PBE0); spec-
trum simulated using line broadening of 50 Hz. (b) Experimental CP-MAS spectrum of
crystalline L -cysteine. (c) Simulated CP-MAS spectrum of cysteine using experimental
chemical shifts from ref. [271] and line broadening of 50 Hz.

corrections are calculated for a single isolated molecule in the geometry taken from the

crystal structure. The corrected shielding for a given atom (σcorr) is calculated, for example,

according to equation 2.1, where the hybrid PBE0 functional is applied to correct PBE-

GIPAW shieldings.

σcorr = σGIPAW, cryst. − σPBE, mol. + σPBE0, mol. (2.1)
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The proposed method consists of three basic steps: (1) geometry optimization of

the crystal structure obtained by X-ray or neutron diffraction experiment and calculation

of NMR chemical shieldings using the GIPAW method. (2) Calculation of NMR shieldings

for a single molecule taken from the geometry-optimized structure obtained in step (1).

The calculations are performed at the same level as the GIPAW calculation (typically the

PBE functional) and at a higher computational level (typically a hybrid functional, such as

PBE0). (3) Evaluation of the corrected shieldings according to eqn (1). Separate bench-

mark sets of molecular crystal structures were used to evaluate the effect of the proposed

method on the agreement with experimental data of carbon, nitrogen and oxygen nuclei.

All benchmark sets are based on benchmark sets used in previous studies of fragment-based

chemical shift predictions in molecular crystals. [108] The benchmarks here consist of 21

structures with 132 chemical shifts in the carbon set, 16 structures and 37 shifts in the

nitrogen set and 15 structures and 28 shieldings in the oxygen set. The chemical structures

of all systems studied are shown in the appendix (A.1, A.2, and A.3). The NMR shieldings

of the studied structures were calculated by the CASTEP program, [49] version 17.2, which

is a DFT-based code that uses pseudopotentials to model the effects of core electrons, and

plane waves to describe the valence electrons. Positions of all atoms were optimized prior to

the NMR calculation; the unit cell parameters were fixed. Electron-correlation effects were

modeled using the generalized gradient approximation of Perdew, Burke, and Ernzerhof.

[181] A plane wave basis set energy cutoff of 600 eV, default ‘on-the-fly generation’ pseu-

dopotentials, and a k-point spacing of 0.05 Å over the Brillouin zone via a Monkhorst–Pack

grid [166] was used. The NMR calculations were performed using the GIPAW approach.
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[185, 270] For comparison, the structures in the carbon set were also optimized using empiri-

cal dispersion correction, but the resulting calculated chemical shifts and corrected chemical

shifts were almost identical to those obtained without the correction. [161, 243] The use of

the fixed experimental unit cell parameters compensates for the artificially repulsive nature

of the uncorrected density functionals. Finite temperature effects [58, 64] were not included

in the calculations. However, constraining the lattice parameters to their experimental

room-temperature values effectively captures the thermal expansion that occurs upon heat-

ing the crystal to room temperature. [160] DFT NMR shieldings for the isolated molecules

(in vacuum) were calculated by the Gaussian16 program. [83] For co-crystals, solvates, or

salts, the molecular correction was performed only on the molecule whose shielding was of

interest, without the other coformer species. The gas-phase molecule input geometries were

taken from the periodic DFT geometry-optimized structures and were not further opti-

mized. To explore how the results depend on the choice of the Gaussian basis set employed,

the 6-31G(d), 6-311+G(2d,p), and pcSseg-n (n = 1–3) were selected as representative basis

sets for NMR shielding calculations. The pcSseg-n basis sets were obtained from basis set

exchange website (https://bse.pnl.gov/bse/portal). [206] NMR shieldings at the cou-

pled cluster singles and doubles (CCSD) level and 6-311+g(2d,p) basis set were calculated

with CFOUR program package, which is suitable for performing high-level quantum chem-

ical calculations on atoms and molecules. [9, 229] Corrected shieldings were obtained using

eqn (1). The correlation between the corrected shieldings and experimental chemical shifts

was fitted to a straight line, δi = A+Bσi where σi is the computed chemical shielding and

d corresponds to the experimentally observable chemical shift. The A and B parameters
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of this linear correlation were used for the calculations of chemical shifts, which were then

compared with experimental data. The slope B of the shielding-shift correlation 15 should

equal −1 in an ideal case, but it has been shown previously that nuclear quantum effects,

[66] incomplete basis sets, and other systematic errors in the DFT calculations can lead to

deviations from this ideal value. Experimental chemical shifts were re-measured for a few

20 crystals in the test sets to correct issues with the earlier experiments. Solution-state

NMR spectra of adenosine in DMSO-d6 were recorded on Bruker Avance 500 ( 1H at 500

MHz, 13C at 125.8 MHz) spectrometer. The spectra were referenced to the residual solvent

signal (2.50 ppm for 1H and 39.7 25 ppm for 13C). A combination of 1D and 2D experiments

(H,H- COSY, H,C-HSQC and H,C-HMBC) was used to assign all proton and carbon sig-

nals. High-resolution 13C solid-state NMR spectrum of adenosine, L-cysteine, L-glutamine,

L-threonine and L-tyrosine were 30 obtained using a JEOL ECZ600R spectrometer oper-

ating at 150.9 MHz for 13C and 600.2 MHz for 1H and samples were packed into 3.2 mm

magic angle spinning rotors (MAS) and measurements taken at MAS rate of 18 kHz using

cross polarization (CP). The chemical shifts were referenced to crystalline α-glycine as a

secondary reference (δst = 176 ppm for the carbonyl carbon). The ramped amplitude shape

pulse was used during the cross polarization. The contact time for CP was 5 ms and the

relaxation delays were estimated from 1H saturation recovery experiments and ranged from

3s for L-threonine to 200s for adenosine. The assignment of the signals was done with the

help of a CPMAS experiment with a short contact time (50 ms), where the signals of quater-

nary carbons are suppressed. Furthermore, a C,H-HETCOR experiment was done with the
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Nucleus Method MAE Max. Error
13C GIPAW 1.6 6.8

GIPAW-corrected 0.8 3.9
SCRMP 1 + 2-body 0.8 3.9

15N GIPAW 4.1 10.6
GIPAW-corrected 2.8 8.3

SCRMP 1 + 2-body 2.8 7.7

17O GIPAW 5.2 11.6
GIPAW-corrected 4.3 10.4

SCRMP 1 + 2-body 5.9 14.1

Table 2.1: Mean absolute errors (MAE) and maximal errors (ppm) of the predicted chemical
shifts (in comparison with experiment) obtained for the conventional GIPAW method (PBE
functional), corrected GIPAW (PBE0 correction, 6-311+g(2d,p) basis set) and for previously
proposed SCRMP fragment method [105]

L-glutamine sample to assign unequivocally the two C = O carbon signals. Experimental

chemical shifts of other systems were taken from ref. [108, 68, 69] and references therein.

2.3 Results and Discussion

2.3.1 Carbon Isotropic Shifts

At first sight, the chemical shifts obtained from uncorrected GIPAW shieldings

correlate well with the experimental data and the mean absolute error (MAE, 2.1) of 1.6

ppm looks also reasonable. However, a closer inspection of the data shows that 26% of the

differences between experimental and calculated chemical shifts are larger than 2 ppm, 14%

are larger than 3 ppm and the maximal error of 6.8 ppm is quite large.

Correcting the chemical shieldings with molecular PBE0/6-311+G(2d,p) calcula-

tions according to the newly proposed method improves agreement with experiment con-
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Figure 2.2: Errors in the 13C chemical shift predictions from GIPAW PBE against those
with the gas-phase monomer PBE0 corrections computed in various basis Gaussian sets.
Violin plots indicate the kernel density estimate of the error distributions. Boxplots in the
interior of each violin indicate the median (white dot), middle two quartiles (black box),
and outer quartile data (within a factor of 1.5 times the inner quartile range).

siderably; the MAE drops to 0.8 ppm and the maximal error is 3.9 ppm. Only one out

of the 132 (0.8%) calculated carbon chemical shifts differs by more than 3 ppm from the

experimental shift and eight (6.1%) shifts differ by 2–3 ppm. All the remaining shifts (93%)

are predicted with accuracy better than 2 ppm. The violin plots in Fig. 2.2 visualize how

adding the PBE0 molecular correction tightens the error distribution about zero error. The

corrected GIPAW results have the same mean absolute and maximum errors as the PBE0

results obtained using the self- consistent charge embedded fragment approach SCRMP,

[105] as seen in Fig. 2.2. One might wonder if the combination of plane-wave GIPAW and

Gaussian basis set molecular calculations here could conceivably prove problematic due to

differing degrees of basis set completeness in the two calculations. To investigate this pos-
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Figure 2.3: Errors in the principal components of the C chemical shift anisotropy tensor
predictions from GIPAW PBE against those with the gas-phase monomer PBE0 corrections
computed in various basis Gaussian sets.

sibility, the monomer correction to the chemical shielding was also evaluated with several

additional Gaussian basis sets.

For each possible basis set, a new linear regression was fitted on the data to con-

vert the shieldings to chemical shifts. As shown in Fig. 2.2, the quality of the molecular

correction is quite insensitive to basis set. Even the small and computationally inexpensive

6-31G* basis gives results of nearly equal quality, with a MAE of 0.9 ppm and a maximum

error of 3.6 ppm. The systematically growing pcSseg-n basis sets were also tested for n

= 1–3, and all three gave similar mean absolute errors of 0.9 ppm and maximum errors

ranging 3.7–4.0 ppm. Recently, Hartman and Beran used the SCRMP method to predict

the three principal components (σ11, σ22, σ33) of the chemical shielding anisotropy (CSA)

tensor. [111] Using the experimental data collected there for the crystals used in the present
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study, Fig. 2.3 compares the errors of each method for reproducing each experimental prin-

cipal component. Employing the monomer hybrid density functional correction to GIPAW

PBE CSA tensors significantly improves their accuracy, with mean absolute errors reducing

from 3.2 ppm to 2.3 ppm, and giving accuracy very similar to that obtained with PBE0

using the SCRMP fragment model. Using the same computed and experimental data, the

error distributions were also evaluated for the chemical shielding anisotropy and asymme-

try (Haeberlen convention), as shown in Fig. A.4 and A.5 of the appendix. The behavior

observed for the anisotropy, mimics that seen for the principal components in Fig. 2.3: GI-

PAW PBE performs well (MAE 4.5 ppm), but the SCRMP and corrected GIPAW results

perform appreciably better (MAE 3.0–3.3 ppm). On the other hand, no significant differ-

ence is observed among GIPAW PBE, SCRMP PBE0, and the corrected GIPAW models for

the asymmetry. All methods tested give MAE of 0.08–0.09, and maximum errors of about

0.4 ppm. The high accuracy of the corrected GIPAW approach actually helped us identify

errors in the experimental data for several of the systems in the test set. When comparing

the experimental and calculated carbon chemical shifts, we noticed particularly large errors

for adenosine, L-cysteine, L-glutamine, L-threonineand L-tyrosine systems. Therefore, we

reexamined the experimental data of these systems. The experimental 13C ssNMR chemi-

cal shifts of adenosine were taken from ref. [237], where the assignment of the signals was

based on a comparison of the ssNMR spectrum with solution-state spectrum. However, in

the correlation of these experimental data with NMR shieldings calculated with the newly

proposed method, one can notice that the assignment of carbon atoms C2’ and C3’ seems

to be interchanged (Fig. A.6 in the appendix). We re-measured adenosine in solution and
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using a combination of 1D and 2D NMR experiments, we unambiguously assigned all car-

bon signals. These experiments revealed that, indeed, that chemical shifts of C2’ and C3’

were wrongly assigned in the original report. The experimental 13C ssNMR chemical shifts

of L-cysteine used in previous studies for comparison with calculated data were taken from

ref. [271], where chemical shifts and CSAs of 20 amino acids were reported. However,

the authors of the paper admit that they measured ssNMR spectra of purchased amino

acids without any recrystallization or crystal-structure determi- nation, and that some of

the amino acids were racemates. The calculated chemical shifts of L -cysteine were far

from these experimental values (Fig. 2.1). Therefore, we measured 13C ssNMR spectrum

of enantiomerically pure crystalline L-cysteine and the obtained spectrum is very close to

the predicted one. L-Glutamine spectrum contains two signals of carbonyl carbons (COO

and CON) at 173.0 and 176.5 ppm. Our calculations predicted the opposite assignment of

these signals than that proposed in ref. [271]. Therefore, we performed a C,H-HETCOR

experiment, which confirmed our prediction. A cross-peak between the signal of the hy-

drogen atom in position a has a strong correlation with one of the carbonyl signals (173.0

ppm), which confirms that this signal is the COO carbon adjacent and Cα (see Fig. X in

the appendix).

The new experiments with L-tyrosine and L-threonine did not change the pre-

viously published assignment of the signals, but they provided slightly different carbon

chemical shifts after careful referencing of the spectra. The newly determined and as-

signed carbon chemical shifts are used in the experiment- prediction correlations (Table

2.1). These examples demonstrate that the proposed method improves the reliability of GI-
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PAW chemical shift predictions, which allows finding previously unnoticed signal or struc-

ture mis-assignment. The largest error in the GIPAW calculations of 6.8 ppm is found for

the anomeric carbon atom C2 of β-D-fructopyranose; with the molecular PBE0 correction,

this error drops to 2.2 ppm. Interestingly, all other saccharide anomeric carbons in this set

of structures have also very large deviations of GIPAW- calculated carbon chemical shifts

(4.4–5.2 ppm), the only exception is glucopyranose carbon C1 in sacharose with the error of

2.7 ppm. Apparently, the PBE functional is not reliable in the chemical shift calculations

of anomeric carbon atoms, which are attached to two electronegative oxygen atoms. The

errors of the corrected GIPAW chemical shifts are substantially smaller for all anomeric

carbons (0.2–1.7 ppm). Similarly, analyzing the predicted CSA tensor components for the

largest errors indicated that the experimental reference for L -glutamine was incorrect. The

glutamine carbonyls were swapped and the HETCOR experimental spectrum in the ESI†

shows the correct assignment. Furthermore, the C6 carbon of adenosine yields the largest

error across all methods ranging in deviations of about 15 ppm. Although the experimental

chemical shifts from the reference have been validated, the consistent errors indicate that

adenosine CSA principal values should be remeasured.

Nitrogen and Oxygen Isotropic Shifts

Molecular PBE0 corrections to GIPAW chemical shifts of nitrogen 15N lead also to

significant improvement of the agreement with experimental data (Table 2.1, MAE decreases

from 4.1 to 2.8 ppm). This MAE is identical to that of the SCRMP PBE0 model, albeit with

a slightly larger maximum error (7.7 ppm for SCRMP vs. 8.3 ppm for the corrected-GIPAW
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Figure 2.4: Errors in the 15 N chemical shift predictions from GIPAW PBE against those
with the gas-phase monomer PBE0 corrections computed in various basis Gaussian sets.

result). The improvement of the chemical-shift prediction of oxygen nuclei is also consider-

able (MAE decreases from 5.2 to 4.3 ppm). Oxygen chemical shifts are highly sensitive to

their electronic environment of the nucleus, making them the most difficult to predict cor-

rectly with the fragment-based SCRMP approach. Here, the monomer-corrected GIPAW

approach significantly outperforms the 5.9 ppm MAE obtained with SCRMP. Somewhat

smaller SCRMP errors would be obtained if a cluster-based approach were used instead

of just 1-body and 2-body (mono- mer and dimer) contributions, [105] but that requires

appreciably higher computational cost. These oxygen results truly highlight the advantage

of combining the complete treatment of the crystalline lattice with the local higher-level

correction. For co-crystals, salts, and solvates, one might conceivably perform the gas-phase

correction on the entire asymmetric unit instead of just the molecule of interest. For the two

such species in the carbon test set, L-asparagine monohydrate (ASPARM03) and L-serine
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monohydrate (LSERMH10), the mean absolute difference in the 13C monomer shielding

correction obtained on the asymmetric unit versus the amino acid mole- cule only is a mere

0.02 ppm, with a max error of 0.08 ppm. Even for the CSA tensors, the mean and maxi-

mum differences to the shielding correction are only 0.04 and 0.16 ppm, respec- tively. In

other words, the choice of the “monomer” used for the correction is rather unimportant.

On the other hand, the effect of the monomer definition is much more significant for nitro-

gen and oxygen chemical shieldings. For the five multi-component crystals in the 15 N set

(GEHHEH, TEJWAG, FUSVAQ, LTYRHC10, and CYSCLM; four of them are salts, one

is a trihydrate), the mean absolute change in the shielding correction between using the full

asymmetric unit instead of just the molecule of interest is 1.8 ppm, with a maximum change

of 6.9 ppm. For these five crystals, computing the correction using only the single molecule

of interest gives a slightly better MAE relative to experiment compared to using the full

asymmetric unit (3.1 vs. 3.4 ppm). The impact of the monomer choice on the gas-phase

correction is similar for the 17 O chemical shifts. Nine of the fifteen crystals contained in

the oxygen set are amino acid hydrochloride salts. DFT suffers from delocalization error,

which causes problems with charge transfer [50] and can artificially stabilize salt forms of

co-crystals. [139] The MAE versus experiment for the oxygen atoms for the nine HCl salts

is 3.3 ppm (max 6.3 ppm) when the correction is obtained for just the protonated amino

acid, versus 4.0 ppm (max 11.4 ppm) when the full asymmetric unit is employed. Taken to-

gether, this evidence indicates that the gas-phase correction should be evaluated using only

the molecule of interest. Once again, the dependence of the results on the basis set used

to compute the correction is found to be fairly small (Fig. 2.4 and 2.5). For nitrogen, the
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Figure 2.5: Errors in the 17 O chemical shift predictions from GIPAW PBE against those
with the gas-phase monomer PBE0 corrections computed in various basis Gaussian sets.

MAE values range 2.7–2.8 ppm across the different basis sets. Larger basis set dependence

is observed for the 17O set, where the MAE ranges from 4.0 to 4.5 ppm, and the maximal

error from 8.1 to 10.9 ppm. As before, the small-basis 6-31G* results are similar to those

from larger basis sets.

Interestingly, however, all basis sets except pcSseg-3 predict a large 10 ppm error

for the oxygen in cytosine (CSD refcode CYTSIN). In pcSseg-3, this error drops to less

than 1 ppm. So while one generally can use small basis sets to evaluate the monomer

correction, the computational cost is low enough that it is probably worthwhile to use

relatively large ones in most cases. Finally, it should be noted that the nitrogen and oxygen

test sets are substantially smaller and exhibit less chemical variety than the carbon test

set. Further validation of the proposed method on a wider variety of systems would be

appropriate. Indeed, the small test set size is probably also what causes the skewed and/or
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Figure 2.6: The hydrogen bonded pair of two isocytosine tautomers in solid isocytosine.

bimodal error distributions observed for most models in the 17O results. Note also that

experimental determi- nation of isotropic shifts of 17O, which is a spin 5
2 nucleus with large

electric quadrupole moment, is substantially more difficult than the measurement of 13C

and 15N shifts.

2.4 Applications

In this section, the new method is applied to three specific examples beyond the

basic benchmarks described above. To test the limits of the proposed method, “difficult”

examples were selected purposefully. All three systems have previously been studied by ss-

NMR and DFT calculations and the limited accuracy of the GIPAW approach was stressed.

2.4.1 Isocytosine

Isocytosine is a constitutional isomer of cytosine with interest- ing biological ac-

tivities. Isocytosine crystallizes as a 1:1 mixture of two tautomers, which form hydrogen
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Experiment GIPAW GIPAW-corrected

C2-C2’ 0.0 -2.77 -2.29
C4-C4’ 6.1 6.11 6.11
C5-C5’ 4.0 3.24 4.50
C6-C6’ -19.3 -18.54 -19.44

MAE 1.1 0.7

N1-N1’ -73.4 -74.91 -74.34
N2-N2’ 49.9 54.42 52.78
N3-N3’ -3.4 -5.17 -4.56

MAE 2.6 1.7

Table 2.2: Experimental 10 and calculated chemical shift differences (ppm) in solid isocy-
tosine. Mean absolute errors (MAE) obtained for the conventional GIPAW method (PBE
functional) and for corrected GIPAW (PBE0 correction, 6-311+G(2d,p) basis set). Atom
numbering is depicted in Fig. 2.6

bonded pairs similar to pairs of guanine and cytosine in nucleic acids (Fig. 2.6). It has been

shown recently that a combination of experimental and simulated chemical shifts of isocyto-

sine may serve as a probe of proton transfer reactions and hence, rare tautomer formation.

[186, 187] The presence of two non-equivalent isocytosine molecules in the crystal structure

enables direct comparison of their experimental chemical shift differences against the pre-

dicted values. Table 2.2 summarizes the experimental and calculated 13C and 15N chemical

shift differences between the two non-equivalent isocytosine molecules. Once again, apply-

ing the PBE0 correction to GIPAW predictions improves the agreement with experiment

significantly.

2.4.2 Methacrylamide

In the pharmaceutical industry, solid-state NMR is commonly used for the identi-

fication of polymorphic crystal structures. ssNMR can detect polymorphic impurities and
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Figure 2.7: s-cis (left) and s-trans (right) conformers of methacrylamide found in monoclinic
and orthorhombic polymorphs, respectively

characterize polymorphic forms of active pharmaceutical ingredients (APIs) in formulated

drug products and drug carriers. [217, 268] The industrially important compound methacry-

lamide has two known polymorphs; the monoclinic form contains only the s-cis molecules

(Fig. 2.7), whereas the orthorhombic polymorph is exclusively formed by the s-trans con-

former. [96] Carbon chemical shift differences between the two forms of methacrylamide

are very small (Table 2.3) and, therefore, may be used as a stringent test of chemical shift

predictions. The methacrylamide molecule is small enough to allow high-level ab initio

calculations of its NMR shieldings. Table 2.3 summarizes the predicted chemical shift dif-

ferences between the two methacrylamide forms calculated at the GIPAW level and at the

GIPAW level corrected with PBE0, MP2 or CCSD monomer calculations. Surprisingly,

applying the PBE0 correc- tion slightly deteriorates the agreement with experiment, and

the MAE calculated for MP2-corrected GIPAW result is almost identical to the uncorrected

GIPAW one. The CCSD correction improves the MAE value only slightly. All four models

repro- duce the experimental shifts to within a ppm or better. These particularly subtle

differences in the chemical shifts between the two polymorphs probably represent the limit

of what can be achieved by corrections computed for a single, isolated molecule. Chemical

shift differences between poly- morphs are mostly governed by molecular packing and inter-

molecular interactions in the crystals; these intermolecular interactions are modelled with
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Atom Exper- GIPAW GIPAW PBE0- GIPAW MP2- GIPAW CCSD-
ment corrected corrected corrected

C1 0.15 1.50 1.23 0.89 0.87
C2 0.27 0.68 1.46 0.14 0.85
C3 -0.73 -1.37 -1.95 0.97 0.28
C4 0.06 0.38 0.49 0.17 0.10

MAE 0.68 0.98 0.67 0.59

Table 2.3: Experimental 37 and calculated chemical shift differences (ppm) between the
monoclinic and orthorhombic polymorphs of methacrylamide. Mean absolute errors (MAE)
obtained for the conventional GIPAW method (PBE functional) and for corrected GIPAW
(PBE0, MP2 and CCSD correction, 6-311+G(2d,p) basis set). Atom numbering is depicted
in Fig. 2.7

Figure 2.8: The structure of testosterone and its fragment used for the calculation of CCSD
corrections.

the GGA level of theory only and are not included in the molecular correction proposed

here.

2.4.3 Testosterone

Two crystal forms of testosterone have been studied by ssNMR and most of the

carbon signals have been assigned using INADEQUATE carbon–carbon experiment. [103]

The a form contains two crystallographically non-equivalent molecules in the asymmetric

unit, while the β-form is a monohydrate. The conformation is almost identical in all three

crystallographically unique molecules. [107] Carbon chemical shifts of solid testosterone
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have also been calculated using the GIPAW and cluster/fragment approach. [107, 271] Most

individual chemical shifts were reproduced to within a few ppm, with the notable exception

of C5, which was significantly overestimated (Table 2.4) by both methods. We calculated

carbon C5 chemical shift at the GIPAW level and, indeed, the agreement with experiment

is surprisingly poor. The molecular PBE0 corrections improve the agreement by about 3

ppm, but the shifts are still overestimated by 10 ppm. Therefore, we calculated a CCSD

correction for a partial fragment of the testosterone molecule (because CCSD chemical

shielding calculations on the full testosterone would be very expensive). Starting from the

GIPAW-optimized structure of the β-form of testosterone, this partial fragment consists of

the C4–C5 double bond and three carbon atoms directly attached to the double bond (C3,

C6 and C10, see Fig. 2.8); missing hydrogen atoms were added to saturate the dangling

bonds on the terminal carbon atoms. NMR shieldings of this fragment were then calculated

at the PBE and CCSD levels of theory. To allow comparison of the calculated shieldings

with the chemical shifts of testosterone, we calculated NMR shieldings of a- glycine, a

commonly used reference compound, at the same levels of theory. The chemical shift of C5

in the molecular fragment calculated at the PBE level is by 22.3 ppm lower than the shift

of glycine carbonyl. On the other hand, the CCSD calculation predicts the C5 chemical

shift lower by 34.2 than that of glycine, i.e. CCSD level of theory predicts that the shift of

C5 in the molecular fragment is by 11.9 ppm lower than the value predicted by PBE. If we

transfer this correction to the whole β-testosterone molecule, the GIPAW-predicted chemical

shift (186.9) drops to 175 ppm, which is reasonably close to the experimental value (173.8

ppm). It is not clear, why DFT with both the PBE and PBE0 functionals fail to predict
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α form
Molecule u Molecule v β form

Experiment 170.6 172.1 173.8
GIPAW 182.6 184.1 186.9
GIPAW PBE0-corrected 179.9 181.4 183.9
Cluster/fragment 176.2 177.0 182.1

GIPAW CCSD-corrected 175.0

Table 2.4: Experimental and predicted chemical shifts of carbon C5 in solid testosterone

this particular carbon atom chemical shift correctly. However, this example demonstrates

that high- level ab initio corrections may be calculated for molecular fragments and these

corrections may be used to improve the agreement of predicted shifts with experiment.

2.5 Conclusion

In conclusion, this study has demonstrated a very simple strategy for improving

the quality of GGA-based GIPAW NMR chemical shielding calculations in molecular crys-

tals by evaluating a correction to the shielding computed at a higher level of theory on an

isolated molecule. The new approach achieves accuracy rivaling or beating that of fragment-

based methods. The correction is quite insensitive to the basis set used for the monomer

calculation, ensuring that the cost of evaluating the correction is minimal. Typically one

would employ a hybrid density functional for the higher level of theory. However, as some of

the applications demonstrate, it is also possible to consider the use of higher-level chemical

shielding calculations, such as CCSD. The CCSD correction proved essential to predicting

the chemical shift of carbon C5 in β-testosterone, for example. Finally, while the work here
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focused on molecular organic systems, it would be interesting to explore the application of

the technique to inorganic systems with localized electronic structure as well. The testos-

terone example demonstrates how even a calculation on a small local “cluster” of atoms cut

out from a larger covalent network may be enough to achieve a meaningful correction to

the GGA-level chemical shifts.

In the next chapter, we explore methods that are more applicable to amorphous

or systems without long-range periodicity. Specifically, since we are using local cluster

or fragment methods, one can routinely apply hybrid DFT methods that do not plague

atomic basis sets. Specifically, we show how these methods can be applied to biomolecular

systems which would require unreasonably large unit cells (i.e. computationally expensive)

using GIPAW DFT. We also show how to use these methods for highly charged fragment

systems.
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Chapter 3

Polarizable Continuum Models

Provide an Effective Electrostatic

Embedding Model for

Fragment-Based Chemical Shift

Prediction in Challenging Systems

3.1 Introduction

Determining the biochemical mechanisms occurring in the active sites of proteins

often requires atomic-scale structural resolution for both hydrogen and non-hydrogen atoms.

Nuclear magnetic resonance (NMR) crystallography[104, 156, 8, 169] achieves such res-
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olution by combining X-ray crystallography, solid-state magic-angle-spinning NMR spec-

troscopy, and chemical shift prediction to reveal chemical structure and dynamics. X-ray

crystallography resolves the heavy atom positions and is often used to generate candidate

structures. NMR experiments probe the finer local structure and dynamical details, while

computational chemical shift prediction helps map those experimentally observed chemical

shifts into a three-dimensional crystal structure.

High computational cost constitutes the most significant barrier to performing

NMR chemical shift prediction in larger, more complex systems. In small-molecule and in-

organic crystals, periodic boundary conditions and the gauge-including projector augmented

wave (GIPAW)[184] approach for planewave density functional theory (DFT) enable accu-

rate chemical shift prediction in the solid state. The GIPAW approach has proved highly

successful and is now widely used.[27, 8].

Unfortunately, periodicity is less useful in the context of biomolecules, where the

unit cell frequently consists of tens of thousands of atoms or more. Cluster models provide

an alternative approach for predicting chemical shifts in biomolecules and other systems

which cannot be represented by small periodic unit cells. This strategy models a large, fi-

nite cluster that includes the atoms of interest and some portion of the surrounding chemical

environment. However, large clusters are needed to obtain well-converged NMR chemical

shieldings. For example, [126] showed that a cluster extending at least 6 Å from the key

atoms of interest was necessary to converge the chemical shieldings.[126] Flaig et al similarly

found that converging 1H and 13C chemical shieldings to within 0.1 and 0.5 ppm, respec-

tively, required clusters extending 6–10 Å and containing hundreds or even one thousand
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atoms.[79] Employing electrostatic embedding reduces the cluster size required to achieve

such convergence, especially if the embedding environment is polarizable. For example,

Kongsted et al showed that for acrolein in water, the radius of environment required to

converge the 17O chemical shieldings was 2 Å smaller compared to a non-polarizable em-

bedding environment.[233] Further computational savings can be obtained with multi-layer

(ONIOM) approaches[153, 42, 274, 167] and the use of locally dense basis sets.[43, 45]

Even with such strategies, ab initio chemical shift calculations in large systems

remain computationally demanding. This becomes particularly problematic in the context

of NMR crystallography where one might screen dozens of different candidate structures.

Such candidate structures might correspond to the combinatorial number of different pos-

sible protonation states at several ionizable sites and/or the possibility of including non-

crystallographic waters in the active site, for example. An NMR crystallography study of

the indoline carbanionic intermediate in the β-active site of tryptophan synthase using a

7 Å cluster involved six potentially ionizable protons, from which 28 viable candidate pro-

tonation states were constructed.[136] Techniques which could reduce the computational

cost of evaluating the predicted chemical shieldings for such candidates would be very use-

ful. Even imperfect models that can effectively screen out poor candidates with relatively

low cost would allow researchers to concentrate their computational resources on the most

promising structures.

Fragment methods reduce the computational costs of quantum chemical calcula-

tions in large systems by replacing a single calculation on the entire system with a series of

calculations on smaller subsystems whose contributions can be combined to approximate the
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system as a whole. Many fragment methods have been developed, and they have been suc-

cessful in predicting energies, structures, and spectroscopic properties.[93, 51, 190, 20, 117]

In the context of NMR chemical shift prediction for large molecules, early research on frag-

ment methods includes the 2007 demonstration that chemical shieldings could be obtained

via calculations on fragments and their pairwise interactions[140, 241] and the 2010 adapta-

tion of the fragment molecular orbital method to computing NMR properties.[87] Since then,

many other fragment approaches for NMR chemical shift calculations have been developed,

such as the automated fragmentation QM/MM,[115, 242, 276, 116, 240] the adjustable den-

sity matrix assembler,[82, 81, 251] the systematic molecular fragmentation,[195, 194, 131]

and the molecules-in-molecules approaches.[157, 127] Fragment methods have also proved

highly effective in molecular crystals.[236, 106, 109, 108, 107, 105, 111, 160]

Many of the fragment approaches can be unified under a common framework

of a generalized many-body expansion,[158, 197] with key distinctions between methods

involving whether the fragments overlap or not, the level of interactions between fragments

considered explicitly (e.g. are properties computed only on individual fragments or also

with pairwise or higher-order interactions?), whether all interactions are treated at the

same level theory, and how electrostatic embedding or other long-range effects are included.

For example, in the automated fragmentation QM/MM approach, each non-overlapping

local fragment is treated via a calculation of the fragment atoms surrounded by a buffer

region of atoms (i.e. atoms which are part of adjacent fragments), and each of these systems

is electrostatically embedded to incorporate longer-range interactions.[240] The size of the

each fragment calculations is an important question. Units as small as tripeptides have
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been found useful,[252, 4] though often considerably larger clusters of atoms are used (e.g.

ref [240]).

We have recently developed the self-consistent reproduction of the Madelung po-

tential (SCRMP) model for fragment-based chemical shift prediction in organic molecular

crystals.[105] This model combines chemical shielding calculations on the single molecule

of interest with pairwise contributions to the shielding due to nearby molecules, all em-

bedded in a self-consistent field of point charges that are fitted to mimic the crystalline

Madelung potential. For a given density functional, the SCRMP model rivals the accuracy

of GIPAW planewave DFT calculations and has lower computational cost. However, it of-

fers two important advantages over GIPAW. First, computing the fragment contributions

in a gauge-including atomic orbital (GIAO) basis instead of planewaves means that hybrid

density functionals can be used at much lower computational cost, which in turn provides

considerably improved accuracy.[109, 108, 120, 122] Second, GIAO-based calculations can

be applied both to periodic systems like molecular crystals as well as non-periodic systems

such as proteins. This broad applicability is particularly useful for referencing chemical

shifts because it allows one to develop reliable linear regression models for referencing the

predicted chemical shieldings on well-defined molecular crystal systems which then can be

applied to biomolecular systems where solvent, flexibility, dynamics, and other factors create

additional modeling complications.[23]

The SCRMP model does have some disadvantages when applied to biomolecular-

type systems. Computing the self-consistent embedding environment requires computing

each monomer fragment’s charges repeatedly. This is relatively inexpensive in a periodic
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crystal where the number of symmetrically unique monomers is small (often just a single

molecule). However, it becomes more computationally demanding when each fragment is

unique, as in a biomolecule. Furthermore, fragmentation and point-charge embedding are

easier when the molecules are small and no covalent bonds need to be cut. Partitioning

fragments across covalent bonds requires terminating the dangling bonds and addressing

the unphysical interactions that can arise from placing embedding point charges very close

to the terminating atoms.[72, 52]

The present study circumvents these difficulties with a simple, easy-to-implement

method for performing high-quality fragment NMR calculations that is viable for both

molecular crystals and proteins. Instead of developing an elaborate point-charge or multi-

polar polarizable embedding environment, the proposed model computes chemical shieldings

through a series of calculations on individual (non-overlapping) fragments and pairs of frag-

ments, each embedded in a polarizable continuum model (PCM). PCM embedding is widely

available in quantum chemistry software packages, is computationally inexpensive, and is

typically easier to use for non-experts than more elaborate self-consistent charge embedding

schemes. In molecular crystal benchmarks, the PCM-embedded fragment model achieves

root-mean-square (rms) errors on par with previous fragment methods for 13C, provides

modest improvements to predicted 15N shifts, and results in slightly larger errors for 17O

shifts. While the errors are found to be larger for 17O, they are still reasonably compet-

itive with other approaches. The same fragment model is also successfully demonstrated

in the protein piscidin-1 and the challenging example of the indoline carbanionic inter-

mediate bound in the active site of tryptophan synthase. The combination of relatively
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simple implementation, low computational cost, diverse applicability, and good accuracy

make the PCM-embedded fragment approach a worthwhile approach for NMR chemical

shift prediction in large systems.

3.2 Theory

One approach to reducing computational costs in large systems involves expressing

the energy in terms of a many-body expansion, where the total energy is represented as a

sum of 1-body, 2-body, 3-body, etc terms.

Etotal =
∑
i

Ei +
∑
j>i

∆2Eij +
∑

k>j>i

∆3Eijk + · · · (3.1)

A fragment might correspond to a single molecule in a set of interacting molecules or to a

group of atoms in a larger covalent system.[117, 190, 51, 93] The 1-body terms in Eq 3.1

correspond to the energy of each isolated fragment Ei, the 2-body terms are interactions

between pairs of fragments i and j,

∆2Eij = Eij − Ei − Ej (3.2)

and the 3-body and higher terms represent higher-order non-additive contributions due to

polarization and other many-body effects.

The 3×3 NMR chemical shielding tensor σ on atom A is defined as the second

derivative of the energy with respect to the magnetic field B and nuclear magnetic moment

µ:

σA =
∂E

∂B∂µA
(3.3)
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Accordingly, differentiating the many-body expansion of the energy in Eq 3.1 expresses

the chemical shielding tensor of atom A in fragment i in terms of a series of many-body

contributions,[106, 117]

σA
total = σA

i +
∑
j

∆2σA
ij +

∑
j,k

∆3σA
ijk + ... (3.4)

where σA
total is the chemical shielding of atom A in the complete system, σA

i is the chem-

ical shielding of atom A, on the isolated fragment i. The term ∆2σA
ij describes two-body

contributions to the chemical shielding that reflect how the presence of a second fragment

j alters the shielding of atom A,

∆2σA
ij = σA

ij − σA
i (3.5)

The non-additive three-body contribution ∆3σA
ijk is similarly defined as:

∆3σA
ijk = σA

ijk − ∆2σA
ij − ∆2σA

ik − σA
i (3.6)

The fragments used here are defined to be non-overlapping—each atom of the original

system is present only in a single fragment. The chemical nature of the individual fragments

in these expansions will depend on the system, though. In a molecular crystal, each fragment

would typically correspond to a single molecule, and the higher-order terms in the many-

body expansion involve pairwise and higher non-additive interactions within small clusters

of molecules. In a biomolecule, each fragment would consist of a local group of atoms,

such as one or more amino acids. Care must to be taken with regards to where cuts across

covalent bonds are made and how the resulting dangling bonds are terminated.[145] The

specific strategies used here will be discussed later.

50



Although the many body expansion for the chemical shielding tensor is formally

exact, the number/size of the fragment calculations combined with numerical precision

issues[199, 198, 117] make evaluation of the 3-body and higher terms impractical in large

systems. Instead, truncating the many-body expansion to include only one-body and

two-body terms and using electrostatic embedding to capture the many-body polariza-

tion effects on those monomers and dimers has proven to be effective for calculating NMR

properties:[106, 109, 108]

σA
total ≈

∑
i

σA,embed
i +

∑
i<j

∆2σA,embed
ij (3.7)

Embedding proves particularly important for nuclei such a 15N and 17O, whose chemical

shifts are sensitive to the electrostatic environment.[105]

In molecular crystals, self-consistent point-charge embedding schemes[230, 238,

236, 76, 105] that mimic the self-consistent Madelung potential perform well. However, the

intermolecular separations between monomers in a molecular crystal are typically larger

than those between covalently bonded fragments in a biomolecule. Furthermore, biomolecules

frequently include highly charged residues that increase the importance of the electrostatic

environment. Directly applying the fragment approach with the SCRMP polarizable point-

charge embedding scheme to a charged substrate bound in an enzyme active site leads to

poor-quality chemical shifts, for example. One solution is to surround the atoms of in-

terest with a sizable quantum mechanical buffer region to ensure any point charges are

further away from the key atoms. However, the use of large buffer regions increases the

computational cost significantly. Alternatively, a more elaborate polarizable embedding

environment[233, 231] that employs quantum-mechanically derived higher-order multipole
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expansions and dipole-dipole polarizabilities at each atomic site in the fragment environment

can work well, though the implementation of such models is considerably more involved.

The present study overcomes these difficulties by replacing the point-charge em-

bedding scheme with a standard polarizable continuum model environment.[164] A PCM

defines a cavity surrounding the molecule of interest, using the union of van der Waals

spheres around each atom or other criteria. The electrostatic potential associated with the

solute-environment interaction is then mapped onto an integral representation of the reac-

tion potential involving an apparent charge distribution on the surface of the cavity. The

solution to the integral is discretized into a set of finite elements with local point charges

that interact with and respond to the molecule in the cavity based on the dielectric of the

surrounding medium. These equations are then solved simultaneously and self-consistently

with the Kohn-Sham equations of DFT. In contrast to explicit embedding environments,

the PCM assumes a homogeneous polarization environment with constant dielectric.

In the PCM-embedded fragment approach examined here, each monomer and

dimer shielding contribution is computed by embedding it in a PCM,

σA
total ≈

∑
i

σA,PCM
i +

∑
i<j

∆2σA,PCM
ij (3.8)

In the integral equation formalism PCM approach used here, for example, the PCM em-

bedding cavity is defined as a union of spheres derived from the van der Waals radii of

each atom.[33] Note that the PCM cavity is defined separately for each fragment or pair

of fragments based solely on the atoms present in that particular monomer/dimer, rather

than using a single, large cavity associated with the complete unfragmented system.
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Given the inhomogeneity of the protein environment surrounding any particular

fragment, it is not obvious that the environment can suitably be replaced by a simple

dielectric model in chemical shielding calculations. Polarizable continuum models are tra-

ditionally used to estimate solvent effects in homogeneous[152] environments implicitly via

their dielectric values, without need to sample the explicit molecular details. However, we

find that a fragment-based model which replaces a point-charge embedding environment

with a PCM handles even highly charged residues effectively and performs well even for

nuclei such as 15N and 17O that are sensitive to the electrostatic environment.

Employing PCM embedding in the fragment approach offers several advantages.

First, the individual fragment calculations are easy to run with standard electronic struc-

ture packages once the fragments have been defined. There is no need to implement new

self-consistent charge polarization schemes, for instance. Second, it simplifies the treatment

when fragmentation involves covalent bond cleavages. When partitioning the system across

a C-C single bond, for example, one typically terminates the dangling bond with a hydrogen

or link atom. This new hydrogen atom will be very close to the position of the former carbon

atom that was deleted. In a SCRMP-like point-charge embedding model, the close prox-

imity of the new hydrogen atom to the charge on the original adjacent carbon atom intro-

duces spurious artifacts into the chemical shifts. Various charge translation/redistribution

schemes can be considered to mitigate this effect,[254, 144] but the PCM scheme avoids

this problem entirely. Third, PCM embedding is computationally inexpensive, and the

PCM-embedded fragmentation approach provides clear computational benefits compared

to large cluster calculations. For a cluster consisting of a few dozen glycine molecules, for
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example, the PCM-embedded fragment approach with single-molecule fragments requires

an order of magnitude less CPU time compared to a calculation on the full cluster. The

wall time savings can be even more advantageous, since the dozens of independent fragment

contributions can be distributed over different groups of processors.

Introduction of the PCM embedding does raise the question of what the appro-

priate dielectric constant should be. For example, the appropriate dielectric constant for a

protein has been much debated in the literature, with suggested values spanning a broad

range from ∼2–30, and “typical” values of ∼6–9.[209, 142, 133, 5] However, these values can

vary with temperature[5] and the nature of the model used to describe the system.[209] For-

tunately, in practice we find that the choice of the dielectric used for the PCM embedding

here has only a small impact on the accuracy of the final chemical shifts. The particular

choice of dielectric constant is largely compensated for via the chemical shift referencing

that maps the predicted chemical shieldings onto experimentally observable chemical shifts.

3.3 Computational Methods

3.3.1 Structures

The impact of fragmentation on the predicted chemical shieldings is first inves-

tigated for the piscidin-1 protein (PDB ID: 2MCU, Figure 3.2)[183]. The structure of

this 22-amino-acid α-helix with C-terminus amidation was solved with atomic resolution

by NMR crystallography. Fragmentation of this system was performed using the FragIt

software tool.[232] Covalent bonds were cleaved at the Cα-C′ single bond between amino

acids as described in the original FragIt paper. Hydrogen capping atoms were placed at the
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cleaved covalent bonds according to the scheme from Deev and Collins,[59] which places the

hydrogen atoms along the original C-C bond vector at a distance determined by the original

C-C distance scaled by the ratio of typical C-C and C-H bond lengths. Figure 3.1 presents

a sample of how the peptide fragments might be constructed and where the capping atoms

are placed.

Specific cut locations are described in Section 3.4.1. Net charges for each biomolec-

ular fragment were then assigned using an in-house code that recognizes the charges of

common functional groups in SMILES string notation.

Figure 3.1: Schematic showing fragmentation in a covalent peptide. (a) This sample peptide
is divided into three fragments by cleaving C-C bonds. To compute the chemical shieldings
for fragment 1, two-body fragment contributions will be computed for fragment 1 alone
plus two-body corrections involving (b) fragment dimer (1,2) and (c) fragment dimer (1,3).
Any dangling bonds in the monomer or dimer fragments are capped with hydrogen atoms
(shown in blue).

To assess the quality of chemical shieldings predicted from the PCM-embedded

fragment model against experiment, chemical shifts were predicted for a benchmark set of

47 molecular crystals from ref [70] and references therein. This set includes 132 13C, 37 15N,

and 28 17O experimental isotropic shifts. A complete list of Cambridge Structure Database

55



(CSD) Reference Codes and experimental chemical shifts can be found in the appendix. The

DFT-optimized crystal structures were taken from ref [70]. The set of chemical shieldings

predicted for each nucleus type were referenced to experiment via linear regression, as

described in Section 3.3.3. In these molecular crystals, each individual fragment correspond

to a single molecule.

Finally, the PCM-embedded fragment model is applied to a more complex example

of the indoline carbanionic intermediate bound within the β-subunit of tryptophan synthase.

The structure of this system, including key protonation states in the active site, was solved

via NMR crystallography in an earlier study.[136] That study measured isotropic chemical

shifts for 13 key isotopically carbon, nitrogen, and oxygen atoms of the substrate via solid

state NMR. It then modeled the system with a 612-atom cluster model consisting of the

indoline carbanionic substrate and surrounding atoms from the protein. The cluster includes

the substrate and all surrounding protein residues within 7 Å of the substrate, and the

structure relaxed via a mixed DFT (substrate) and semi-empirical (protein side chains)

approach. See Ref [136] for details surrounding the determination of the crystal structure

and the development and computational relaxation of the cluster model. The cluster model

was further refined in Ref [34] using DFT and a locally dense mixed basis scheme for the full

cluster. Fragmentation of this system was again performed using FragIt, placing capping

hydrogen atoms to terminate and cleaved C-C bonds. Specific fragmentation patterns are

described in Section 3.4.3.
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3.3.2 Chemical Shielding Calculations

NMR chemical shielding tensors were calculated using our hybrid-many body in-

teraction (HMBI) code to manage the fragment contributions.[22] A locally dense basis set

scheme[43, 45] was employed that reduces computational costs associated with computing

the shielding tensors without significantly impacting the chemical shift accuracy.[110, 109]

In molecular crystals, the locally dense basis scheme employs a 6-311+G(2d,p) basis for

the molecules in the asymmetric unit and any other atoms lying within 2 Å, 6-311G(d,p)

for atoms up to 4 Å away, and 6-31G for all atoms beyond. Two-body interactions were

computed between the asymmetric unit and any other fragment which has an atom lying

within 4 Å of any atom within the asymmetric unit. This cutoff has proved sufficiently con-

verged in earlier fragment model studies that employed different electrostatic embedding

environments.[109, 108, 105] Test calculations here find that the same cutoff works well with

PCM embedding too. For the 15N molecular crystal benchmarks described in Section 3.4.2,

for example, the root-mean-square chemical shift error versus experiment varies by only

0.02 ppm when cutoffs of 4, 6, or 8 Å are used. See for details.

The calculations on biological systems employ the same distance criteria for the

basis sets, albeit with a particular central fragment or enzyme substrate defining the atoms

of interest instead of the asymmetric unit. All NMR shielding calculations were calculated

using the hybrid PBE0 density functional in Gaussian 09[84], with an integration grid of

150 radial and 974 Lebedev angular points. The PBE0 functional was chosen based on its

strong performance in previous molecular crystal benchmarks that compared six different
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functionals.[108] It is possible that some other functional might predict the chemical shifts

even more accurately.

The polarizable continuum environment was represented using the integral equa-

tion formalism (IEFPCM).[33, 163] Several different solvent environments were selected

with dielectrics ranging from 1.4–181: argon (ϵ=1.4), acetic acid (ϵ=6.3), dichloromethane

(ϵ=8.9), ethanol (ϵ=24.9), water (ϵ=78.4), and an n-methylformamide mixture (ϵ=181.6).

The cavities surrounding the molecules were generated using the default Gaussian 09 PCM

model settings which define the cavity as the union of universal force field (UFF) atomic

radii scaled by 1.1.

For the indoline substrate of tryptophan synthase studied in Section 3.4.3, the

proton is believed to exchange dynamically between the Schiff base nitrogen and the phe-

nolic oxygen.[35] In accord with that earlier work, the chemical shifts for this system were

computed according to a two-site fast proton exchange scheme. In brief, chemical shifts are

predicted separately for the phenolic and protonated Schiff base structures. The final shifts

for each atom i are modeled as a linear combination of the two sets of predicted shifts,

δi = c1δ
phenolic
i + c2δ

Schiff
i (3.9)

with the coefficients c1 and c2 fitted to minimize the reduced χ2
r statistic representing the

level of agreement between the predicted and experimental shifts. Our testing suggests that

the optimal mixture of the phenolic oxygen and Schiff base nitrogen contributions varies

slightly between B3LYP functional (77% phenolic oxygen) used in Ref [35] and the PBE0

one used here (75% phenolic oxygen). These two mixtures are effectively the same within
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the modeling errors and indicate that the system is dominated by the phenolic form and

has smaller contributions from the protonated Schiff base form.[35]

3.3.3 Chemical Shift Referencing

In this work, isotropic chemical shielding values σAiso are converted to experimen-

tally observable chemical shifts δAiso via a linear regression approach.[148, 23]

δAiso = mσAiso + b (3.10)

Ideally the slope m would equal -1 and the intercept would correspond to the chemical

shielding of the reference atom. In practice, least-squares fitting the chemical shifts versus

chemical shieldings results in a slope that deviates from unity by a few percent. This linear

regression approach helps compensate for systematic deficiencies in the chosen level of the-

ory and finite basis set errors. The regression parameters are specific to the nuclide and the

chosen model chemistry: density functional, basis set, embedding model, etc. Assuming

the training set contains well-defined structures and diverse chemical shielding environ-

ments, the resulting regression parameters should be transferable across different chemical

systems.[148, 23]

To maximize the predictive power of the regression approach, the regression pa-

rameters should be fitted against training data that is distinct from the system(s) to which

the regression model will be applied.[23] Here, the regression parameters are fitted based

on molecular crystal benchmarks, which have well-defined structures and exhibit far less

dynamical motion than typical biomolecules. The applicability of these particular molec-
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ular crystal chemical shift regressions to other molecular crystals[108, 107, 267] and to

biomolecules[272, 35] has been demonstrated previously.

3.4 Results and Discussion

The following sections first investigate how well PCM-embedded fragment calcu-

lations reproduce the chemical shieldings that would be obtained from a calculation on the

full system for a small α-helix protein. Next, to establish the performance of the model

relative to experiment and to develop linear regression models for referencing the chemical

shifts, the PCM fragment approach is applied to predict chemical shifts in a set of organic

molecular crystals. Finally, chemical shifts for an intermediate bound in the active site of

tryptophan synthase are predicted with and without fragmentation and compared against

experiment.
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3.4.1 Systematic Analysis of Piscidin-1

Figure 3.2: (left) Piscidin 1 protein is a 22-residue, cationic protein which adopts an α helix
and exhibits antimicrobial activities. The coloring highlights the central fragment used
for all calculations in yellow and the surrounding protein environment in blue. (right)
The amino acid sequence and four different fragmentation schemes considered. Colored
boxes indicate the contents of each fragment, and the schemes are labeled according to the
average fragment size N (excluding the central HVGK fragment). The shieldings are always
computed for the central HVGK fragment. For the N=4.5 case, the fragment dimers D(i, j)
involving the central fragment are shown (with fragments numbered 1–5 from left to right).

To begin, the performance of the PCM-embedded fragment approach is analyzed

on the piscidin-1 protein (Figure 3.2). This 22-amino acid protein is small enough to allow

fully quantum mechanical prediction of the chemical shieldings without any fragmentation,

which can serve as a benchmark for the more approximate fragment models. The charged

lysine, arginine, and N′ terminus give it a net +4 charge. Because our interests particularly

lie in the ability to predict chemical shifts of key, isotopically labeled atoms in a central

region (e.g. for a substrate bound in an enzyme active site), an HVGK peptide fragment near

the center of the peptide was defined. After addition of two capping hydrogens to saturate

the carbon-carbon bond cuts at either end, it has the chemical formula C19H32N7O
+
4 . This

specific HVGK fragment was chosen to include the cationic lysine residue since charged
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sites are particularly sensitive to the electrostatic environment and can disproportionately

impact the chemical shifts of neighboring atoms.

Several different possible fragmentation schemes for the remaining 18 amino acids

surrounding this central HVGK fragment were constructed, averaging anywhere from 1–9

amino acids per fragment. These schemes are shown in Figure 3.2 and are denoted by

average number of residues per fragment (excluding the central HVGK fragment). The

chemical shieldings of the central HVGK fragment were computed via inclusion of the 1-

body (i.e. the isolated HVGK fragment) and 2-body (pairwise combinations of the central

HVGK fragment with each of the other side fragments). Errors in the chemical shieldings

on the central HVGK fragment atoms were computed relative to the shieldings obtained for

those same atoms in the full peptide with no fragmentation. Reference shieldings for the

full system were obtained with and without a PCM (ϵ = 8.9) for appropriate comparison

with the corresponding fragment models.

First, simply computing the chemical shieldings on the central fragment alone (1-

body approximation) leads to errors that are far too large to be useful. For example, the rms

error for the 13C chemical shieldings computed for the isolated fragment relative to those

for the same atoms in the full protein is ∼6 ppm, regardless of whether PCM embedding

is employed. The errors for the 17O shieldings exceed 10 ppm. The 18 surrounding amino

acid residues clearly impact the chemical shieldings on the central fragment amino acids

appreciably.
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Figure 3.3: Root-mean-square errors in reproducing the 17 1H, 19 13C, 7 15N, and 4 17O
chemical shieldings on the central HVGK fragment of piscidin-1 when using a 1-body and
2-body many-body expansion. The reference chemical shieldings were computed using the
entire unfragmented protein, with or without the PCM (ϵ = 8.9) as appropriate.

Introducing the contributions of those other 18 amino acids in a pairwise fashion

substantially improves the quality of the shielding. Figure 3.3 plots the rms errors for

the 1H, 13C, 15N, and 17O chemical shieldings computed with the 1+2-body fragmentation

model as a function of fragment size. Even with fragments composed of just one amino acid

each, the rms errors for the 1+2-body models are considerably smaller than the 1-body

only models mentioned above. For example, the 13C rms error falls from around 6 ppm to

below 1 ppm upon inclusion of pairwise fragment contributions involving single amino acids.
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Without PCM embedding, the rms errors generally decrease with increasing fragment size,

though the convergence is slow and sometimes non-monotonic. A full analysis of PCM vs.

No PCM can be seen in section in the appendix.

Employing PCM embedding typically decreases the rms errors by a factor of 2–3

compared to the non-embedded case, even for the smallest fragment sizes. The only notable

exception occurs for 17O with fragment size of one, where the no embedding case exhibits

anomalously small errors. Even when the fragments contain just a single amino acid, the

shielding error introduced by PCM-embedded fragmentation is already considerably smaller

than the typical chemical shift errors exhibited between DFT and experiment. For exam-

ple, molecular crystal benchmarks discussed below and published previously[105, 70] that

employ the same PBE0 functional and basis sets found rms errors of ∼0.3 ppm for 1H, ∼1.3

ppm for 13C, ∼4 ppm for 14N, and ∼7.5 ppm for 17O. As the fragment size increases, the

errors introduced by fragmentation decrease systematically. Including 4.5–9 residues per

fragment and employing PCM embedded leads to chemical shieldings that are essentially

converged. The associated errors introduced by fragmentation are insignificant relative to

typical errors versus experiment.

These piscidin-1 results highlight how the use of PCM embedding can accelerate

the convergence of the many-body expansion and enable even low-order one- and two-

body expansions to capture the full system result. However, use of the PCM does change

the absolute chemical shieldings (hence the use of different benchmark shieldings for the

full system in the embedded and non-embedded cases). On the other hand, the absolute

shielding value is far less important than the experimentally observable chemical shift. The
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next section investigates the performance of the embedded and non-embedded models for

reproducing experimental chemical shifts in a benchmark set of molecular crystals.

3.4.2 Molecular Crystal Benchmarks Against Experiment

The performance of the PCM-embedded fragment approach is examined for bench-

mark molecular crystal test sets of 13C, 15N, and 17O chemical shifts. The relatively static

and well-characterized nature of molecular crystals, along with the ability to partition them

into fragments without cleaving covalent bonds makes them particularly useful for bench-

marking purposes and for fitting the chemical shift referencing regression lines. 1H chemical

shifts are not considered here, due to the bigger role dynamics and nuclear quantum effects

have for those shifts.[65]

We first examine the set of 132 13C chemical shifts taken from 21 crystals, including

amino acids, nucleosides, sugars, and other small molecules. Figure 3.4 plots the error

distributions for several different models. For each model, the absolute shieldings were

computed and a linear regression was performed between the computed shieldings and

experimental chemical shifts to establish the chemical shift referencing for that model. The

distribution of chemical shift errors obtained from each model is represented via a violin

plot. A box plot inscribed within each violin shows the median error (white dot), middle

50th percentile (black box), and the range of errors (black lines). The GIPAW PBE and

SCRMP-embedded 2-body fragment PBE0 results shown here were taken from Ref [105].

To begin, consider the GIPAW PBE, SCRMP PBE0, and no embedding PBE0

results. As has been discussed previously,[105, 108, 109] the SCRMP and GIPAW models

perform similarly for 13C chemical shifts when the same density functional is used. However,
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the fragment approaches make it less expensive to employ hybrid density functionals, and

hybrid functionals like PBE0 reduce the rms error versus experiment by about a third

compared to a generalized gradient approximation (GGA) density functional like PBE (i.e.

from 2.1 ppm with PBE to 1.3 ppm with PBE0). The SCRMP PBE0 error distribution is

also peaked much more sharply about zero than the GIPAW PBE one, and the maximum

error is reduced from 6.8 ppm (GIPAW) to 3.7 ppm (SCRMP PBE0). Unlike nitrogen and

oxygen chemical shifts, carbon chemical shifts are relatively insensitive to the electrostatic

environment. As a result, the non-embedded model performs only moderately worse than

the embedded ones, with an rms error of 1.4 ppm instead of 1.3 ppm.

Figure 3.4: Errors in predicting 132 experimental 13C chemical shifts for 21 molecular
crystals. The GIPAW model employs the PBE functional; all other models use the hybrid
PBE0 functional. The SCRMP and PCM embedding models with various dielectrics all
employ 1- and 2-body fragment approximations, while the clusterfragment (CF) model
employs a large central cluster plus longer-range 2-body shielding contributions. The No
Embedding model control omits any electrostatic embedding when computing the 1- and
2-body shielding contributions.

Next, fragment calculations are performed with PCM embedding instead of the

SCRMP point-charge embedding. A series of implicit PCM solvent environments are con-

sidered, with dielectric constants ranging ϵ=1.4–181. Intermediate dielectric constants in
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the ϵ ∼ 6–25 range are consistent with typical organic environments that one might associate

with a neutral organic crystal, while the higher dielectrics reflect more highly polarizable

environments. As shown in Figure 3.4, the 13C chemical shift error distribution is insensi-

tive to the specific choice of the embedding dielectric, with rms errors of 1.2 ppm for nearly

all dielectrics. Only as the dielectric constant decreases toward the no-embedding limit

(ϵ→ 1) does the error begin to increase noticeably. The rms errors for the PCM-embedded

models are about 0.1 ppm smaller than those from the SCRMP embedding, though that

may not be significant relative to the precision of the experimental chemical shifts (typically

±0.1 ppm for 13C). Altering the PCM dielectric environment changes the absolute shielding

values obtained, but these differences are compensated for by the chemical shift referencing

regression.

Finally, earlier work also investigated the performance of a combined cluster/fragment

model.[108] The cluster/fragment model calculates the chemical shielding on a larger cluster

consisting of all molecules lying within 4 Å of the central monomer of interest, ensuring that

the local many-body effects are explicitly captured in the quantum mechanical treatment.

Longer-range contributions are approximated in a pairwise fashion between the central

molecule and any other molecule out to 6 Å away (the same cutoff used in the 1+2-body

fragment model) and via the electrostatic embedding. Previous work with point-charge em-

bedding has found that the 2-body fragment and cluster/fragment models perform similarly

for 13C chemical shifts.[109, 108, 105] That finding is echoed here with the PCM embedding.

As shown in Figure 3.4, one obtains the same 1.3 ppm rms error for the cluster/fragment

model with either embedding approach. Taken together, these results indicate that when
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computing 13C chemical shifts via a fragment approach, one can replace self-consistent

point-charge embedding with a PCM model and that the specific choice of the environment

dielectric is largely unimportant, as long as it is somewhat more polarizable than a vacuum.

Because the PCM embedding effectively captures the long-range and many-body contribu-

tions in the system, the accuracy benefits of including non-additive terms beyond 1+2-body

is modest.

Nitrogen chemical shifts are typically more sensitive to electrostatic environment

than carbon, which makes them a more rigorous test for the PCM embedding model. Fig-

ure 3.5 plots error distributions for 37 isotropic 15N chemical shifts from 16 crystals. Indeed,

predicting the 15N chemical shifts via the 2-body fragment PBE0 approach without any elec-

trostatic embedding leads to a poor chemical shift referencing regression line and a 39 ppm

rms error relative to experiment, emphasizing the importance of treating long-range and

many-body effects when predicting chemical shifts in the condensed phase. Due to those

extremely large errors, the data for the non-embedded model is omitted from Figure 3.5.

Examining the fragment models with SCRMP and PCM embedding, we see once again

that the fragment models employing the hybrid PBE0 functional predict the shifts with

considerably smaller rms errors of 4.0-4.2 ppm, compared to 5.6 ppm for GIPAW PBE.

The dependence of the errors on the dielectric environment is once again small, spanning

0.2 ppm for dielectrics ranging from 6.3 to 181. In most cases, the errors for the PCM-

embedded model are marginally smaller than those from the SCRMP approach, though

these variations are not particularly significant relative to experimental precision. Once
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again, the errors begin to increase as the dielectric constant approaches 1 (vacuum). For

example, reducing ϵ from 6.3 to 1.4 increases the rms error from 4.0 ppm to 15.5 ppm.

Figure 3.5: Errors in predicting 37 experimental 15N chemical shifts for 16 molecular crys-
tals. See Figure 3.4 for a more detailed description of the plot. Data for the ϵ = 1.4 and
No Embedding cases are omitted here because their errors are very large.

Further validation for the PCM-embedding comes from the 15N cluster/fragment

results. Once again, the SCRMP- and PCM-embedded variants of the cluster/fragment

model perform similarly to each other and to the 1+2-body fragment approach. Consistent

with what has been found previously,[105] the cluster/fragment errors relative to experiment

are a few tenths of a ppm larger than the 1+2-body ones. This is probably fortuitous,

since the cluster/fragment approach captures more of the many-body polarization effects

with explicit quantum mechanics and therefore ought to be more reliable. Use of a larger

benchmark data set to fit the chemical shift referencing regression would hopefully produce

the expected behavior in which the cluster/fragment model is more accurate than the 1+2-

body one. Regardless, the accuracy differences between the 1+2-body and cluster/fragment
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models are modest, demonstrating once again that the embedding environment captures the

important many-body effects.

Finally, 17O chemical shifts exhibit even greater sensitivity to electrostatic embed-

ding. Without any electrostatic embedding, the 2-body fragment model exhibits rms errors

of over 80 ppm. For models which do include many-body/embedding effects, prior work with

fixed point-charge embedding found the 2-body model performs considerably worse than

the cluster/fragment one for 17O, with rms errors of 9.8 and 7.6 ppm, respectively.[108]

Switching to the self-consistent SCRMP embedding to polarize the point charges reduced

the errors and narrowed the difference between the two models dramatically, to 7.5 ppm for

the 1+2-body model and 7.2 ppm for the cluster/fragment model.[105] Given that experi-

mental uncertainties in oxygen chemical shifts are typically half a ppm or more, a 0.3 ppm

difference in accuracy between the two models is small. Nevertheless, the limitations of the

SCRMP embedding are highlighted by the fact that GIPAW PBE performs comparably to

SCRMP PBE0 (see Figure 3.6). As another recent study showed, correcting GIPAW PBE

calculations with gas-phase monomer PBE0 improves the rms errors for 17O chemical shifts

by another ∼2 ppm.[70]
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Figure 3.6: Errors in predicting 28 experimental 17O chemical shifts for 15 molecular crys-
tals. See Figure 3.4 for a more detailed description of the plot. Data for the ϵ = 1.4 and
No Embedding cases are omitted because their errors are very large.

For the present study, Figure 3.6 shows that the PCM model performs some-

what worse than the self-consistent SCRMP point charge embedding for 17O in a set of 28

chemical shifts for 15 crystals. Nevertheless, the errors with larger dielectrics (e.g. ϵ=25,

78, or 181) are still slightly smaller than what was obtained from the earlier fixed point

charge embedding schemes.[108] In other words, the performance of the PCM-embedded

models for 17O is reasonable, even if it is less accurate than the self-consistently polarized

SCRMP-embedded[105] or monomer-corrected GIPAW [70] models. Unsurprisingly given

the important role of the electrostatic embedding, the 17O chemical shift errors are more

sensitive to the dielectric constant than either carbon or nitrogen chemical shifts are, with

the larger dielectric constants here performing best. In the limit of low dielectric constants,

the errors rise steeply. For example, reducing ϵ from 6.3 to 1.4 doubles the rms error to

23 ppm, and with no embedding (ϵ = 1) it exceeds 80 ppm. These results reiterate how

important embedding environment is for a 1+2-body fragment model to perform reasonably.
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Finally, the PCM-embedded cluster/fragment model improves considerably upon

the PCM-embedded 1+2-body fragment results and gives results that are closer to those

obtained with SCRMP embedding. Explicitly treating the local many-body contributions

with quantum mechanics reduces the sensitivity of the predicted chemical shifts to the

environment. Of the three nuclides considered here, 17O benefits the most from explicit

inclusion of terms beyond 1+2-body.

Overall, these molecular crystal benchmarks show that the electrostatic embedding

treatment can effectively be replaced by a polarizable continuum model. Although the

optimal dielectric for a given system might be difficult to define, the impact of the specific

dielectric constant ranges from small (carbon and nitrogen nuclei) to modest (oxygen).

Moderate or high dielectric constants appear to perform best. Based on the fact that 13C

and 15N chemical shifts are measured far more frequently and accurately than 17O ones,

a dielectric of ϵ=8.9 (dicholoromethane) is adopted for the remainder of the paper. That

value is reasonably consistent with the ∼6–9 range of dielectric constants often cited as

“typical” for proteins.[142, 133, 5]

3.4.3 Indoline Carbanionic Intermediate Bound Within the β-Subunit of

Tryptophan Synthase

Having seen that the PCM-embedded fragment approach can effectively reproduce

both the chemical shieldings from a full-system calculation in piscidin-1 and experimental

chemical shifts in molecular crystals, we now turn to the fragment-based prediction of exper-

imental chemical shifts of the indoline carbanionic intermediate bound within the active site

of the β-subunit of tryptophan synthase. Typtophan synthase catalyzes the last two steps in
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tryptophan biosynthesis and belongs to a class of pyridoxial-5’-phosphate (PLP) enzymes.

PLP dependent enzymes carry out vital biochemistry such as racemization, transamination,

decarboxylation, elimination, and substitution reactions.[245, 114, 38] Detailed mechanisms

of PLP enzymes like tryptophan synthase are incompletely understood at the atomic level

and have been the subject of considerable study.[246, 169]

The NMR chemical shifts in the tryptophan synthase active site are considerably

more challenging to model with the fragment approach than those examined in the sec-

tions above. The enzyme has far more tertiary structure than piscidin-1, meaning that

the substrate is deeply embedded in a three-dimensional protein environment. It also is

highly charged, including a −4 net charge on the substrate. Intermolecular interactions

stabilize those substrate charges in the full system, but their presence can be problematic

in individual fragment calculations that omit most of the environment unless appropriate

electrostatic embedding is employed.
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Figure 3.7: Indoline carbanionic System from PDB-ID 3PR2, showing (a) indoline-protein
cluster model used to study this system and (b) the isotopically labeled sites in the substrate
for which experimental chemical shifts have been measured (colored circles).

Following prior work,[136, 35] this system is modeled here via a finite cluster

model consisting of the indoline quininoid intermediate substrate and ∼7 Å of surrounding

protein (Figure 3.7a). The cluster model also includes seven explicit crystallographic water

molecules and a sodium cation. The specific cluster geometry was taken directly from

Ref [35]. That study reports 13 isotopically labeled 13-C, 15-N, and 17-O chemical shifts

in the indoline carbanionic substrate (Figure 3.7b).

The present study compares the chemical shifts predicted for the substrate in the

entire 612-atom cluster against those obtained from the PCM-embedded fragment approach.

Two different protein fragmentation schemes are compared. The first scheme performs

highly aggressive fragmentation, cutting the protein environment into fragments consisting

of just one amino acid each (cleaved at the Cα-C′ single bond). The substrate has 48 atoms,

and the median and maximum dimer sizes in this scheme are 61 and 87 atoms, respectively.
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The second scheme employs larger, more chemically appealing fragments obtained largely

from the peptide fragments that were naturally created when extracting the cluster model

from the full protein. New covalent cuts were made only for the largest peptide fragments.

In this second scheme, the median dimer fragment has 79 atoms, and largest dimer fragment

contains 133 atoms (substrate plus an 8-amino acid peptide). Figure S1 shows the fragments

used in this second scheme. In both fragmentation schemes, the explicit water molecules

and Na+ ion were grouped into a single fragment for convenience. It should be noted that

the use of PCM embedding is compatible with the explicit inclusion of chemically important

solvent molecules.

Table 3.1 reports the key experimental and predicted chemical shifts for the indo-

line carbanionic intermediate. Chemical shieldings for the PCM-embedded fragment meth-

ods were converted to chemical shifts using the corresponding 1+2-body fragment linear re-

gression parameters obtained from the molecular crystal systems above (Section 3.4.2). For

comparison purposes, predicted chemical shifts are also reported for the full cluster without

fragmentation or embedding, matching how this system was modeled previously.[136, 35]

Those values were referenced using the cluster/fragment scaling parameters reported in

ref [108].

The two-site proton exchange model described in Section 3.3.2 was employed to

represent the final chemical shifts of this system as a weighted average of the protonated

Schiff base nitrogen and protonated phenolic oxygen structures. See ref [35] for details. In

each case, the optimal mixing ratio of the two structures that minimizes the value of the

reduced χ2
r statistic was found. The optimal mixing ratio varies little across the different
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models, ranging from 70-77% phenolic oxygen (and 23–30% Schiff base nitrogen). These

variations do not alter the picture of the system being dominated by the phenolic oxygen

form. The χ2
r statistic was computed as,

χ2
r =

1

N

∑
i

(δpredi − δexpti )2

s2i
(3.11)

where N is the degrees of freedom (12 for the two-site models, due to 13 measured shifts

and 1 fitted parameter). The denominator s2i corresponds to the expected root-mean-square

error for the given model for each nucleus, as taken from the molecular crystal benchmarks

above. For example, for the 1+2-body fragment approach with ϵ = 8.9 dielectric, si = 1.18

ppm for 13C, 3.95 ppm for 15N, and 10.77 ppm for 17O, as reported in Figures 3.4–3.6. The

χ2 statistic effectively normalizes for the fact that errors relative to experiment are typically

largest for oxygen, intermediate for nitrogen, and smallest for 13C chemical shifts.
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Chemical Shift Errors vs. Experiment
Single Amino Acid Fragments Larger Fragments Full Expt.

ϵ=181.6 ϵ=78.4 ϵ=24.9 ϵ=8.9 ϵ=8.9 Cluster (ref [35])

PLP C2 -3.5 -3.4 -3.5 -3.4 -1.5 -0.1 145.4
PLP C2′ 2.1 2.1 2.1 2.2 2.4 2.8 17.0
PLP C3 -2.0 -1.8 -1.7 -1.3 -1.1 -0.6 154.1
Serine Cα 0.4 0.3 0.0 -0.4 -0.3 -0.5 103.5
Serine C′ -2.3 -2.1 -2.2 -2.1 -1.7 -2.4 173.0
Serine Cβ -2.9 -2.9 -2.9 -2.8 -3.0 -3.1 54.1
Indoline C2 -1.1 -1.1 -1.2 -1.1 -1.0 -0.1 50.5
Indoline C3 0.8 0.9 0.9 1.1 1.1 -1.9 28.5

PLP N1 -1.7 -1.9 -1.3 0.0 2.4 0.1 265.0
Schiff Base N -5.4 -5.6 -5.0 -3.2 2.4 0.6 296.0
Indoline N1 -6.1 -5.8 -4.9 -4.0 -5.3 -1.1 83.5

Serine O1 19.1 21.8 18.5 23.7 10.8 8.1 243.0
Serine O2 20.8 19.9 17.0 12.3 -0.6 -8.6 233.0

13C rms error 2.1 2.1 2.1 2.0 1.8 1.7
15N rms error 4.8 4.8 4.1 3.0 1.0 3.6
17O rms error 20.0 20.9 17.7 18.9 8.4 7.6
χ2
r (two-site) 3.15 3.26 2.92 2.63 1.66 1.26

% Phenolic Oxygen 70% 70% 70% 71% 73% 77%

Table 3.1: Errors in the PBE0 chemical shifts (ppm) computed for the full cluster and
those from the PCM-embedded 2-body fragment approach relative to experiment. Fragment
calculations were performed using either single amino acid fragments in various dielectrics
or larger fragments and ϵ = 8.9. The reduced χ2

r statistic for the chemical shift errors is
reported for each case for the optimal mixture of phenolic oxygen and Schiff base nitrogen.

Several features can be observed in the predicted shifts reported in Table 3.1.

For the aggressive partitioning with single amino acid fragments, the predicted chemical

shifts are again only modestly sensitive to the dielectric constant. The best agreement with

experiment and smallest χ2
r of 2.63 is obtained with ϵ = 8.9. However, the mean-absolute

change in chemical shifts from ϵ = 181 to ϵ = 8.9 is only 0.3 ppm for carbon, a moderate

2.0 ppm for nitrogen, and a somewhat larger 6.6 ppm for oxygen. This sensitivity to the

dielectric constant is larger than what was seen for the molecular crystals, but it is still

probably reasonable given the smaller numbers of shifts behind these statistics (especially

for nitrogen and oxygen) and the highly charged nature of this system. On the other hand,
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the chemical shifts from this aggressive fragmentation model differ appreciably from the full

cluster results, with mean absolute differences of 1.1 ppm for carbon, 2.3 ppm for nitrogen,

and 18.3 ppm for oxygen for the ϵ = 8.9 dielectric. The errors relative to experiment are

also somewhat worse than those obtained for the full cluster, especially for oxygen. The χ2
r

statistics are correspondingly larger, with values ranging 2.6–3.3. For the twelve degrees

of freedom here, models with a χ2
r ≥ 1.75 can be ruled out with 95% confidence. In other

words, the errors introduced by fragmenting the protein down to single amino acids are

large enough to impact the agreement with experiment meaningfully.

On the other hand, using larger fragments and the same ϵ = 8.9 that worked well

for the molecular crystals and the aggressive fragmentation of this current system reduces

several of the largest errors versus experiment (PLP C2 and the two serine oxygens) that

occur when the smaller fragments are used. In particular, the improvements for the oxygen

chemical shifts reduce the χ2
r statistic considerably to 1.66. This χ2

r value indicates that the

model chemical shifts are consistent with experiment at the 95% confidence level. The errors

for the fragmented model are still larger than those obtained with the full cluster model,

particularly for nitrogen, but this is a trade off for the considerably lower computational

cost of the fragment approach.

Overall, the results suggest that the PCM-embedded fragment approach provides

sufficient accuracy to be useful in NMR crystallography applications for challenging protein

systems like this as long as reasonably large fragments are used (several amino acids each).

Previous studies of intermediates bound in the active site of tryptophan synthase found that

many structure candidates have large χ2
r ≫ 10.[136, 35]. On that scale, the errors introduced
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by fragmentation would be small enough to allow elimination of a significant number of

candidate structures. One could, for example, use the fragment approach as an inexpensive

initial screening tool for considering large numbers of structures before performing more

accurate and expensive chemical shift predictions on the best candidates using larger cluster

models. Furthermore, the fragment approach might also enable including more or all of the

entire protein environment, instead of just the several Ångstrom cluster around the active

site used here.

3.5 Conclusions

Chemical shift prediction in condensed-phase systems can be accelerated via elec-

trostatically embedded fragmentation schemes. The present work demonstrates that a PCM

can provide a simple embedding strategy that is readily available in many electronic struc-

ture software packages. The performance of the PCM embedding approach was demon-

strated here for systems ranging from molecular crystals to biomolecules. It was found to

perform on par with self-consistent charge embedding schemes like SCRMP in molecular

crystals, while also being effective in the charged protein environments. The accuracy of

the predicted chemical shifts is rather insensitive to the specific dielectric constant chosen,

thereby avoiding concerns about picking the appropriate dielectric for the system at hand.

A dielectric environment consistent with dichloromethane (ϵ = 8.9) generally appears to

perform well, though only very small dielectrics become problematic.

Even if one has concerns about the errors introduced by fragmentation in challeng-

ing systems such as the tryptophan synthase one considered here, the fragment approach
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could still be used as a very effective screening model for ruling out candidate structures

whose chemical shifts disagree markedly with experiment. Finally, the fact that the same

model can be used on both molecular crystals and biomolecules is advantageous. Chemical

shift referencing regressions can be fitted based on the well-characterized and (mostly) static

molecular crystal structures which are completely distinct from the biomolecular systems.

Those regressions can then be applied to reference the chemical shifts in more complicated

and dynamic biomolecules.

We have now shown methods that can routinely predict chemical shifts with very

good agreement compared to experiment, via fragment and planewave methods. We are now

in a position to explore techniques which can expedite these calculations. In the following

chapter, we discuss some of the mathematical foundations of machine learning, a powerful

technique which can act as a surrogate model to quantum chemistry calculations, with an

emphasis on NMR chemical shift prediction. We discuss the some of the general principles

of machine learning as well give a prospective on the field.
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Chapter 4

Machine Learning

Machine learning (ML) is a subfield of artificial intelligence that creates a surrogate

model to make predictions or decisions based on a representative set of training data. The

simplest machine learning model one can construct is a linear regression: given known x

and y values that seem to follow linearity, we can create a model with 2 parameters – the

slope and y-intercept. However, we wish to model complicated phenomena with highly

non-linear behavior. Here, the goal is bypass the computational burden of solving the

Schrödinger equation by using ML. The overall ML workflow is depicted in figure 4.1.

Figure 4.1: Cartoon of ML workflow. The structure is converted to an input descriptor,
from there it is “fed” into the ML model and based on the training will output the predicted
values.
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4.1 A Pedagogical Workflow for Machine Learning

This section outline some key pragmatic questions for the chemist who wishes to

embark on developing a machine learning solution. They are designed for the non-specialist

and intend to be a rough template for designing a ML project.

4.1.1 Are There Other Simpler Solutions Than ML? Is the Current ML

Model Good Enough?

It is quite vogue for one to create a ML solution when the current state-of-the-art works

well or the task at hand is not computationally expensive. This first question highlights a

simple step that many practitioners often ignore due to oversight or profits. For example,

a societally important task is the recidivism risk prediction tool to allocate bail amounts.

While there are complex ML models that allocate bail based on a huge number of input

factors, [29] a simple model with 4 if/then statements has been shown to work equally as

well. [244] While not directly related to physical sciences, this simple example highlights

how one can over-engineer a solution (e.g. fit a million parameters to the equation of a

line). Thus, one must carry out their due diligence to ensure that ML is a worthy endeavor

to even start.

The second question is more subjective dependent on the level of accuracy needed.

If one is trying to quickly gauge the energy differences of small molecules, existing ML

potentials like ANI or SchNet will work just fine. [220, 208] But if one is trying to calculate

kJ/mol accuracy on a molecular crystal dataset, then more care will be needed.
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4.1.2 What Data is Currently Available for the Prediction Task? Is the

Dataset Representative?

Broadly speaking, when ML research in chemistry began to take off (circa 2014), sharing

data was not popular. Nowadays, sharing large datasets between research groups is the norm

due to changes in best practices and a healthy amount of skepticism. There are plenty of re-

sources for quantum chemistry data through MolSSI (https://qcarchive.molssi.org/),

community maintained websites (http://quantum-machine.org/datasets/), larger ML

competitions (https://paperswithcode.com/dataset/ogb-lsc), and national labs (https:

//materialsproject.org/). [219, 125, 244] These resources represent just the surface of

large dataset repositories and are good starting points for properly labelled structures with

properties (e.g. energies, HOMO-LUMO gaps, dipole, etc.) one would study with quan-

tum chemistry. In addition, the next latest and greatest ML papers are often posted on

https://arxiv.org/ with code and/or data year(s) before publication due to the peer

review process. An exhaustive search for representative ML data will save one much frus-

tration, computer time, and human time for data processing. One can only imagine how

large datasets will reach in the future at the time of this writing. For best practices in

sharing data, see this excellent publication by Walsh, Isayev, and friends. [6]

Representative, high-quality data is the most important ingredient in your ML

recipe. For example, ref. [269] created a ML model with two freely available datasets for 1H

chemical shift prediction (see figure 3 in the paper). The more sanitized dataset, SHIFTX,

is only one-tenth the size of the second dataset, RefDB, but training both (independently)

yielded the same out-of-sample prediction accuracy. Thus, double-checking if the data is
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clean is a worthwhile step especially if one hasn’t curated the data themselves. This step

can be painful, but section 4.1.4 outlines some anecdotal tips for data sanitization.

4.1.3 How Does One Construct a Dataset?

Unfortunately, there will be instances where the data is not readily available and one has

to construct a dataset for this new ML task. One consideration is the computational

“allowance” available to construct a dataset. For example, ref. [226] wanted to create a ML

model to predict CCSD quality energies, but the calculations to create a reliable database

would be too computationally expensive to curate. Some simple benchmarking to calculate

the number of structures at a desired level of theory will help at this stage. Properly

creating a dataset also depends on the type of chemistries one wishes to model later down

the line. One cannot train a ML model solely on aliphatic hydrocarbons and expect great

performance on aromatic rings. Thus properly data sampling can be broken down to two

steps: 1) Use an existing input descriptor to quantify the relationship between structures.

2) A sampling algorithm for each data point.

Input Descriptors

An input descriptor (sometimes called features) is a mathematical description of

the molecular structure (local or periodic) to compare points across chemical space. Here,

we define chemical space to be some abstract hyper-dimensional surface that contains all

possible structures as well as their changes in geometries with respect to some coordinate,

such as the energy. Similar to the EXC in DFT, an exact input descriptor is not known and

all descriptors make some approximations. The basic premise of each descriptor is as follows:
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each molecular geometry should have a unique mathematical representation in

which the ML model should be able to tease apart. Creating an input descriptor is an

active field of research in ML for quantum chemistry. There are several excellent literature

reviews which benchmark various precedents and describes the design principles a descriptor

should contain. [137, 56, 193] In short, an ideal input descriptor should be translationally

and rotationally invariant so as not to introduce degeneracies into the training procedure.

In our work, we use the AEV, a modified version of atom-centered symmetry functions,

due to its popularity in the ANI neural network potential papers. [220, 226, 61, 275]

The mathematical details are worked out in section 5.2.2, but the graphical description in

figure 4.2 highlights how changes in geometry for the same molecular structure are reflected

in the input descriptor. Do not forget that the input descriptor is not the molecule, but

rather some lower dimensional projection which is not exact. Thus, some input descriptors

perform better for certain tasks than others and benchmarking may be needed. Now that

we have some way to characterize whether two structures are mathematically similar, we

can now properly sample.

Sampling Chemical Space

This section will focus on static data sampling, rather than dynamic (also known as active

learning) data sampling. The premise between the two is quite simple, we construct the

dataset based on sampling the dataset once (static) vs. continuously sampling and updating

the dataset/ML model (active learning). For an excellent example on active learning, see

the trial-by-committee paper [224] or this primer in nature computational materials. [30]
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Figure 4.2: Sample AEV (input descriptor) for oxygen in two different geometries of water.
While they have the same stochiometry, the change in the bond angle is reflected in changes
in the input descriptor.

Ultimately, sampling will depend on how one will test the data. A straightforward

sampling scheme is to access a dataset repository (such as one of the ones listed above) and

search for structures that match the desired criteria. From there, one can use an input

descriptor to label each structure and compare similarities. For example, in the ShiftML

paper, the authors accessed the Cambridge Structural Database and found 61 thousand

structures that met their critera. [177] They then carried out furthest point sampling to

select 2000 structures for their training dataset and the test dataset was then a random

sample of the remaining structures. In another example, the authors of ref. [250] trained

on the GDB(N=1-8) set and tested on a smaller sample of the GDB17, with the idea that

a properly trained ML model should transfer to larger structures. While in principle this

could work, it would have been even better if the authors created one large dataset with
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a good mix of GDB(N=1-8) through GDB17 and then finally tested on a “holdout” set.

Ultimately, there are many ways to sample, but using an input descriptor to help narrow

down your search is recommended.

After careful curation, it is time to create the train/validation/test split. Anec-

dotally, this is usually set to 0.80/0.05/0.15 in the ML literature. The train set is used

solely to train the model, the best errors on the validation set will be used indentify the

best performing model, and finally the test set (or “holdout“ data) evaluates the final

performance. Ideally, the validation and test errors should be similar. However, do not

be surprised if the test errors are much larger. The train/validation/test step is usually

automated through another external package, but do not forget to fix the random seed if

one wishes to directly compare the effect of training size.

4.1.4 What is Wrong With my own Dataset?

ML datasets become large very fast! It is unreasonable to spot check every input and

output. Thus, here are some key tips to make sure that your ML model is performing

poorly due to the model and not some silly mistake in processing.

• If your ML model fails spectacularly, start with this step. The order of files and values

must be kept consistent. Some processing tools and scripting may reorder and cause

a huge mess.

• Plot the range of target values. This may reveal an outlier or a specific region that is

problematic.
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• Plot the range of predicted values from the ML model. A constant line indicates

that you do not have sufficient amounts of data or the ML model is not powerful

enough to discriminate between data points. Make sure you try other ML models or

hyperparamaters to make sure it’s not the former.

• Double check files from repositories. They are usually well maintained, but in some

instances there may be errors.

• Use packages that maintain database files like pandas (https://pandas.pydata.

org/). [176] Pandas has integration with other popular ML software and store data

in a compressed format.

• Lastly, backup data to an external drive and an external computer. This is for a

disaster scenario, but also allows for ease of use when working on other computers.

4.1.5 How Does One Improve a ML Model?

Improving a ML model could be as simple as changing some hyperparamaters (ex: learn-

ing rate and batch size in neural networks) or trying different input descriptors. However,

it is typically not that simple if one isn’t approaching the desired accuracy with routine

methods. More often than not, one will need to redeploy the ML model of choice through

improvements in model architecture motivated by physics-inspired modifications. We can-

not give specific recommendations to the best performing models since they will be obsolete

by the time this document is published. However, there are plenty of literature references

cited throughout this chapter which outline key precedents.
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A final note which is more philosophical in nature. ML models are a black box,

meaning there is no clear path for interpretability and/or model improvement. If one were

to easily deconstruct the model into its part and it were interpretable by humans from

established rules, did one need the ML model to begin with? Another important question

is how one interprets the ML model. If one were to have a successful model, and then trains

another ML model to decipher the first model, is one truly capturing the correct details?

Or is one simply learning the details of the second ML model? Or even worse, associating

correlation as cause.

4.1.6 Code Resources for ML Packages

Lastly, when this author started ML, there weren’t as many freely available codes. It is

highly recommended for a first ML chemistry project to augment an existing code, rather

than build one from scratch. Now, it is quite easy to find a code that carries out something

similar to what one is trying to achieve. Doing an exhaustive search for data will usually

uncover code for that project. If not, a thorough search on https://github.com/ will

typically be fruitful. Github is the de facto repository for code, and many people will

upload their works in progress. Following code repo’s is like following your favorite artist

for their next album.

For other resources on ML projects, at the time of writing, pytorch (https://

pytorch.org/) is the most popular ML package for neural networks (see section 4.2). There

are many free tutorials on the website and includes a helpful forum. Hands-on training

books are also quite popular, and a worthwhile investment if one wishes to learn even more

details. Overall, there will be no shortage of resources to construct models, but it may seem
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perplexing to even begin. Trying to construct a ML model, and iteratively augmenting it is

much better than reading endlessly and understanding all the details. One will learn much

more along the way than trying to digest all the material all at once.

4.2 Neural Networks

This section outlines the most popular ML solution, neural networks (NNs). NNs

will be used throughout the rest of this work, and have been quite successful in predicting

energies at the DFT-level, but with the computational cost of force field methods. While

the mathematical foundations are also presented, one can skip the gory details if they are

looking for a review of success stories.

4.2.1 Mathematical Formulation of NNs

This section heavily draws on inspiration from ref. [135]. We use artificial neural

networks (NNs) which are based on a collection of connected nodes called neurons that

loosely mimic the neurons in a biological brain. NNs have seen explosive growth in the past

few decades with advancements in natural language processing and image recognition. A

NN has a surprisingly straightforward functional form:

f(x1, ..., xn) = ρ

(
n∑

i=1

xiwi − b

)
(4.1)

where an artificial neuron, x, with weights w, bias b and activation function ρ, similar

to how a neuron “fires” in a brain. While there are numerous activation functions in the

literature, by far the most successful and used throughout this work is the rectifier linear
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Figure 4.3: Plot of rectifier linear unit activation function ρ(x) = max(0, x)

unit (ReLU) activation function (shown in figure 4.3):

ρ(x) = max(0, x) (4.2)

The success of ReLU comes from its simple piecewise linear structure, which has

been shown to be advantageous and performs superior to other more sophisticated activa-

tion functions. The neurons in a neural network have a particular structure composed of

affine linear maps (linear function with a translation). We define the linear transformation

functions Tl of layer l to be:

Tl = W (l)x+ b(l) (4.3)
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where W l and bl are the weight and bias matrices of layer l. We can now formulate the

deep neural network Φ as a collection of these transformations of total depth L:

Φ(x) = TLρ(TL−1ρ(...ρ(T1(x)))) (4.4)

We are now ready to train our NN using the following optimization scheme:

min
(W (l),b(l))

m∑
i=1

L (Φ(W (l),b(l))l
(xi), y

i) + λP ((W (l), b(l))l) (4.5)

where the loss function L determines how close the NN is to the known values y(i) from

the training data. An additional term called a regularizer P controlled by another biasing

parameter λ to avoid overfitting (i.e. inject small amounts of noise to the loss function).

Overall, equation 4.5 tells us we are trying to minimize the loss of the neural network

through the weights of each neuron and the bias of layer l. We use the mean-squared-error

loss function throughout NN trainings to evaluate performance:

L =
1

n

n∑
i=1

(
y(i) − ŷ(i)

)2
(4.6)

where ŷ(i) are the predicted and y(i) are the ground truth values, respectively. The most

common method to optimize neural network parameters is through stochastic gradient de-

scent of small batch sizes. After training, our NN has trained weights and biases with a

similar functional form to equation 4.4:

Φ(W (l),b(l))(x) = TLρ(TL−1ρ(...ρ(T1(x)))) (4.7)

We are finally ready to test our NN through analysis of the following:

Φ(W (l),b(l))(x
(i)) ≈ y(i) (4.8)

where the input descriptors x(i) are then fed into a trained NN Φ(W (l),b(l)), and evaluated to

see if they correspond to the target value y(i). This is figure 4.1 but in mathematical form.
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4.2.2 NNs in Computational Chemistry

The most successful ML model in computational chemistry are NNs. Typically

trained to predict the potential energy, we now routinely see accurate NN potentials rival

force field methods. The previously mentioned ANI papers are by far the largest break-

throughs in predicting energies with chemical accuracy. Other NN potentials come from

Unke and Meuwly called PhysNet. [247] Another success story is rather than learning the

eigenvalues (i.e. energy) one can learn the eigenvectors (ψ). PauliNet achieves just that by

using a deep neural network to obtain the converged wavefunction. [118] Simply googling

NN and computational chemistry will reveal a plethora of examples. Overall, NNs have

shown to be accurate methods for energies. If they work well for predicting energies, they

should also work well in predicting properties of atoms. We will use NNs as a starting point

in the next chapter to predict chemical shifts.

4.3 ∆-Machine Learning

Ideally, a ML model will be able to reasonably predict the target property (e.g.

energy) without too much tinkering. However, in some instances given the size of the data

or sensitivity of the target property, the ML model isn’t performing as desired. ∆-ML makes

this prediction task easier by computing the target value using a less expensive method.

Overall, the learning problem then becomes the following:

ytarget = ycheap + ∆ML (4.9)
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where ∆ML is the correction learned by the ML model. ∆-ML has been used successfully

before by von Lilenfeld and coworkers to correct DFT or semi-empirical methods up to

G4MP2 methods on 5k small molecule structures. Here, they demonstrate that one needs

significantly fewer data points to reach chemical accuracy, and is more transferable. [192].

Another more recent example is from Margraf, where a semi-empirical method (DFTB) is

corrected up to DFT for predicting the crystal structure landscape of molecule XXIII from

the latest blind test. [259] These two papers highlight how ∆-ML is a possible route to

improve prediction accuracy without necessarily having to redesign a ML model or when

data is scarce.

4.4 Gaussian Process Regression

It is quickly worth highlighting that there are other ML models than NNs. Gaus-

sian process regression (GPRs) are another popular technique in computational chemistry

and have been very successfully in creating potentials. GPRs are formally exact (if the

input descriptor is also exact), but suffer from long inference times with large datasets since

the trained model depends on the size of training. See examples of excellent work from von

Lilienfeld, Csáyni, and Ceriotti. [47, 173] For a full review, see ref. [60].

4.5 Graph Neural Networks

In addition to traditional ML approaches, we began to explore state-of-the-art

methods such as graph neural networks (GNNs). Unlike previously defined NN models,

GNNs do not have predefined feature descriptors that are fed into the model. The GNN

94



model learns an appropriate descriptor ‘on-the-fly’ based on the dataset. In some ways, this

is more powerful since the ML model is free from specialist input, and one simply needs

to define the type of graph layers to use. However, a thorough discussion in chapter 6 has

recommendations for using GNNs for molecular crystal structures. In addition, they excel

on large datasets. See ref. [123] on how large these dataset for GNNs can get. Overall, we

define the inner workings, and highlight some success as we embark on trying to use this

models for solid-state NMR chemical shift prediction.

4.5.1 Mathematical Background of GNNs

This section draws heavily from ref. [55]. A graph is a compact data structure

which describes the relations (edges) between entities (nodes). The information stored in

each edge and node are called embeddings. Given a graph, G, and fixing an arbitrary order

for nodes n, we can visualize the connectivity of the graph through the adjacency matrix

(A shown in figure 4.4):
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Graphs are all around us

Graphs are all around us

Graphs

are

all

around

us

Figure 4.4: Example 0 - 1 adjacency matrix using the sentence “Graphs are all around us”
as an example graph. Elements shaded in yellow have values of 1 meaning the row and
column pair are indeed neighbors, while values in dark purple are 0 indicating they are not
adjacent.
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We then define the diagonal degree matrix D of G as:

Dν =
∑
u

Aνu (4.10)

where Aνu denotes the entry in the row corresponding to ν and column u. The degree

of each node represents the number of edges at node ν. The graph Laplacian L is then

defined as the square n × n matrix: L = D − A. The graph Laplacian gets its name from

the Laplacian operator from calculus, and contains similar information to the adjacency

matrix, A. However, L has many interesting properties that can be exploited. We can

build polynomials of L of the form:

pw(L) = w0In + w1L+ w2L
2 + ...+ wdL

d

=
d∑

i=0

wiL
i

(4.11)

where we can just store the vector of coefficients w = [w0, ..., wd].

For simplicity, consider that all the node features of our graph are 1-dimensional.

We can stack all the node features xν to a get a vector x. Once we have the feature vector,

we define the convolution of x as :

x′ = pw(L)x (4.12)

In the simplest case, consider w0 = 1 and all other coefficents are 0, the convolution x′ is x:

x′ = pw(L)x =
d∑

i=0

wiL
ix = w0Inx = x (4.13)
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Consider the case were w1 = 1 for node ν:

x′ν = (Lx)ν = (Lνx)

=
∑
u∈G

Lνuxu

=
∑
u∈G

(Dνu −Aνu)xu

= Dνxν −
∑
u∈G

xu

(4.14)

We see that convolution operation of node ν is combined with the node features of its

immediate neighbors in the graph in the last line of equation 4.14. These convolutions are

the key in GNNs and are seen as the message-passing step. Thus, how does the degree d

of the Laplacian influence the convolution? This is shown in ref. [99]:

distG(ν, u) > i =⇒ Li
νu = 0 (4.15)

which states that if the distance of node v and u on the graph G are more than i hops

away, then the laplacian of that degree is equal to zero. Let’s see apply the convolutions to

a general example

x′ν = (pw(L)x)ν = ((pwL)νx)

=

d∑
i=0

wiL
i
νx

=
d∑

i=0

wi

∑
u∈G

Li
νuxu

=

d∑
i=0

wi

∑
u∈G

distG(ν,u)≤i

Li
νuxu

(4.16)

which shows that convolution of node ν occurs only with nodes u if they are not more than

d hops away. The polynomial filters are localized. The degree of localization is completely

governed by d.
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update function f =

} }fUn

fVn

fEn

Un

Vn

En

Un+1

Vn+1

En+1

Graph Independent Layer

Layer N

Graph in

Layer N+1

Graph Out

Figure 4.5: Schematic of GNN layers. The input graph embeddings undergo a convolution,
and then are fed through a graph independnt layer which updates the embeddings. The
update function is a NN and is passed through many graph independent layers to fully
“learn” the descriptor.

We now can carry out convolutions on a generic graph G, and copy the embeddings

through a NN. This is schematically shown in figure 4.5. In this work, we consider two main

classes of graph layers. We initialize our embeddings through the following:

h(0)ν = xν (4.17)

And then update embeddings via the following update schemes. The convolutional form:

h(k)ν = f (k)

(
C(k) ·

∑
u h

(k−1)
u

N
+B(k) · h(k−1)

ν

)
(4.18)

The convolutional layer simply takes the average of neighbor inputs (first term in the paren-

thesis of eq. 4.18) and add the embeddings of the previous step (second term in paranthesis)

fed into a NN, f (k). The attentional form has a slightly different formulation:

h(k)ν = f (k)

(
W (k) ·

[∑
u

α(k−1)
νu h(k−1)

u + α(k−1)
νν h(k−1)

ν

])
(4.19)
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Similar to equation 4.18, equation 4.19 also uses the embeddings of the previous step,

but the α
(k−1)
νu are now weighted averages. Ideally, these should work better since there

is more control and a learnable parameter. In general, we will use these graph layers in

combination with dense neural networks for property prediction in chapter 6 for prediction

of NMR chemical shifts in molecular crystals.

4.5.2 GNNs in Computational Chemistry

GNN models are exploding in popularity at the time of this writing. They have

found excellent success in molecules, inorganic solids, catalysts, etc. Here, we highlight

some notable examples for the interested reader to obtain some sense of what is possible

with GNNs.

Molecules

The “pandoras box” of GNNs for quantum chemistry is the landmark paper from Google

brain in 2017. [91] Here, they showed best in class accuracy across the board for properties

like electronic energy, dipole, enthalpy, etc. for the QM9 dataset (contains 134k molecules

consisting of various combinations of CNOF). [191] Improvements to the MPNN scheme

came from Tkatchenko and Müller which used continuous convolutions, rather than just

one. [208] Lastly, these previous models only used 2-body information (pairwise distances).

In principle this should work, but depending on the accuracy and system, higher n-body in-

formation is needed. The directional message-passing papers from Klicpera are an excellent

starting point for understanding how one can incorporate 3-body information. [130]
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Crystals

By far, the largest test have been on inorganic solids rather than molecular crystals. The

crystal graph convolutional neural network paper is an excellent starting point for under-

standing convolutions in large systems. [264]. Other examples include using the previously

defined attention graph layer scheme. [205]. There are also attempts to make these models

even better through regularization and modifications to stack more layers. [92, 175] One can

also use the methods for molecules on crystalline systems if one properly treats the periodic

boundary conditions. See the Open-Catalys-Project github repo as an example of how one

can transform molecular GNN’s for pbc (https://github.com/Open-Catalyst-Project/

ocp). In addition, there are now software solutions to benchmark the most popular GNN

models against each other. [86]

4.6 Conclusion

In the next chapter, we focus on using NNs to rapidly predict chemical shieldings

for small molecules. We then augment the approach to include an inexpensive quantum

mechanical description in addition to the NN, similar to ∆-ML described previously. ∆-

ML shows significant transferability to systems never seen before in its training, and is

2-3 orders of magnitude faster than running the target (i.e. expensive) chemical shielding

calculation. Overall, we show that NN ensembles are the key to reducing errors, and

validating uncertainties.
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Chapter 5

Predicting Density Functional

Theory-Quality Nuclear Magnetic

Resonance Chemical Shifts via

∆-Machine Learning

5.1 Introduction

Nuclear magnetic resonance (NMR) chemical shifts are among the most useful

spectroscopic observables in chemistry. They can be used to characterize molecular species,

perform quantitative analysis, and monitor molecular dynamics. Given the widespread

impact of NMR spectroscopy, there has been a heavy emphasis on NMR chemical shift

prediction through first-principles and density functional theory (DFT)[23, 8, 148, 40, 262,
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261, 13, 151, 134]. Chemical shift predictions can help assign peaks in an experimental

NMR spectrum, refine structures, or even discriminate among multiple plausible struc-

tures. [27, 20] NMR crystallography, the combination of solid-state NMR spectroscopy,

x-ray diffraction, and chemical shift prediction, has proven to be a potent combination in

resolving Ångstrom-resolution crystal structures with applications towards molecular crys-

tals, materials, and biomolecules.[75, 101, 169, 156, 67, 8]

Unfortunately, the computational cost associated with first-principles DFT chem-

ical shift predictions can be significant. This in turn has spawned considerable inter-

est in data-driven empirical and machine learning (ML) models that can be evaluated

several orders of magnitude faster. Such models have been used in biological systems

extensively[265, 3, 170, 162, 100, 212, 214, 215, 132, 46, 154, 48, 80] and in other more

specialized systems such as acrylonitrile copolymers[129] or amorphous silicon oxides.[53]

In all of these examples, the machine learning problem is facilitated by needing to learn

only a relatively narrow subset of chemical space (e.g. proteins are composed of only 20

unique amino acids).

There have also been recent efforts to build more general ML models that can

predict DFT-quality chemical shieldings for any organic molecule. In 2015, Rupp et al [201]

built ML models based on the Coulomb matrix descriptor and kernel ridge regression that

predict DFT chemical shieldings in organic molcules with root-mean-square (rms) accuracy

of 0.42 ppm for 1H and 5.8 ppm for 13C. More recently, the IMPRESSION model based

on kernel ridge regression demonstrated improved rms errors of 0.35 ppm for 1H and 3.9

ppm for 13C.[88] In 2018, Paruzzo et al [177] developed an ML model for solid-state organic
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molecule chemical shieldings based on Gaussian process regression and the smooth overlap

of atomic positions (SOAP) [15] kernel representation of the local atomic environment.

Training on gauge-including projector augmented wave (GIPAW) DFT chemical shieldings

computed for large numbers of organic molecular crystal structures with the PBE functional,

they developed an ML model capable of predicting those PBE shieldings in organic crystals

with rms errors of 0.49 ppm for 1H, 4.3 ppm for 13C, 13.3 ppm for 15N, and 17.7 ppm for

17O. With the exception of hydrogen, these errors in the ML shielding predictions relative

to DFT are 2–3 times larger than what one would expect for the target GIPAW PBE

calculations relative to experiment: 0.33–0.43 ppm for 1H, 1.9–2.2 ppm for 13C, 5.4 ppm for

15N, and 7.2 ppm for 17O.[203, 122, 108] Nevertheless, they showed that the ML chemical

shift predictions could aid discrimination between candidate structures in the context of

NMR crystallography.[177] Liu et al [147] subsequently developed their multi-resolution 3D-

DenseNet convolutional neural network architecture which predicts chemical shifts based

on representations of the electron density around each atom in the system. This approach

led to rms errors in the chemical shieldings that were up to 24% smaller compared to those

in ref [177]: 0.37 for 1H, 3.3 ppm for 13C, 10.2 ppm for 15N, and 15.3 ppm for 17O.

These recent successes emphasize how the highly local nature of the chemical

shielding tensor makes it amenable to machine-learning based on local geometric descriptors

that capture the chemical environment within several Ångstroms from the atom of interest.

At the same time, ample evidence demonstrates that chemical shieldings can be influenced

by surrounding atoms lying 5–8 Å away,[126, 277, 110] outside the range of local atomic

environment descriptors typically used in present-day ML models. Despite the excellent
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progress in ML chemical shielding prediction discussed above, the errors in current state-

of-the-art ML models relative to first-principles DFT remain substantially larger than the

errors between DFT and experiment. The errors introduced by the ML model mimicking

DFT would ideally be considerably smaller than the errors inherent in DFT itself.

The present study improves the performance of the ML chemical shielding predic-

tion and incorporates longer-range interactions via ∆-ML.[192, 71, 14, 211, 143, 256, 239,

273] Specifically, we perform an inexpensive, low-accuracy calculation to obtain an initial

approximate isotropic chemical shielding σcheap and utilize a trained neural network (NN) to

correct it (∆ML) up to the accuracy of a much more demanding, higher-accuracy “target”

chemical shielding prediction, σtarget:

σtarget = σcheap + ∆ML (5.1)

The ∆-ML approach improves the accuracy of the chemical shielding prediction in two ways.

First, by capturing some of the details of how a given atom’s chemical shielding depends

on its specific chemical environment, the ∆-ML approach simplifies the learning problem to

that of learning only the residual correction ∆ML, which hopefully has a smoother functional

form. Second, the inexpensive baseline shielding calculation directly incorporates long-range

quantum mechanical interactions into the final shielding. This contrasts other models[88]

which include large molecules in the ML training sets to capture those effects. The results

presented below will demonstrate how a model trained on small-molecule chemical shieldings

and with a local atomic environment descriptor exhibits improved transferability to larger

molecules when ∆-ML is employed.
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The target chemical shieldings here are obtained at the PBE0/6-311+G(2d,p) level

of theory. In molecular crystal benchmarks against experiment, the hybrid PBE0 functional

and this basis set perform as well as or better than the PBE GIPAW results cited above,

with rms errors of 0.33 ppm for 1H, 1.44 ppm for 13C, 3.86 ppm for 15N, and 7.47 ppm for

17O.[105, 70] We then investigate several potential models for the “cheap” chemical shield-

ings, including the local density approximation functional SVWN,[218, 253] the generalized

gradient approximation (GGA) functional PBE,[182] or the hybrid functional PBE0.[2]

These baseline shieldings will be computed in the minimal STO-3G basis set or the small

double-zeta 6-31G basis set (without polarization functions), neither of which would typi-

cally be considered viable for standalone chemical shielding predictions. Nevertheless, this

work will demonstrate how training a NN to correct such low-cost shieldings can lead to

predictions that mimic the target level of theory with precision that is superior to the ex-

perimental accuracy of the target functional. While it may seem surprising that such small

basis sets would be useful in this context, previous work[110, 109] using locally dense basis

sets[43, 45, 44] has demonstrated that even a simple basis like 6-31G can effectively capture

longer-range contributions to the chemical shielding.

In the end, we demonstrate that while reasonable chemical shielding predictions

can be obtained with ∆-ML corrections to any of these inexpensive functional and basis

set combinations, the best results are obtained for the ∆-ML model based on PBE0/6-31G.

For the gas-phase molecule testing set here containing thousands of molecules with up to

17 heavy atoms, this ∆-ML model predicts the target shieldings with rms errors of 0.11

ppm for 1H, 0.70 ppm for 13C, 1.69 ppm for 15N, and 2.47 ppm 17O. Though the test
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systems here differ from those in earlier studies,[201, 88, 177, 147] these errors are several

times smaller those obtained with the previously reported pure ML models described above.

More importantly, these errors are only a fraction of the aforementioned errors typically

found for DFT versus experiment. We demonstrate this point further by investigating

the performance of this ∆-ML model for predicting solution-phase experimental chemical

shifts for a set of nine pharmaceutical molecules in either DMSO or CDCl3. Because it

involves a first-principles DFT calculation, the computational cost of the ∆-ML approach

is considerably higher than that of pure ML approaches. On the other hand, performing

the DFT calculations at the inexpensive level of theory is still 1–2 orders of magnitude

cheaper than doing so at the target level of theory. Finally, we show how the standard

deviation among the predictions obtained from an ensemble of NN models can be related

to the uncertainty in the predicted chemical shieldings. Overall, the excellent performance

of the models here highlights how ∆-ML-based chemical shielding models can potentially

seamlessly replace much more expensive DFT calculations without sacrificing quantum

mechanical accuracy.

5.2 Computational Details

5.2.1 ML Training and Testing Data

The training, validation, and testing data were aggregated from various sources.

For the training and validation data, a set of all possible small molecules with up to eight

heavy (non-hydrogen) atoms and containing only the elements C, N, and O was obtained

from the ANI-1 data set[222], which uses the GDB11 database[78] as a starting point. The
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minimum-energy geometry for each molecule at the ωB97X/6-31G(d) level of theory was

extracted from the set. After removing six molecules with improper numbers of hydrogen

atoms or unlikely nuclear contacts, 57,456 molecules remained in the trainingvalidation set.

For the testing set, 3780 molecules with 12–17 heavy atoms and containing only the

elements H, C, N, and O were drawn randomly from the GDB17 database.[200] The specific

molecules are listed in the appendix Section C.3. These molecules were initially obtained in

SMILES notation. To convert them to three-dimensional coordinates, RDKit (www.rdkit.

org) was used to saturate the molecules with hydrogen atoms and perform preliminary

MMFF94[98] force field geometry optimizations. Finally, the molecular geometries were

optimized in Gaussian 09[83] at the same ωB97X/6-31G(d) level of theory as the training

molecule set.

NMR chemical shieldings were then computed for every atom in every molecule

in the training and testing sets. In total, the ∼60,000 molecules contain over one million

chemical shieldings (Table 5.1), with a little more than half being 1H, about a third being

13C, 9% being 15N, and 6% being 17O. The target shieldings were computed with the hybrid

PBE0 density functional and the 6-311+G(2d,p) basis set, which has performed well in pre-

vious NMR chemical shift benchmarking studies.[108] The inexpensive chemical shielding

models used in the ∆-ML approach will be discussed in Section 5.2.2. The NMR chemical

shielding calculations used in the machine learning training and testing were performed in

Gaussian 09 using the default “FineGrid,” a pruned 75 radial and 302 Lebedev angular

point integration grid. Sample input files are provided in the appendix Section C.2. Com-

putational timings for the ML workflow are reported using ORCA v4.2.1[171, 172] instead
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of Gaussian due to software licensing restrictions. The ORCA calculations employed den-

sity fitting with the chain-of-spheres approximation (RIJCOSX) for the ωB97X/6-31G(d)

geometry optimization. The density-fitted NMR calculations employed Coulomb and/or

exchange density fitting (RIJ or RIJK) and the appropriate def2/J or def2/JK auxiliary

basis sets[257, 258] for the pure and hybrid functionals. NMR calculations without density

fitting utilized analytic integrals.

Table 5.1: Summary of the numbers of species and atoms of each type in the train-
ing/validation and testing data sets. N refers to the number of heavy (non-hydrogen)
atoms.

Training/Validation Testing
GDB11 (N=1–8) GDB17 (N=12–17)

Molecules 57,456 3,780
C atoms 298,081 44,146
H atoms 496,275 65,524
N atoms 89,010 9,961
O atoms 60,403 7,549

5.2.2 Feature Representation and Neural Network Architecture

Geometric information is encoded in the NN input descriptor via the atomic envi-

ronment vector (AEV)[221]. The AEV builds on the Behler and Parrinello atomic symmetry

functions[17], and it is one of several atomic descriptors[16, 202, 15] that effectively describes

the local chemical environment of an atom in an orientationally invariant manner. The AEV

was chosen as the descriptor based on its success in predicting energies[221] and charges

[216] of small molecules. Other studies using the AEV as the descriptor have predicted the

2-body energy term of the many-body expansion for molecular crystals[159].
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The AEV has been described in detail previously,[221] so we only review the main

features briefly. The 384-element AEV for a given atom i used here consists of 64 radial

and 320 angular elements. The radial AEV elements GR
a,s are given as,

GR
a,s =

all atoms∑
j ̸=i

eη(Rij−Rs)2fC(Rij) (5.2)

where η equals 16 (see ref [221]) and j runs over all other atoms in the system. The species

used here only include H, C, N, and O atoms. The 64 radial AEV elements are indexed by

a and s. The first index a corresponds to the four possible atom types that atom i might

interact with, while the second index s denotes the 16 “bins” corresponding to different

fixed distances Rs from atom i. The set of distances Rs are given in Å by Rs = 0.9 + na0
2 ,

where a0 is the Bohr radius (0.529177 Å) and n ranges 0–15.[221] The use of Gaussian

functions in Eq 5.2 means that an atom j lying distance Rij from the central atom i will

contribute significantly when Rij is similar to Rs. The local cutoff function fC effectively

decreases the weights for more distant atoms, and it is given by,

fC(Rij) =


0.5 ×

(
1 + cos

(
πRij

RC

))
for Rij ≤ RC

0.0 for Rij > RC

(5.3)

Atoms j lying further away than RC = 5.2 Å from central atom i do not contribute to the

AEV.

The 320 angular AEV elements are similarly defined for atoms j and k surrounding

central atom i as,

GAmod
a,b,m,n = 21−ζ

all atoms∑
j,k ̸=i

(1 + cos(θijk − θm))ζ exp

[
−η
(
Rij +Rik

2
−Rn

)2
]
fC(Rij)fC(Rik)

(5.4)
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In this case, there are ten possible pairs of atom types a and b, the central atom may form

an angle with (CC, CH, CN, CO, etc.). The “bins” are now defined in terms of radial (Rn)

and angular (θm) values to probe specific regions of the angular environment. The following

values are used: Rn = (0.90, 1.55, 2.20, 2.85) Å and θm = ( π
16 , 3π

16 , 5π
16 , 7π

16 , 9π
16 , 11π

16 , 13π
16 ,

15π
16 ). The combination of ten atom combinations a and b, four radial bins n, and eight

angular bins m leads to 320 total elements in the angular portion of the AEV. As in the

original AEV work, a radial cutoff RC = 3.5 Å is used for equation 5.4. [227, 221] Given

this set of bins, the normalization constant ζ = 32.

The AEV is computed for each atom in a molecule, summing over all radial atom

pairs (Eq 5.2) and angular triplets (Eq 5.4). It provides a fingerprint for chemical environ-

ment that is fed into the NN for the purpose of predicting the isotropic chemical shielding

or ∆-ML shielding correction. After generating the AEV and isotropic shieldings for each

atom, a pandas[176, 260] dataframe file, separated by atom type, was created for the train-

ing and testing sets.

Separate neural network (NN) models were then trained to predict chemical shield-

ings for each of the four nuclei considered here: 1H, 13C, 15N, and 17O. The NNs were con-

structed using Tensorflow 2.0 [1] and the keras backend version 2.2.4 (www.keras.io). The

NN architecture is depicted in Figure 5.1. The model used for training consists of 1 input

layer containing 384 neurons (equivalent to the size of the AEV descriptor), 3 hidden layers

of 128 neurons each, and 1 output layer consisting of 1 neuron. Each hidden layer neu-

ron used the rectified linear unit (ReLU) activation function. The mean-squared-error loss

function was used for all trainings. Initial testing found similar performance between stan-
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dardized and non-standardized isotropic shielding data for NN training RMSEs. Therefore,

the shielding data was not standardized in the final models for simplicity.

The NNs for each atom type were trained independently using the N=1-8 small-

molecule data set for training and validation. Specifically, for each atom type, a 10-fold

cross-validation scheme was employed in which the training data was divided into ten bins

with approximately equal numbers of data points each. For each of the ten cross-fold fits,

data from one bin was excluded from the fitting process. 10% of the remaining training

data was randomly held as validation data, and NN fitting was performed against the rest.

The validation data was employed to monitor for early stopping to reduce the risk of over-

training. Specifically, the fits were stopped once errors on the validation data set started

increasing and did not drop below their previous best value over 10 subsequent epochs.

See the appendix Section C.8 for training and validation errors. The NN weights from

each cross-fold fit were saved to become a member of the final NN ensemble. As shown in

Figure 5.1, the final ML model prediction is computed as the mean value of the predictions

from each of the 10 cross-fold fits. The standard deviation of those ensemble member

predictions is used to estimate the uncertainties. Ensemble models have been shown to

have better predictive performance than any individual NN model.[225, 221, 227] Once the

cross-validation training was complete, the final ensemble model was tested on molecules

sampled randomly from GDB17. Table 5.1 summarizes the distribution of atom types in

the training/validation and testing sets.

The present work focuses primarily on ∆-ML models, though NN models that

employ the AEV alone, without any ∆-ML contribution, are also trained as a control. The
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Figure 5.1: The basic NN architecture here for a given atom type employs a 384-element
AEV input descriptor for the atom of interest, three hidden layers with 128 neurons each,
and a final output layer consisting of a single neuron. The NN output for the ∆-ML
models represents the correction to the inexpensive shielding value. The final prediction is
computed as the mean value from an ensemble of 10 cross-fold NN fits, and the uncertainty
in the prediction is estimated from the standard deviation among the ensemble member
predictions.

∆-ML NNs were fitted to reproduce the difference between the low-level chemical shielding

and the target PBE0/6-311+G(2d,p) shielding, as shown in equation 5.1. Six different

possible inexpensive chemical shielding model chemistries are considered: the SVWN,[218,

253] PBE,[182] or PBE0[2] density functionals in either the STO-3G or 6-31G basis sets.

These models were chosen to explore the interplay between cost and accuracy in the ∆-ML

approach. Generally speaking, more accurate baseline shielding models will be easier to

correct with the ∆-ML approach, but the greater computational expense will also reduce

the efficiency advantages of the ∆-ML calculation relative to conventional larger basis DFT

calculations.

A hybrid functional like PBE0 generally predicts experimental chemical shifts with

root-mean square errors that are up to 30% smaller than for a GGA like PBE,[105] albeit at

additional computational expense. The SVWN local density approximation requires even

less computational effort than a GGA, but it will also likely provide worse accuracy. The
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minimal STO-3G basis set is too small to make useful chemical shielding predictions on

its own. The more flexible double-zeta 6-31G basis set will improve representation of the

electron density somewhat, but it still lacks polarization functions. Without polarization

functions, 6-31G might perform tolerably for simple hydrocarbons, but that performance

is expected to degrade as more polar functional groups are added or when nuclei such as

15N and 17O are considered. On the other hand, omitting polarization functions from the

6-31G basis set ensures the low-level shielding calculations remain fast. The 6-31G basis

set places only nine basis functions on a carbon atom, compared to five in STO-3G, 15 in

6-31G(d), and 27 in the target 6-311+G(2d,p) basis.

Although the small-basis DFT models are not expected to be accurate on their

own, they should be useful in the ∆-ML context for capturing the long-range contributions

missing from the AEV. For example, the widely used and successful locally dense basis set

approach[43, 45, 44] in chemical shift prediction employs large basis sets on the atoms of

interest, while smaller basis sets are used on more distant atoms. In fact, previous work

has shown that the 6-31G basis can describe long-range contributions to chemical shieldings

well, despite the lack of polarization functions.[109, 110]

Finally, a hyperparameter search was conducted to validate the hyperparameter

choices described above. This search was performed using a Bayesian search algorithm with

Gaussian processes, as implemented in the scikit-optimize package (scikit-optimize.

github.io). Bayesian optimization provides an alternative to the popular grid search

method of hyperparameter optimization when the time to train the model prohibits the

use of an extensive grid search. Hyperparameter searches were performed for the best-
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performing PBE0/6-31G + ∆-ML model. For each optimization, 1, 2, 3, 4, or 5 layers were

used, while the number of neurons per layer varied between either (32, 128) or (128, 500).

These two sets represent networks with relatively few neurons per layer or a larger number

of neurons per layer, respectively. The performance of the neural networks on the training

and testing sets varied by only a few hundredths of a ppm across all the hyperparameter

searches. Thus, the model architecture used here (Figure 5.1) appears to be well-converged

with respect to the hyperparameter choices. See the appendix Section C.6 for more details.

5.2.3 Experimental Structures and Referencing

The machine-learning model is trained to predict either the PBE0/6-311+G(2d,p)

chemical shieldings directly (pure AEV model) or the ∆-ML shielding correction to the

inexpensive shielding values. To compare against experimentally measured chemical shifts,

predicted shieldings σi must be referenced appropriately. Multiple referencing strategies

exist;[148, 23] here we adopt the linear regression approach in which the final chemical shift

δi is given as,

δi = aσi + b (5.5)

where a and b are empirical parameters fitted via linear regression between a set of predicted

chemical shieldings and known experimental chemical shifts. Ideally, the slope a would

equal -1 and the intercept b would correspond to the shielding of the reference compound

(e.g. tetramethylsilane for 13C). In practice, the parameters deviate from these values due

to solvent effects and other inherent approximations present in the shielding prediction

models. The fitted parameters for Eq 5.5 are unique to a specific computational model used
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to generate the chemical shieldings, and new linear regression parameters are generated for

each different nuclide, level of theory, basis set, ML model, and solvent.

Here, linear regression parameters were fitted for two common solvents, DMSO and

CDCl3, using separate data sets of experimental chemical shifts for each. The CDCl3 exper-

imental chemical shift regression parameters were generated using the data set of molecules

and experimental shifts provided by the CHESIRE NMR chemical shift repository[148].

Molecules including atom types other than H, C, N, or O were removed from the regres-

sion data set, which left the 57 structures with 163 experimental 13C chemical shifts listed

in Section S4. For DMSO, 23 species with 45 experimental 13C shifts were curated from

refs [94] and [85]. Details of these experimental data sets are provided in the appendix

Section C.4.

After fitting a chemical shift referencing line for each chemical shielding prediction

model, the regression parameters were used to predict experimental chemical shifts for nine

relatively rigid drug molecules. Rigidity should reduce the chemical shift errors introduced

by neglecting conformational sampling. Initial geometries for the drug molecules were taken

from their crystal structures, as extracted from the Cambridge Structure Database (ref-

erence codes given in parentheses): acetaminophen (HXACAN14), aspirin (ACSALA14),

benzoic acid (BENZAC02), cortisone acetate (ACPRET), estrone (ESTRON11), mefenamic

acid (XYANAC07), nalidixic acid (NALIDX01), nitrofurantoin (LABJON), and trimetho-

prim (AMXBPM12). Experimental 13C chemical shifts measured in either DMSO or CDCl3

were obtained from the National Institute of Advanced Industrial Science and Technology

website (https://sdbs.db.aist.go.jp) and are listed in Section S5. Geometry optimiza-
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tion and chemical shielding calculations for all species was performed at the same levels of

theory as described for the data sets in Section 5.2.1.
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5.3 Results and Discussion

Table 5.2: Summary of RMSE (in ppm) per ∆-ML model separated by atom type for the
small-molecule GDB11 set used to train the models and for the set of larger molecules from
GDB17 used to test the final models. For brevity, only selected density functional/basis
set combinations are shown here for 1H, 15N, and 17O shieldings. a Control mapping the
low-level shieldings onto the target ones via simple linear regression. b Control using only
the AEV descriptor to predict the target shieldings. See the appendix Section C.7 for a full
comparison.

Training: N=1–8 Testing: GDB17
Model No ∆-MLa w/ ∆-ML No ∆-MLa w/ ∆-ML

13C Chemical Shieldings
AEV only (No ∆-ML)b 2.15 4.74

SVWN/STO-3G 9.97 1.34 8.54 2.44
PBE/STO-3G 9.62 1.33 8.20 2.51
PBE0/STO-3G 9.00 1.39 7.18 2.49
SVWN/6-31G 2.99 0.52 3.31 0.93
PBE/6-31G 2.75 0.45 3.01 0.82
PBE0/6-31G 1.77 0.38 1.54 0.70

1H Chemical Shieldings
AEV only (No ∆-ML)b 0.225 0.360

PBE0/STO-3G 0.651 0.110 0.675 0.214
PBE0/6-31G 0.247 0.060 0.23 0.110

15N Chemical Shieldings
AEV only (No ∆-ML)b 4.85 13.86

PBE0/STO-3G 21.65 3.14 20.78 5.79
PBE0/6-31G 5.63 0.84 5.40 1.69

17O Chemical Shieldings
AEV only (No ∆-ML)b 8.09 18.22

PBE0/STO-3G 31.95 4.50 30.01 9.06
PBE0/6-31G 7.1 1.39 6.68 2.47

5.3.1 ∆-ML Performance for 13C Shielding

We begin by examining how the choice of the inexpensive chemical shielding cal-

culation model impacts the performance of the ∆-ML model for predicting 13C chemical

shieldings. The insights gained for 13C chemical shieldings prove transferable to the other
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three nuclides discussed later. All results presented here represent the mean value pre-

dictions obtained from the 10-fold cross-validated NN trainings (Figure 5.1). Table 5.2

summarizes the resulting root-mean-square error (RMSE) for different model combinations

on the small-molecule (N=1–8 heavy atoms) training data and for the larger molecules from

GDB17 that were exclusively used for testing the final models.

First, we examine how well a NN based solely on the AEV performs for predicting

the full 13C chemical shieldings, without any lower-level shielding calculation to correct via

∆-ML. The AEV-only model performs fairly well for the training set, with RMSE of 2.2

ppm, though this performance deteriorates to 4.7 ppm on the GDB17 testing set of larger

molecules. For comparison, previous ML studies reported 13C chemical shielding RMSE

of 3.3–4.9 ppm in small molecules or molecular crystals.[201, 88, 177, 147]. So while the

AEV itself provides a reasonable starting point, achieving quantitative chemical shielding

prediction beyond what has been shown previously clearly requires a better ML model. The

large generalization gap between training and testing data is indicative of over-fitting to the

training data and bodes poorly for how the AEV-only model will perform on unseen data.

The relatively poor transferability of the AEV NN model to larger molecules likely

reflects the local nature of the AEV. The local chemical environment described by the

AEV dominates the physics governing the chemical shielding, but electrostatics/polarization

contributions from the longer-range environment that are ignored by the AEV also impact

the shieldings. Moreover, training the NNs on all possible molecules with up to eight heavy

atoms should provide a representative set of chemical environments within the 5.2 Å AEV

radial distance cutoff, but only a relatively small fraction of the atoms in the training set
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will exhibit significant shielding contributions from longer-range interactions beyond that

cutoff.

The ∆-ML approach approximates those missing longer-range contributions via

the inexpensive chemical shielding calculation on the entire molecule. As shown in Ta-

ble 5.2, the SVWN/STO-3G ∆-ML model training set RMSE of 1.3 ppm already represents

substantial improvement over using the AEV descriptor alone. More importantly, the ∆-

ML model proves considerably more transferable to the larger molecules in the testing data

set, with an RMSE of 2.4 ppm—a generalization gap of only 1.1 ppm. Both the RMSE

values and the generalization gap are about half what was obtained from the AEV alone.

Similar ∆-ML performance is found for PBE/STO-3G and PBE0/STO-3G, with RMSEs of

1.3–1.4 ppm and ∼2.5 ppm for the training and testing sets, respectively. In other words,

increasing the quality of the the density functional has little impact when a minimal basis

set is used.

Switching to the larger 6-31G basis set for the ∆-ML models improves performance

further. SVWN/6-31G already achieves sub-ppm accuracy in reproducing the target shield-

ings in the training set (0.52 ppm), and only a modestly worse error of 0.93 ppm on the

testing set. Moving up Jacob’s ladder of density functionals to GGA and hybrid functionals

further reduces the error by about 0.1 ppm per rung. Not only is the PBE0/6-31G the

best-performing approach here with training and testing errors of 0.38 ppm and 0.70 ppm

respectively, it also exhibits the smallest generalization gap of only 0.32 ppm.

The 0.70 ppm testing set RMSE for the ∆-ML model based on PBE0/6-31G

is particularly noteworthy, since it represents only a fraction of the ∼1.2–1.5 ppm RMS
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errors expected for 13C chemical shift predictions relative to experiment in the best case

scenarios.[105, 70, 248] To our knowledge, the ∆-ML approach here is the first one to predict

DFT chemical shieldings with precision that is considerably better than the accuracy of the

target DFT approach relative to experiment. Earlier ML models exhibit RMSEs that are

up to 2–3 times larger than the accuracy of DFT itself.[147, 177, 201, 88] The trade-off, of

course, is that the ∆-ML models require a small-basis DFT chemical shielding calculation,

which is considerably more expensive than simply evaluating a neural network (though it

is still at least an order of magnitude faster than a first-principles PBE0/6-311+G(2d,p)

calculation).

Deeper insight into the performance of the ∆-ML models can be gained by investi-

gating the difficulty of learning the chemical shieldings. Figure 5.2a plots the kernel density

estimate (KDE) for the distribution of errors in the PBE0/6-31G chemical shieldings before

and after adding the ∆-ML correction as a function of chemical shielding. The highest

density of points lies in the ∼100–175 ppm chemical shielding (not chemical shift) range,

which correlates to aliphatic carbon environments which are described relatively well with

even the simple 6-31G basis set. In contrast, the ∼0–50 ppm shielding region corresponds

to functional groups such as carbonyls and aromatics, for which the omission of polarization

functions is problematic. Indeed, the PBE0/6-31G shielding errors roughly vary linearly

with the target PBE0/6-311+G(2d,p) chemical shieldings. Examining Figure 5.2a, it al-

most seems as if the learning problem could largely be solved using a simple linear regression

scheme instead of a NN.
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As a control experiment to assess how much value the ∆-ML correction provides,

we mapped the small-basis shieldings onto the larger-basis ones via a linear regression. The

resulting RMSEs for all ∆-ML model combinations are listed in the “No ∆-ML” columns

of Table 5.2. For PBE0/6-31G, this simple linear regression gives errors of 1.8 and 1.5

ppm for training and testing sets. While those errors are surprisingly small, they are 2–3

times larger than the PBE0/6-31G ∆-ML model gives. Moreover, the performance of the

PBE0/6-31G-based ∆-ML model is essentially independent of the chemical shielding—the

performance in the aliphatic and carbonyl regions is similar. For the STO-3G model, the

difference between the simple linear regression (7.2-10.0 ppm RMSE) and the ML models

(∼1.8–2.8 ppm) is even more dramatic. The simpler linear mapping performs even worse

than the AEV-only model with no ∆-ML contribution. These results highlight how the NN

is learning the nuanced relationship between atomic environment and the isotropic chemical

shielding. This effect will be even more dramatic when we consider the performance for 15N

and 17O in Section 5.3.2.

In summary, increasing the size of the basis set used in the baseline 13C chemical

shielding model from STO-3G to 6-31G has a large impact on the performance of the ∆-

ML model. Improving the quality of the density functional has a smaller effect (∼0.1–0.2

ppm) on the 13C shieldings, but it may still be worthwhile given the generally low cost of

even a PBE0/6-31G chemical shielding calculation. As will be discussed in Section 5.4.3,

the small basis shielding calculation requires only a small fraction of the computatinal

time required to optimize the geometry, making the cost differences between functionals a

relatively minor factor. Accordingly, the remainder of the paper focuses on the performance
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Figure 5.2: Kernel density estimate plots showing the errors of the inexpensive PBE0/6-31G
and PBE0/6-31G + ∆-ML model shieldings relative to the target PBE0/6-311+G(2d,p)
shieldings versus the target PBE0/6-311+G(2d,p) shieldings for (a) 13C, (b) 1H, (c) 15N
and (d)17O. Darker regions indicate a higher density of data points.
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of the best-performing PBE0/6-31G ∆-ML model for other atom types and for predicting

experimental chemical shifts. However, if the small-basis calculation were to become a

significant bottleneck in a particular application, one could opt for a less expensive density

functional like PBE with little loss in accuracy.

5.3.2 ∆-ML Performance of 1H, 15N, and 17O

The excellent performance of the PBE0/6-31G ∆-ML model in reproducing the

13C target shieldings is now demonstrated for 1H, 15N, and 17O. Table 5.2 summarizes

the key results for these atom types; results for all possible ∆-ML functional and basis

set combinations are provided in the appendix Section C.7. Because the experimental

chemical shift ranges differ considerably for the different nuclei, the error magnitudes will

also vary. Nevertheless, the general trends and relative fidelity of the ML models to the

target PBE0/6-311+G(2d,p) chemical shieldings are similar across all four nuclei.

For 1H, the AEV alone performs reasonably once again, with an RMSE of 0.23

ppm for the training set and 0.36 ppm for the testing set. These errors from the pure AEV

model are similar to the 0.35–0.49 ppm accuracy obtained from previously published ML

models.[147, 177, 88] This error range is also comparable to the expected ∼0.3–0.4 ppm

accuracy for large-basis DFT relative to experiment.[203, 105]

The 1H ∆-ML models perform far better than the AEV alone, especially when

the 6-31G basis is used. For example, ∆-ML based on PBE0/6-31G reproduces the tar-

get shieldings with RMSE of 0.06 ppm and 0.11 ppm for the training and testing sets,

respectively. The generalization gap of ∼0.04–0.05 ppm for the 6-31G ∆-ML models is also

considerably smaller than what is observed for the STO-3G or AEV-only models. Similar

124



to 13C, the KDE plot for 1H in Figure 5.2b shows a fairly linear relationship between the

target PBE0/6-311+G(2d,p) chemical shieldings and the PBE0/6-31G errors relative to

those shieldings. Nevertheless, the ∆-ML model once again performs ∼2–3 times better

than a simple linear regression model that attempts to map the small-basis shieldings onto

the target ones, emphasizing the value of the NN. Overall, these PBE0/6-31G ∆-ML model

errors are small compared to the typical DFT error versus experiment.

Nitrogen and oxygen are more interesting test cases. Several factors potentially

make machine learning of the chemical shieldings for these two nuclei more challenging.

First, 15N and 17O chemical shieldings are more sensitive to their electrostatic environment

compared to 1H and 13C, and their chemical shifts also exhibit broader absolute chemical

shift ranges. Typical errors for PBE0 chemical shifts versus experiment in solid state systems

are ∼4 ppm for 15N and ∼7–8 ppm for 17O, versus ∼1.2–1.5 ppm for 13C.[105, 70] Second,

the molecular data sets used here contain far fewer data samples for 15N and 17O (Table 5.1).

As shown in Figures 5.2c–d, these data samples are also less-uniformly distributed across

the chemical shielding range. For example, most of the training samples for 15N occur

within the 200-215 ppm chemical shielding range (e.g. 1amine functional groups), while the

ones for oxygen are concentrated in the 200-350 ppm shielding range (hydroxyl and ether

groups). Third, Figures 5.2c–d also emphasize the highly non-linear relationships between

the the target shieldings and the errors in the small-basis shieldings, suggesting that the

ML correction to the small-basis shieldings will be particularly important. Simple linear fits

between the small and large-basis PBE0 shieldings perform poorly, with errors of ∼20–30

ppm (Table 5.2).
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Despite these challenges, the 15N and 17O ML model performance follows the same

trends as were seen for 13C and 1H. The AEV alone does not perform especially well, but

considerable improvements are obtained by the ∆-ML models (Table 5.2). The STO-3G ∆-

ML models perform fairly well on the training set, but they generalize poorly to the testing

set, especially for oxygen (RMSE 4.50 ppm for training, but 9.06 ppm for testing). Finally,

the PBE0/6-31G ∆-ML model performs very well, with small RMSEs overall (e.g. testing

set errors of 1.7 ppm for 15N and 2.5 ppm for 17O) and generalization gaps of about 1 ppm

between the training and testing sets. Comparison of the performance of the PBE0/6-31G

with (orange) and without (blue) the ∆-ML correction in Figures 5.2c–d highlights how

effectively the NN learns the correction to the small basis shieldings. These RMSEs for the

PBE0/6-31G ∆-ML models are once again only a small fraction of the typical DFT chemical

shift errors relative to experiment. Overall, comparing to the training set chemical shielding

ranges that span roughly 12 ppm for 1H, 240 ppm for 13C, 560 ppm for 15N, and 850 ppm

for 17O, the testing set RMSEs from Table 5.2 amount to fractional errors of only 0.3%

for 13C, 15N, and 17O, and 1% for 1H. In other words, despite the variations in RMSE for

different nuclei, the ML models are performing similarly well across the nuclei in relative

terms.

In summary, ∆-ML NN corrections to inexpensive PBE0/6-31G chemical shield-

ings can reproduce larger-basis PBE0 shieldings for 13C, 1H, 15N, and 17O with fidelity that

is superior to the expected accuracy of DFT versus experiment. The relationship between

the small- and larger-basis shieldings varies in complexity depending on the nuclide, but

in all cases, the NN learns the correction well. The small generalization gaps between the
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small-molecule training set and larger-molecule testing set suggest that the ∆-ML approach

is effectively capturing the long-range contributions to the chemical shielding that are absent

in the AEV.

5.3.3 Uncertainty Quantification
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Figure 5.3: (a) 2-dimensional kernel density plot showing the distribution of 13C chemical
shielding errors vs the standard deviation Sens in the ensemble prediction for the GDB17
testing data set (44,146 data points) using PBE0/6-31G ∆-ML. Darker shading indicates a
higher density of data points. The histograms on the sides of each axis show the distribution
of data relative to that axis. (b) Curves showing the probability of having an absolute error
less a given amount for different ranges of Sens. For each Sens window, the numbers at the
top of the figure indicate the absolute shielding error for which 95% of predictions will fall
below.

Estimating the uncertainty associated with a given prediction represents one of the

major challenges of machine learning models, but ensemble modeling can help with uncer-

tainty quantification. Here, the final ∆-ML correction is computed as the mean value of the

predictions from ten NNs that were trained as part of a 10-fold cross validation. A neural
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network is unlikely to perform well if the input descriptors fall too far outside the space

spanned by the training data.[71] Disagreement among the members of the ensemble, as

measured by the standard deviation of the individual model predictions, can indicate that

the prediction lies in a region of space that was ill-constrained by the training data. There-

fore, the standard deviation Sens of the ensemble mean can inform about the uncertainty

inherent in the prediction.

Here, we examine how the standard deviation Sens relates to the fidelity of the

prediction to the target DFT chemical shielding in the GDB17 testing data set. Figure 5.3a

plots the distribution of errors in the machine-learning predicted 13C chemical shieldings

(relative to the target PBE0/6-311+G(2d,p) values) versus the standard deviation among

the ensemble members for the testing set. This figure reveals that the shielding errors

generally increase as the standard deviation among the ensemble grows.

For further insight, the data was partitioned into several different windows of

Sens. About 50% of the 44,146 shielding predictions have Sens < 0.25 ppm, 37% have

0.25 < Sens < 0.5 ppm, and 9% have 0.5 < Sens < 0.75 ppm. Only 3% have ensemble

standard deviations 0.75 < Sens < 1.00 ppm, and 2% have Sens > 1. Within each window

of Sens, the distribution of chemical shielding error data points was integrated to determine

the fraction of data points lying within various chosen maximum chemical shielding error

thresholds. Figure 5.3b plots the resulting probability curves. These probability curves

highlight that smaller standard deviations among the predictions within the ensemble are

associated with increased probability of predicting the chemical shielding accurately. For

example, 95% of the predictions with Sens < 0.25 ppm have a shielding error of 1.0 ppm
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or less relative to the target DFT shieldings. If 0.50 < Sens < 0.75 ppm, the probability of

having a larger error in the predicted shielding increases moderately, and 95% of the values

fall within 1.9 ppm of the target shielding. Analogous data for the other three nuclei is

presented in the appendix Section C.7.5.

Given that the subset of GDB17 molecules were randomly chosen and are chem-

ically distinct from the training molecules, these values should provide reasonable general

estimates for the 95% confidence intervals for chemical shielding predictions from the en-

semble model, especially for the smaller values of Sens for which many data points are

present in this set. As noted previously, RMSEs in DFT-predicted 13C chemical shifts rel-

ative to experiment are often found to lie in the ∼1.5–2.5 ppm range, depending on the

context (solid state vs solution phase, etc). The present estimates suggest that, with 95%

confidence, the uncertainty in the machine learning model prediction will be comparable

to or less than the inherent DFT errors when Sens < 1.0 ppm. Caution may be warranted

in interpreting the confidence intervals if Sens is substantially larger than 1.0 due to the

relative sparsity of data in that regime. For example, only 903 of the 44,146 shieldings in

the set have Sens ≥ 1 ppm, and Sens exceeds 2 ppm for only 63 of those.

Finally, it should be emphasized that these uncertainty estimates reflect the un-

certainty in the ML prediction of the DFT chemical shielding, rather than the uncertainty

in the chemical shifts relative to experiment. Nevertheless, these uncertainty estimates can

still be valuable. In a scenario where a predicted chemical shift differs markedly between

theory and experiment, for example, a large Sens might indicate limitations of the ML model
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training data, while a smaller Sens might point to errors stemming from other factors such

as having an incorrect molecular structure or conformation.

5.4 Predicting Experimental Chemical Shifts

Perhaps the most important feature of an ML model for chemical shielding pre-

diction is how well it predicts experimental chemical shifts. In this section, we use the ML

models developed above to predict experimental 13C chemical shifts for small molecules in

two different solvents, from which chemical shift linear regression referencing models are ob-

tained. After assessing the performance of the ML models for predicting the experimental

chemical shifts on these small training sets, we then predict experimental shifts for several

fairly rigid pharmaceutical species which were not present in either the ML or chemical

shielding regression training sets to give insight to the“real-world” performance of the ML

model. Rigidity in these molecules reduces the need for conformational sampling.

Before proceeding, note that DFT chemical shift errors relative to experiment are

typically larger than those found for the solid state. For example, B3LYP/6-311+G(2d,p)

chemical shift errors in a molecular crystal test set obtained an RMSE of 1.5 ppm,[108] while

the same functional and basis set give an RMSE of 3.3 ppm for molecules in solution (when

the solvent environment is neglected).[148, ?] These larger solution-phase errors arise due

to factors such as the neglect of solute-solvent interactions and the greater conformational

dynamics that can occur in solvent compared to the crystalline state. Accordingly, the

errors obtained relative to experiment below for the solution-phase NMR will be larger

than the best-case scenario errors that have been discussed earlier in this study.
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5.4.1 Chemical Shielding Regression Parameters

To reference the predicted 13C chemical shieldings so that they can be compared

against experimental chemical shifts, we perform the commonly-used linear regression refer-

encing approach described in Section 5.2.3. Specifically, a given DFT or ML model is used

to make chemical shielding predictions for a set of small molecules with known 13C experi-

mental chemical shifts. Those predicted chemical shieldings are fitted onto the experimental

shifts via Eq. 5.5. This referencing process is performed here separately for two common

solvents: DMSO and CDCl3. No implicit or explicit solvent environment was including in

any of the chemical shielding calculations. Rather, the present work assumes for simplicity

that the solvent effects on the gas-phase shieldings can be captured in the shift referencing

model. While imperfect, this approach allows a ∆-ML model trained in gas-phase to be

transferable to any desired solvent. All of the DMSO and most of the CDCl3 species were

present in the ML training set. That is not a significant limitation, because the purpose

here is to fit a model for mapping predicted shieldings onto experimentally observable shifts.

The performance of this shielding regression model for molecules outside of the ML training

will be assessed in Section 5.4.2

The CDCl3 training data set (163 experimental 13C shifts) for the chemical shift

referencing is much larger than the DMSO set (44 13C shifts), which means that the DMSO

fitting is therefore probably somewhat less robust. The full set of species and the regression

parameters used are listed in the appendix Section C.4.1 and ??. The neglect of solvent

effects in the shielding calculation may also have a larger impact for chemical shifts in

DMSO, since that solvent is considerably more polar.
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Table 5.3: Root-mean-square errors (ppm) from the linear regressions of predicted shieldings
against experimental chemical shifts for the CDCl3 and DMSO training sets.

CDCl3 (N=163) DMSO (N=44)
Raw +∆-ML Raw +∆-ML

AEV 4.82 2.27
PBE0/STO-3G 11.0 3.01 12.0 2.34
PBE0/6-31G 2.00 1.80 2.12 2.35

PBE0/6-311+G(2d,p) 1.82 2.42

Figure 5.4 plots example regression lines and the error residuals for experimental

chemical shifts using the target PBE0/6-311+G(2d,p) DFT calculations or the PBE0/6-

31G + ∆-ML ones. The shieldings obtained with these two models are so similar that their

corresponding data points and regression lines in the upper panels of Figure 5.4 cannot be

clearly distinguished. The fitted slope and intercept parameters differ by no more than 0.1%

for CDCl3 and 0.3% for DMSO. In fact, using the regression parameters from the PBE0/6-

311+G(2d,p) model for the PBE0/6-31G + ∆-ML shieldings changes the RMSE by less

than 0.01 ppm. Comparison of the residuals in the lower panels and the RMS errors for

each also show the excellent agreement between the two models. Finally, the fitted slopes

deviate from unity by 2.5% or less, which is consistent with the modest level of systematic

error one expects from DFT calculations.[148, 108]

Table 5.3 summarizes the experimental errors for generating the regression param-

eters with and without ∆-ML to evaluate the typical errors relative to experiment. The

AEV alone is insufficient to predict experimental shifts reliably, with an RMSE of 4.8 ppm

in CDCl3. Surprisingly, it performs much better for the DMSO set, with an RMSE of 2.3
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Figure 5.4: Sample linear regressions and absolute values of the residuals for the predicted
chemical shieldings versus experimental chemical shifts in the (a) CDCl3 and (b) DMSO
small molecule sets using either pure PBE0/6-311+G(2d,p) (red) or PBE0/6-31G + ∆-ML
(blue). The data and regression lines for the two models in the upper panels are nearly
indistinguishable.
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Table 5.4: Root-mean-square errors (ppm) from the linear regressions of the “cheap” pre-
dicted shifts versus the PBE0/6-311+G(2d,p) ones after the regression against experiment
has been performed.

CDCl3 (N=163) DMSO (N=44)
Raw +∆-ML Raw +∆-ML

PBE0/STO-3G 10.4 2.10 11.4 0.90
PBE0/6-31G 1.63 0.55 1.25 0.29

ppm that is marginally smaller than the error from larger-basis PBE0/6-311+G(2d,p) or

either of the ∆-ML models.

Next, note that even without any ∆-ML contribution, the PBE0/6-31G model

performs very well. The PBE0/6-31G RMS errors of around 2 ppm relative to experiment

are competitive with the target PBE0/6-311+G(2d,p) calculations alone. This highlights

an important point when discussing the accuracy of the ML models relative to experiment:

the ∆-ML correction makes the small-basis shieldings more faithful to the target level of

theory, but that does not necessarily translate to improved agreement with experiment.

The static structure, gas-phase PBE0/6-311+G(2d,p) chemical shielding calculations have

their own deficiencies which will not be addressed by the ∆-ML correction. To see this,

compare the errors versus experiment in Table 5.3 to those against the target shieldings in

Table 5.4. The latter table shows that the ∆-ML correction reduces the shielding errors

relative to the target PBE0/6-311+G(2d,p) shielding by 3–4 fold, even if this improvement

does not reduce the RMSE relative to experiment.
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Figure 5.5: Comparison of the PBE0/6-31G chemical shifts with and without ∆-ML cor-
rection against the target PBE0/6-311+G(2d,p) ones for the set of drug molecules.

5.4.2 Predicting Experimental Chemical Shifts For Pharmaceutical

Molecules

After establishing regression parameters for DMSO and CDCl3, we then predicted

114 experimental 13C chemical shifts for the nine pharmaceutical molecules which were

not present in any of the earlier training or testing sets. 78 experimental chemical shifts

for acetaminophen, aspirin, estrone, mefanamic acid, nalidixic acid, nitrofurantoin, and

trimethoprim were obtained in DMSO, while 36 shifts in CDCl3 come from aspirin (again),

benzoic acid, and cortisone acetate. The analysis here combines data from both solvents

to establish broad trends. With 10–28 heavy atoms (and up to 59 atoms with hydrogens

included), some of these drug molecules are considerably larger than the ones used in the

earlier training and testing sets, making them a nice test of the “real-world” applicability

of the ML model to solution-phase NMR.
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Figure 5.5 compares the performance of PBE0/6-31G and PBE0/6-31G + ∆-ML

13C chemical shifts against the target PBE0/6-311+G(2d,p) shifts. The ∆-ML correction

reduces the shielding errors considerably, decreasing the RMSE from 1.79 ppm to 0.90

ppm. The top-right panel of Figure 5.5 highlights how the PBE0/6-31G model exhibits the

largest errors for the more polar functional groups which are characterized by larger chemical

shifts, as expected due to the omission of polarization functions in the basis set. The ∆-

ML correction reduces these largest errors, tightening the error distribution appreciably

(bottom-left panel). In other words, the ∆-ML correction is behaving as expected for these

drugs, bringing the small-basis PBE0 shifts into better agreement with the large-basis target

ones.

Using the uncertainty estimates from the GDB17 set in Figure 5.3b, the difference

between the predicted ∆-ML and target shieldings lies within the estimated 95% confidence

intervals for 94.7% of the atoms. For the remaining 5.3% (six atoms), the target shielding

lies only 0.3 ppm or less outside the predicted confidence interval. In other words, the

performance of the ∆-ML model on these drug molecules is consistent with the GDB17

uncertainty estimates described in Section 5.3.3. See the appendix Section C.5.11 for more

details.

Next, Figure 5.6 summarizes the performance of PBE0/6-31G, PBE0/6-31G +

∆-ML, and PBE0/6-311+G(2d,p) relative to experiment for these drugs. Examining the

diagonal panels, we see the RMSEs of these three models vary from 2.3 to 2.8 ppm. With

an RMSE of 2.3 ppm, PBE0/6-311+G(2d,p) exhibits a relatively tight error distribution

around zero with only five errors larger than 5 ppm and a maximum error of 7.9 ppm.
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Figure 5.6: Comparison of the drug molecule experimental shift errors among various mod-
els. Along the diagonal of this plot shows the 13C error histograms for the target PBE0/6-
311+G(2d,p), the baseline PBE0/6-31G, and the ∆-ML -corrected PBE0/6-31G models.
The bottom-left 3 panels compare the kernel density representations (KDE) for each model.
The upper-right panels compare the error residuals for each model sorted by descending ex-
perimental chemical shifts (left to right).

PBE0/6-31G has an RMSE of 2.8 and shows a somewhat similar error distribution, albeit

with nine errors exceeding 5 ppm and a maximum error of 9.0 ppm. The ∆-ML correction

modestly reduces the PBE0/6-31G RMSE to 2.6 ppm, exhibits seven errors greater than

5 ppm, and decreases the maximum error to 7.4 ppm. In other words, the ∆-ML model

results are more similar to the PBE0/6-311+G(2d,p) results.

Sorting the errors by chemical shift (three top-right panels of Figure 5.6) shows

some of the same trends as were observed in Figure 5.5. PBE0/6-31G generally exhibits

larger errors relative to experiment for larger chemical shifts, which again reflects the in-
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adequacies of that basis set for describing carbonyl functional groups and aromatic carbon

environments. The errors exhibited by the target PBE0/6-311+G(2d,p) model are some-

what more uniform across the chemical shift range, and the PBE0/6-31G + ∆-ML model

mimics this better behavior (top-right panel). For experimental chemical shifts greater than

150 ppm, for example, the PBE0/6-31G model gives an RMSE of 4.0 ppm, compared to

2.8–2.9 ppm for PBE0/6-311+G(2d,p) and the PBE0/6-31G + ∆-ML model.

Overall, the ∆-ML model predicts experimental 13C chemical shifts with accuracy

approaching that of the target PBE0/6-311+G(2d,p) model. The 0.9 ppm RMSE errors

introduced to the shieldings by the ML model are relatively small and are not strongly

correlated with the DFT errors versus experiment, such that the ML model increases the

overall RMSE versus experiment by a mere 0.3 ppm. It is surprising how well the baseline

PBE0/6-31G chemical shifts perform relative to experiment, even without any ML contri-

bution. The evidence presented in Table 5.4 and Figure 5.5 highlight how much the ∆-ML

correction improves the low-cost shieldings relative to the target one. Accordingly, the

good performance of PBE0/6-31G likely reflects some fortuitous error cancellation for the

PBE0/6-31G model due to inadequacies of the target model relative to experiment (such as

the neglect of solvent and dynamics) and the nearly linear variation of its errors with respect

to the carbon chemical shielding environment (Figure 5.2). Given the highly non-linear re-

lationships between the PBE0/6-31G and target shieldings for 15N or 17O in Figure 5.2, one

would expect much greater differences in the experimental accuracy of PBE0/6-31G with

and without the ∆-ML correction for those nuclei.
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5.4.3 Computational Timings

Finally, to give some perspective on the computational costs of the ∆-ML models,

Table 5.5 summarizes single-core wall timings in Orca for the geometry optimization and

subsequent NMR shielding calculation on five of the drug molecules studied above. Density-

fitting algorithms were used throughout, except for the values listed in parentheses. Timings

with the SVWN functional are not shown in the table, but they are about 10% faster than

the PBE ones on average. Timings for evaluating the AEV and NN ensemble are also

not shown explicitly, since they require only hundredths of a second per molecule once the

software libraries have been loaded into memory, or less than two seconds each if library

loading is included.

In the traditional scheme of geometry optimization with ωB97X/6-31G(d) followed

by a PBE0/6-311+G(2d,p) NMR chemical shielding calculation, the NMR calculation con-

stitutes about a third of the computational time, while the geometry optimization occupies

the other two-thirds. Using the small-basis ∆-ML models reduces the cost of the NMR

calculation by 1–2 orders of magnitude, such that the NMR calculation constitutes no more

than a few percent of the geometry optimization time.

The discussion above focused primarily on ∆-ML using PBE0/6-31G shieldings.

Without density fitting algorithms (as was done in the Gaussian calculations used to gen-

erate the results above), the PBE0 functional costs only about 30% more than PBE, po-

tentially making the minor accuracy gains of PBE0/6-31G ∆-ML worthwhile. With den-

sity fitting, PBE/6-31G shielding calculations become 4–5 times faster than PBE0/6-31G,

in which case the minor loss in accuracy of the ∆-ML model (Table 5.2) is arguably out-
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Geom Opt NMR Shielding calculation
ωB97X PBE0 PBE0 PBE PBE0 PBE

Species 6-31G(d) 6-311+G(2d,p) 6-31G 6-31G STO-3G STO-3G

Acetaminophen (C8H9NO2) 19.8 6.0 (61.1) 0.7 (2.1) 0.2 (1.8) 0.3 0.2
Aspirin (C9H8O4) 20.0 11.2 (106) 1.0 (4.0) 0.3 (3.2) 0.4 0.2
Nitrofurantoin (C8H6N4O5) 32.2 18.7 (165) 1.8 (4.8) 0.4 (3.6) 0.6 0.3
Nalidixic Acid (C12H12N2O3) 38.8 28.4 (257) 2.3 (7.6) 0.6 (5.8) 0.9 0.4
Cortisone Acetate (C23H30O6) 461 205 (1540) 14.2 (39.0) 2.1 (28.4) 4.8 1.3

Mean ∆-ML NMR Savings Factor 11 (33) 50 (42) 31 80

Table 5.5: Timings (in minutes) for the ωB97X/6-31G(d) geometry optimization and sub-
sequent NMR chemical shielding calculations with several different model chemistries in
Orca. Most timings utilized density fitting algorithms, though select timings without den-
sity fitting are given in parentheses. All timings utilized a single AMD EPYC 7282 core
with 4 GB RAM and a solid-state hard disk.

weighed by the computational savings. On the other hand, the cost of either ∆-ML shielding

calculation is trivial compared to the geometry optimization. In the end, the most appro-

priate low-cost ∆-ML shielding calculation will depend on the application: When obtaining

the geometry represents the computational bottleneck, the more accurate ∆-ML models

are probably worthwhile given the small marginal cost. Alternatively, if one were sampling

many structures along a molecular dynamics trajectory or looking at very large systems,

the less-expensive ∆-ML models become more attractive.

5.5 Conclusion

We have developed ∆-ML models using various combinations of density function-

als and basis sets to predict isotropic chemical shieldings quickly. We first assessed the

performance ∆-ML models for 13C data sets to establish trends regarding the roles of the

functional and basis set. The ∆-ML-corrected PBE0/6-31G model proved to be the best-

performing model of the six combinations tested to predict PBE0/6-311+G(2d,p) shieldings,
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though several other ∆-ML models tested performed only slightly worse. The PBE0/6-31G

+ ∆-ML model performs well across all four nuclei tested, including the highly non-linear

learning cases of 15N and 17O. These errors are several-fold smaller than both what has

been obtained previously in the literature using pure ML models and and are a fraction of

the errors expected for the target DFT model relative to experiment.

Using the PBE0/6-31G ∆-ML models, we showed that uncertainty quantification

is possible from the ensemble of predicted chemical shieldings. Specifically, larger standard

deviations among the ensemble members are associated with greater uncertainty in the

shielding predictions. Such uncertainty quantification could be useful for interpreting the

level of agreement or disagreement between the ∆-ML-predicted shieldings and experimental

shifts.

As a final test, we evaluated the accuracy of predicted 13C chemical shifts to

known experimental shifts. We first employed experimental chemical shifts in a set of small

molecules to develop regression parameters that convert our predicted chemical shieldings

to experimental chemical shifts in DMSO and CDCl3. We then used these parameters to

predict chemical shifts for a set of rigid pharmaceutical molecules with RMSE that are

almost as good as those of the target DFT predictions. Despite the potential inadequacies

associated with our target gas-phase PBE0/6-311+G(2d,p) model for predicting experimen-

tal chemical shifts, we demonstrate that the lower-cost ∆-ML approach predicts shifts with

accuracy that is only marginally worse. In other words, the ∆-ML model does exactly what

it is trained for, which is to improve the “cheap” shielding calculation relative to the target

level of theory.
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The low-cost and particularly high fidelity of the ∆-ML chemical shieldings to the

DFT ones open a number of potentially interesting opportunities for the future. For exam-

ple, dynamical averaging of chemical shifts and explicit treatment of local solvent effects are

known to be important in many NMR problems, and the ∆-ML approach could potentially

be used for inexpensively averaging over snapshots from a molecular dynamics trajectory

without sacrificing DFT-accuracy. The accurate ∆-ML models here also potentially expand

the role for NMR-aided geometry optimizations that combine energy and chemical shift data

to solve structures directly, circumventing the traditional trial-and-error process of gener-

ating candidate structures, computing shifts, and assessing agreement with experiment.

Effective approaches will require cheap chemical shielding predictions that don’t sacrifice

quantum mechanical accuracy, such as the ∆-ML approach here. It remains to be seen how

much additional training data would be required for the NNs to learn how to predict chem-

ical shieldings for non-equilibrium structures, though the use of ∆-ML could potentially

simplify the process by capturing a substantial fraction of the geometry-dependent varia-

tions in the low-cost shielding. In the longer term, it will also be important to extend the

models to molecules containing atoms other than hydrogen, carbon, nitrogen, and oxygen.

In the next chapter, we begin to explore ML chemical shift prediction in the solid

state. While we have shown ∆-ML is the most accurate ML chemical shielding prediction

model, it would be even better if there was no additional computational overhead with the

initial “cheap” calculation. To overcome these bottlenecks, we discuss our implementation

of graph neural networks in various flavors (convolutional, attentional, and message-passing)
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for existing ssNMR datasets, as well as show that they are easily transferable to more diverse

stochiometeries.
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Chapter 6

Predicting Solid-State Nuclear

Magnetic Resonance Chemical

Shifts Using Graph Neural

Networks

6.1 Introduction

Nuclear magnetic resonance (NMR) chemical shifts play an important role in the

structural determination of materials, pharmaceuticals, and biologically relevant molecules.[196]

In combination with X-ray diffraction and chemical shift prediction models, one can rou-

tinely resolve atomic positions beyond the limits of diffraction alone. The goal of chem-

ical shift prediction is to then refine or validate candidate structures that closely align
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with experimental shifts. While popular quantum chemistry methods such as density func-

tional theory (DFT) work well for structure optimization and chemical shift prediction, the

rapidly increasing computational demands become a significant bottleneck in large systems

or when many candidate structures must be tested. Furthermore, extending DFT predic-

tions to disordered solids becomes non-trivial, since the deviation from periodicity often

requires calculations on many different local environments.[168] Less-expensive empirical

shift models have been developed, but they work best for specific classes of systems, such

as proteins.[266, 213, 155]

More recently, low-cost machine-learning (ML) chemical shift prediction models

have started transforming the NMR crystallography of organic and inorganic materials.[178,

146, 36] In crystal structure prediction, fast ML shift prediction can be used to rapidly screen

large numbers candidate structures against experimental NMR data to identify the correct

structure.[178, 73] They can dramatically reduce the cost of computing ensemble–averaged

chemical shifts from molecular dynamics (MD) trajectories. They can be used to assess the

impacts of different local environments in disordered minerals and amorphous pharmaceuti-

cals, sometimes using simulation cells that are far too large for conventional DFT.[57] In the

future, sufficiently accurate NMR ML models could help interpret recent NMR experiments

which monitored crystallization processes,[128] characterize complex and/or larger organic

semiconductor materials,[210] and perhaps even improve our ability to invert from NMR

spectrum to 3-D structure by enabling NMR–driven geometry optimizations.[204, 12]

Unfortunately, existing solid–state NMR ML models are limited in their elemental

diversity (H, C, N, and O) and often perform noticeably worse for NMR parameters of
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atom types other than 1H. To remedy the accuracy limitations, we have developed a ∆-ML

model which predicts DFT-quality NMR chemical shifts in small molecules by “learning”

how to correct an inexpensive chemical shift prediction up to a more accurate one.[250]

This ∆-ML model is the first to achieve DFT-accuracy chemical shifts in small molecules,

but the neural network based on atom-centered symmetry function (ACSF) descriptors [18]

requires extensive training data that will hinder its generalization to a wider variety of

chemical environments in solid–state NMR.

Here, we present our efforts to develop an improved and more data-efficient ML

model based on graph neural networks (GNNs) that achieve DFT–quality solid state NMR

chemical shift prediction for organic materials. GNNs learn compact feature representa-

tions that can be easily transferred to other atom types. Improvements in chemical shift

prediction accuracy will facilitate the use of NMR to characterize the structures of molec-

ular crystals, polymers, pharmaceuticals, and other complex organic materials. We begin

by discussing GNNs in the context of materials prediction, and current methodologies. We

then begin to apply these methods to existing solid–state chemical shift datasets. After

training, we scrutinize the GNN models to show that exisiting models are not sufficiently

powerful to discern between H and C environments, but can be used for improvements in

N and O.

6.2 Theory and Methods

A graph convolutional neural network learns a representation from the graph

nodes, edges, and subgraphs in a low-dimensional vector. [263] While there is a rich his-
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tory in the literature for GNNs in cheminformatics, GNNs for quantum chemistry have

become increasingly more popular for energy, forces, and other property predictions like

charges and dipoles. [91] GNNs for quantum chemistry are popular because one does not

rely on predefined features such as ACSFs or similarity-based descriptions of the atomic

environment like the smooth overlap of atomic positions (SOAP). [15] GNNs rather learn a

robust feature description on-the-fly. More importantly, the GNN learned input description

(also known as latent space embedding) does not grow exponentially when incorporating

additional atom types allowing one to seamlessly incorporate more diverse data. GNNs

have been used previously for chemical shift prediction, however only for the narrow case

of solution-phase proteins. [269]

6.2.1 ML Training and Testing Data

For the training and testing dataset, we used the Cambridge Structural Database

sets created from the original ShiftML paper. [177] In summary, the training dataset con-

tains 2000 structures (CSD-2k) and 500 for testing (CSD-500). The CSD-2k set was con-

structed via furthest point sampling using the SOAP kernel to assess similarity from the

subset containing HCNO and other size cutoffs called CSD-61k. The remaining structures

were randomly sampled to create the CSD-500. Other works have used this train/test split,

[146] and we adopt it here as well for direct comparison. The breakdown of atomic species

in the set is shown in table 6.1 as well as the best prediction accuracy per atom type.

We also began to explore other atom types using the CSD-Drug subset as a starting

point. [31] Here, we targeted crystal structures containing S, F, Cl, Br, I, and P atom types
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Atoms Train Test Best
CSD-2k CSD-500 RMSE (ppm)

C 76,174 29,913 0.37
H 58,148 26,607 3.3
N 27,814 2,713 10.2
O 25,924 5,404 15.3

Table 6.1: Breakdown of CSD-2k and CSD-500 training and testing datasets, respectively.
The datasets are lacking a N and O atom types in each data partition which explains
previously reported large errors upon testing. The best RMSE comes from the performance
of an ensemble neural network model reported in ref. [146] on the CSD-500.

in addition to HCNO in hopes to augment the original CSD-2k and CSD-500. Crystal struc-

tures from the CSD-2k and CSD-500 sets have previously been geometry optimized and their

GIPAW chemical shieldings tabulated. We use the same methods from ref. [177] on our aug-

mented data. Briefly, we use the Quantum ESPRESSO v6.5 [90, 89] for all calculations to

optimize an additional 1512 crystal structures. GIPAW reconstruction was carried out with

ultrasoft pseudopotentials: H.pbe-kjpaw psl.0.1.UPF, C.pbe-n-kjpaw psl.0.1.UPF, N.pbe-

n-kjpaw psl.0.1.UPF, Br.pbe-n-kjpaw psl.1.0.0.UPF, Cl.pbe-n-kjpaw psl.0.1.UPF, F.pbe-n-

kjpaw psl.0.1.UPF, I.pbe-n-kjpaw psl.1.0.0.UPF, P.pbe-n-kjpaw psl.1.0.0.UPF, S.pbe-n-kjpaw

psl.0.1.UPF, and O.pbe-n-kjpaw psl.0.1.UPF. Optimizations were carried out using the

GGA density functional PBE, with the Grimme dispersion correction. [95] All lattice con-

stants were kept fixed while atomic positions were allowed to relax. For the optimizations

a 60 Ry energy cut-off and a 240 Ry charge density cut-off were used. For the GIPAW

calculations, the parameters were tightened to 100 Ry and 400 Ry, respectively. We also

used a stringent SCF cutoff of 10−12 Ry to avoid any residual error as noted in the SI of

ref. [177].
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6.2.2 Graph Neural Network Details

The GNNs described in this project are implemented in the graph neural network

package for materials, MatDeepLearn. [86] There are very few solutions for crystal property

prediction using GNNs, and MatDeepLearn fills that role with easy to implement routines

since it is built through pytorch and pytorch-geometric. [179, 77] Individual structure graphs

were constructed with respect to periodic boundary conditions through atomic simulation

environment. [138] Node neighbors were generated with local cutoffs of 4, 6, or 8 Å to limit

the size of the neighbor list. During the processing step, the edge distances are expanded

in a Gaussian basis set to provide a continuous description of the interatomic distances

(eq. 6.1).

ei,j = exp(−γ(di,j − µ)2) (6.1)

In practice, we use γ = 0.5 as the normalization factor, di,j the interatomic distance in Å,

and µ, as the shifting parameter. We sample 50 equally spaced points between each inter-

atomic distance. Each node, edge, and graph is then fed through a graph-independent layer

to update the embedding environment, where the NNs try to “learn” the features of each

graph, edge, or node through each pass.

The overall workflow of MatDeepLearn is depicted in figure 6.1. Each node is

decomposed into its local graph via some cutoff distance. The neighbor list is then con-

structed and each edge attribute is then created. Then, each node is passed through the

graph-independent layer constantly updating the embeddings via a NN. Between each graph

layer, we use batch normalization to ensure the distribution of each layer’s inputs remains

constant during training, with respect to the parameters of the previous layers. [124] Af-
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Figure 6.1: GNN workflow Each structure (graph) is decomposed into its elementary
nodes. The nodes then generate a local neighbor list based on some cutoff distance. The
nodes, edges, and graph features are then fed into the graph layer(s) as depicted in figure 4.5.
After each node and edge are embedded, the structure is then passed through a fully-
connected simply NN to predict the chemical shielding of each atom (node). d

ter the graph layers, the graphs are then passed through a traditional dense NN, where

a chemical shielding is predicted for each node. As described in section 4.5.1, we use the

convolutional and attentional operators to “pass messages” between each node and its re-

spective neighbor. In addition, we benchmark against the SOAP kernel, a predefined feature

descriptor, and other GNN flavors such as SchNet and MEGNet. [207, ?, 41] SchNet and

MEGNet are also convolutational flavors, except MEGNet also tries to learn the embeddings

of each edge. Lastly, we began to explore heterographs, where each node and edge type

are labeled, which are different than homogeneous graphs. [255] The motivation behind

discretized node and edge types is similar to how chemical structures have various atom
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and bond types. We further modified MatDeepLearn to process crystal structures and label

each bond type based on atom connectivity for this functionality. In the message passing

step, the embeddings are then the aggregation of each node type with respect to the other

node types interacting with each other.

6.3 Results and Discussion

6.3.1 Benchmarking GNNs for Chemical Shift Prediction

We begin our discussion by analyzing the correlation plots from predicted shield-

ing of a single training instance to ground truth DFT GIPAW values. At first glance in

figure 6.2, the overall correlation seems to be reasonable and follows the y = x line closely.

However, upon calculating the RMSE, the errors are larger than one would hope. In partic-

ular, the 0.55 ppm RMSE for 1H is notably large considered that GIPAW errors relative to

experiment are usually smaller than 0.3 ppm RMSE. The 13C errors are also large, with a

RMSE of 4.83 ppm which is 1.5 ppm larger than the 3.3 ppm reported in table 6.1. The 1H

and 13C correlation plots also reveal a handful of predictions in the most deshielded regions

(10-15 ppm for H and -30 ti -50 for C). There are a cluster of points with a constant value

indicating that the GNN model is not learning a representation of these types of chemical

environments. The RMSE is not dominated by these points, and thus are not the root cause

of the large RMSEs.

While it may seem like a bad training instance, table 6.2 summarizes the best

performing models for for each atom type when testing on the CSD-500 set. Overall, the
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Figure 6.2: Target vs. predicted chemical shieldings from a single trained GATGNN model
on the testing dataset (CSD-500). See table 6.1 for atom count in testing data and literature
precedent accuracy.
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accuracy for each atom type seems to plateau regardless of model or hyperparameters (0.5

ppm for H, 4.8 ppm for C, 12.3 ppm for N, and 17-18 for O). Some other interesting

trends that are noticeable are the effect of cutoff. For 1H, longer cutoffs appear to reduce

errors. However, this trend is not seen in other atom types. Another interesting trend is

the repeating occurrence of GAT as one of the more accurate models. Attentional models

like GAT are used over traditional convolutional models since the attention coefficients are

weighted averages of the interactions. However, while the errors for 15N and 17O (13.69 and

18.91 ppm, respectively) are larger relative to the best reported model in table 6.1, these

errors come closer to the previously reported ShiftML model. [177]. As show previously in

other publications, [146, 177, 249, 223] ensemble models outperform any single model due

to error cancellation. Thus, we then used an ensemble model to examine the performance

boost (if any) relative to a single model. In figure 6.3, the average prediction of the top 10

performers for 1H are shown. Surprisingly, the ensemble models reduce the errors of 1H and

13C prediction errors significantly (0.57 to 0.49, and 4.8 to 4.1, respectively). Furthermore,

the 15N and 17O and prediction errors are appreciably better than literature precedents.

The distribution of points also tightens around the y = x line, indicating better correlation

to the target values.

Lastly, we compare the newly constructed GNN models to predefined feature de-

scriptors, such as the SOAP kernel. In figure 6.4, we see that SOAP models without hyper-

parameter tuning are significantly worse than the constructued GNN models. In ref. [177],
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Model GC Layers FC Layers Dim1 Dim2 Cutoff (Å) Act. Function RMSE (ppm)

1
H

m
o
d

el
s

GAT 5 2 64 64 8 softplus 0.55
GAT 5 2 100 100 8 softplus 0.56
GAT 4 2 64 64 6 softplus 0.56
GAT 5 3 64 64 6 softplus 0.57
GAT 4 2 100 100 8 softplus 0.57
GAT 5 1 100 100 6 softplus 0.57
GAT 5 3 100 100 6 softplus 0.57

CGCNN 4 1 32 32 4 relu 0.57
GAT 5 3 32 32 8 softplus 0.57
GAT 5 3 64 64 8 softplus 0.57

1
3
C

m
o
d

el
s

GAT 5 2 100 100 8 softplus 4.75
GAT 5 3 100 100 8 softplus 4.79

CGCNN 5 2 32 32 4 relu 4.79
MEGNet 2 3 64 64 4 relu 4.79
MEGNet 5 1 32 32 4 relu 4.79

GAT 4 2 100 100 8 softplus 4.83
GAT 5 3 32 32 8 softplus 4.84

MEGNet 4 2 64 64 4 relu 4.85
GAT 5 2 64 64 8 softplus 4.86

MEGNet 3 1 100 100 4 relu 4.90

1
5
N

m
o
d

el
s

MEGNet 3 3 64 64 4 relu 11.68
GAT 5 3 100 100 6 softplus 12.32

MEGNet 3 1 64 64 4 relu 12.33
MEGNet 4 2 100 100 4 relu 12.33

GAT 3 3 32 32 6 softplus 12.35
MEGNet 5 3 32 32 4 relu 12.36

GAT 3 2 64 64 4 softplus 12.45
CGCNN 4 1 32 32 4 relu 12.55
MEGNet 3 1 100 100 4 relu 12.58

GAT 5 3 64 64 6 softplus 12.60

1
7
O

m
o
d

el
s

GAT 5 2 64 64 8 softplus 17.62
SchNet 3 1 100 100 4 relu 17.82

MEGNet 4 1 32 32 4 relu 18.32
MEGNet 4 2 64 64 4 relu 18.36

GAT 5 3 100 100 8 softplus 18.36
GAT 5 3 100 100 6 softplus 18.39

MEGNet 3 3 64 64 4 relu 18.40
GAT 5 2 100 100 8 softplus 18.44

MEGNet 2 3 64 64 4 relu 18.46
MEGNet 3 2 64 64 4 relu 18.58

Table 6.2: Comparison of top ten most accurate GNN models per atom type. Here, the
number of graph layers, dense layers, dimensionality of the graph layers, dimensionality of
the dense layers, the local cutoff used, and the type of activation function is listed.
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Figure 6.3: Target vs. predicted chemical shieldings from an ensemble of GNN models on
the testing dataset (CSD-500). See table 6.1 for atom count in testing data and literature
precedent accuracy.
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Figure 6.4: GNN models compared against two different variations of SOAP for CNO atom
types. The SOAP descriptor consistently underperforms relative to the GNN models. Some
SOAP kernel tuning may be necessary to improve performance, but the boon of GNN models
are the simplicity in which one can use these models. Here, we see that attentional type
work slightly better for 13C and 17O atoms, while convolutional work best for 15N. GAT-1
through GAT-3 represent different hyperparameters of the same model. Interestingly, there
are no clear “winners” from these methods.
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the SOAP kernel is used to predict chemical shieldings, but the method is a highly param-

eterized SOAP multi-scale kernel for predicting chemical shifts.

6.4 Conclusion

In summary, solid–state chemical shift prediction models based on GNN architec-

tures have been constructed. Our models perform slightly worse than literature precedents

for 1H and 13C, but perform better for 15N and 17O using ensemble models. We show

that 2-body graph attentional models are the most accurate for all atom types. Crucially,

the cutoff distances for attentional models improves accuracy relative to convolutional type

models. The large errors for 1H and 13C may be due to lack of 3-body information which

has been shown to improve predictions in molecular datasets. [130] A future study would di-

rectly compare the 3-body vs 2-body GNN models. Furthermore, ∆-ML methods have been

shown to reduce errors albeit at a larger computational cost. [250] One could imagine per-

forming a ∆-ML model which learns GIPAW chemical shieldings using a smaller planewave

cutoff. Or to further increase computational savings, one could use the crystal monomers or

use cluster approximations. Either of these methods will the be the subject of future stud-

ies to remedy the accuracy problem with DFT-based NMR chemical shifts. Lastly, since a

generalizable method for improving accuracy for all atom types was not found, we did not

further explore the augmented structures. Once a robust GNN architecture is discovered,

one could easily expand the diversity of chemical shift prediction.
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Chapter 7

Conclusions

In conclusion, we report the success of various methods to improve the accuracy

of DFT-based NMR chemical shift predictions for the solution–phase and solid–state. We

benchmark each method, and show their use on real-world systems.

1. The monomer-corrected GIPAW chemical shieldings yield excellent agreement with

experimental shifts for 13C, 15N, 17O on crystal benchmarks. In some cases, they even

outperform the more accurate SCRMP method. We then demonstrate this correction

on real world test cases such as testosterone, methacrylamide, and isocytosine in the

solid-state.

2. Our PCM model allows us to easily extend a 2-body fragment method to biomolec-

ular system to “shield” highly charged regions. We develop high–quality regression

parameters on the crystal benchmark set. Then, from the regression parameters, we

calculate solid–state NMR chemical shifts of an intermediate of tryptophan synthase

and faithfully reproduce the two-site proton exchange.
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3. We developed a training and testing NMR dataset of single component molecules

containing approximately 58k structures. We then use this datset to develop the ∆-

ML NMR method which shows true reproduction of target NMR shielding values 2–3

orders of magnitude cheaper than legacy calculations. We show that ensemble meth-

ods generate the best performance, as well as gauge the uncertainty of predictions.

Using pre-trained ∆-ML models, we reproduce solution-phase chemical shifts of nine

pharmaceutical molecules, such as acetaminophen and aspirin.

4. GNN models perform slightly worse for 1H and 13C predictions, but improve upon

15N and 17O predictions on the CSD-500 test set. This seems to be a limitation of

2-body GNN models, but ensemble models “clean” up a significant amount of errors.

There are a handful of research directions that warrant further exploration. First,

current experimental benchmarks are quite limited and are solely focused on HCNO. If

one is to predict reliable DFT-based chemical shifts for more diverse atom types, more

experimental mappings would be needed. Next, extending the ∆-ML chemical shift models

beyond single-component systems. Preliminary unreported data showed large errors and

uncertainty when predicting shieldings from the monomer to the crystalline environment.

Since the N=1–8 dataset is limited in intermolecular interactions, it is not hard to imagine

that the inclusion of more intermolecular environments would decrease errors. Next, the

GNN models used throughout the study were limited to only include 2-body information.

Newer GNN models which modify the message-passing scheme to incorporate 3-body in-

formation have been developed. However, they were not implemented in our code to be

extensively studied due to time constraints. Just like force fields, one can imagine that
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the inclusion of 3-body or higher terms in the expression could improve accuracy. Another

avenue is the ∆-ML scheme in GNN. Could ∆-ML improve performance? Lastly, extracting

the “chemistry” from the ML model to help understand what is actually being learned in

the ML algorithm could be impactful in designing new techniques for chemical shift predic-

tion. One could use ML models to tease out the necessary information the ML black box.

It is clear that more accurate ML models will be used for rapid chemical shift predictions

in the future, reserving actual calculations when more information is truly necessary.
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Resonance Chemical Shift

Prediction With a Simple

Molecular Correction
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Figure A.1: Crystal structures and corresponding CSD reference codes included in the 13C
benchmark set.

187



Figure A.2: Crystal structures and corresponding CSD reference codes included in the 15N
benchmark set.
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Figure A.3: Crystal structures and corresponding CSD reference codes included in the 17O
benchmark set.
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Figure A.4: Errors in reproducing the experimental 13C anisotropy calculated from the
principal components.

Anisotropy (note here that δ is not the chemical shift, but is the anisotropy which

comes from the original paper [97] ):

δ =
3

2
(σzz − σiso) (A.1)
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Figure A.5: Errors in reproducing the experimental 13C asymmetry calculated from the
principal components.

Asymmetry

η =
σyy − σxx

δ
(A.2)
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Figure A.6: 13C CP-MAS spectrum of adenosine.
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Appendix B

Polarizable Continuum Models

Provide an Effective Electrostatic

Embedding Model for

Fragment-Based Chemical Shift

Prediction in Challenging Systems

B.1 Piscidin-1

Tables B.1 and B.2 present the absolute shieldings for the fragment models and

the errors relative to the non-fragmented calculation, with and without PCM embedding.
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Table B.1: Errors in reproducing full piscidin-1 NMR isotropic shieldings with PCM
embedding.

Model Errors
XYZ order Atom Cluster 1AA 3AA 4.5AA 9AA 1AA 3AA 4.5AA 9AA

13C Shieldings
1 C 5.48 7.14 6.62 5.90 5.79 -1.65 -1.14 -0.41 -0.30
4 C 126.31 126.26 126.43 126.44 126.44 0.05 -0.12 -0.14 -0.14
5 C 157.13 157.08 157.07 157.06 157.09 0.05 0.06 0.07 0.04
6 C 36.00 35.93 35.86 35.97 36.10 0.07 0.14 0.03 -0.10
8 C 66.80 66.85 66.91 66.89 66.74 -0.05 -0.11 -0.10 0.06
9 C 50.95 50.50 50.67 50.85 51.00 0.45 0.29 0.10 -0.04
18 C 9.54 9.72 9.45 9.37 9.28 -0.18 0.09 0.17 0.26
21 C 122.32 122.31 122.21 122.20 122.20 0.02 0.12 0.12 0.12
22 C 157.99 157.57 157.84 157.85 157.83 0.42 0.15 0.14 0.15
23 C 166.26 166.23 166.27 166.28 166.28 0.03 -0.01 -0.02 -0.03
24 C 166.81 166.90 166.86 166.88 166.87 -0.10 -0.05 -0.07 -0.06
34 C 10.33 11.09 10.32 10.19 10.09 -0.76 0.00 0.14 0.24
37 C 142.17 142.17 142.11 142.09 142.08 0.00 0.06 0.09 0.10
41 C 10.70 11.66 11.03 10.62 10.43 -0.96 -0.33 0.07 0.26
44 C 126.70 126.33 126.61 126.60 126.66 0.38 0.10 0.10 0.05
45 C 156.16 155.87 156.09 156.25 156.23 0.29 0.06 -0.10 -0.07
46 C 162.03 161.91 162.04 162.03 162.03 0.12 -0.01 -0.01 0.00
47 C 155.70 155.53 155.66 155.70 155.73 0.17 0.03 -0.01 -0.04
48 C 142.76 142.69 142.73 142.72 142.75 0.07 0.04 0.04 0.01

RMSE 0.51 0.29 0.13 0.14

1H Shieldings
11 H 24.42 24.34 24.50 24.46 24.43 0.08 -0.08 -0.03 0.00
12 H 28.05 28.00 28.04 28.04 28.05 0.05 0.01 0.01 0.00
13 H 28.16 28.14 28.14 28.12 28.13 0.01 0.02 0.04 0.03
14 H 28.87 28.86 28.88 28.88 28.90 0.01 0.00 -0.01 -0.03
15 H 23.84 23.89 23.97 23.90 23.88 -0.05 -0.13 -0.06 -0.05
16 H 23.98 23.95 23.95 23.96 23.97 0.04 0.03 0.03 0.01
17 H 23.90 23.93 23.92 23.87 23.88 -0.03 -0.02 0.02 0.02
25 H 24.94 24.98 25.01 24.96 24.95 -0.04 -0.07 -0.02 -0.01
26 H 28.53 28.57 28.58 28.56 28.56 -0.04 -0.05 -0.03 -0.03
27 H 29.15 29.23 29.15 29.13 29.13 -0.08 0.00 0.02 0.01
28 H 31.03 31.03 31.06 31.05 31.05 0.00 -0.03 -0.02 -0.02
29 H 30.87 30.88 30.89 30.89 30.89 -0.01 -0.02 -0.02 -0.02
30 H 31.15 31.14 31.12 31.12 31.12 0.01 0.03 0.03 0.03
31 H 30.06 30.06 30.05 30.05 30.04 0.00 0.01 0.01 0.02
32 H 31.65 31.61 31.64 31.65 31.65 0.04 0.01 0.00 0.00
33 H 31.09 31.10 31.08 31.10 31.11 -0.01 0.01 -0.01 -0.02
38 H 25.10 25.23 25.15 25.09 25.09 -0.13 -0.04 0.01 0.02
39 H 27.72 27.75 27.76 27.72 27.72 -0.03 -0.04 0.00 0.00
40 H 28.22 28.28 28.24 28.19 28.20 -0.06 -0.01 0.03 0.02
50 H 24.84 25.00 24.91 24.82 24.80 -0.15 -0.06 0.03 0.05
51 H 28.04 28.20 28.10 28.04 28.06 -0.15 -0.06 0.01 -0.02
52 H 29.47 29.55 29.52 29.50 29.50 -0.08 -0.05 -0.03 -0.03
53 H 30.56 30.55 30.54 30.51 30.55 0.01 0.02 0.05 0.01
54 H 31.03 31.02 31.01 30.99 31.01 0.01 0.02 0.04 0.02
55 H 29.80 29.85 29.82 29.76 29.78 -0.06 -0.02 0.03 0.02
56 H 30.96 30.97 30.96 30.94 30.95 -0.01 0.00 0.02 0.01
57 H 30.52 30.53 30.53 30.52 30.53 0.00 -0.01 0.01 0.00
58 H 28.83 28.84 28.84 28.81 28.83 -0.01 -0.01 0.01 0.00
59 H 28.79 28.86 28.82 28.78 28.79 -0.07 -0.04 0.01 0.00
60 H 27.36 27.38 27.37 27.35 27.35 -0.02 0.00 0.01 0.01
61 H 26.19 26.21 26.19 26.17 26.19 -0.01 0.00 0.02 0.00
62 H 26.38 26.39 26.39 26.37 26.38 0.00 0.00 0.02 0.01

RMSE 0.06 0.04 0.03 0.02

15N Shieldings
3 N 124.37 123.37 124.38 124.71 124.65 1.01 -0.01 -0.34 -0.27
7 N -44.80 -44.87 -44.67 -45.01 -44.80 0.07 -0.13 0.21 0.00
10 N 87.84 88.58 88.21 88.07 87.86 -0.74 -0.37 -0.23 -0.02
20 N 121.96 121.98 122.23 122.01 121.94 -0.02 -0.27 -0.05 0.02
36 N 137.24 138.38 137.44 137.37 137.29 -1.13 -0.20 -0.12 -0.04
43 N 117.83 119.03 118.89 118.38 118.10 -1.20 -1.05 -0.55 -0.27
49 N 207.96 207.97 208.01 208.01 208.06 -0.01 -0.05 -0.05 -0.10

RMSE 0.78 0.44 0.27 0.15

17O Shieldings
2 O -52.53 -57.02 -54.64 -53.00 -52.48 4.49 2.11 0.47 -0.05
19 O -31.97 -35.18 -32.24 -31.03 -30.56 3.21 0.28 -0.93 -1.40
35 O -43.38 -51.72 -42.73 -42.14 -41.61 8.34 -0.65 -1.24 -1.77
42 O -39.37 -48.90 -42.05 -40.31 -39.18 9.53 2.68 0.95 -0.19

RMSE 6.91 1.74 0.94 1.13
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Table B.2: Errors in reproducing full piscidin-1 NMR isotropic shieldings without PCM
embedding.

Model Errors
XYZ order Atom Cluster 1AA 3AA 4.5AA 9AA 1AA 3AA 4.5AA 9AA

13C Shieldings
1 C 5.45 7.68 7.46 6.67 6.38 -2.23 -2.01 -1.23 -0.93
4 C 125.77 125.88 126.08 125.99 125.90 -0.10 -0.31 -0.21 -0.13
5 C 157.07 157.17 156.99 156.82 156.86 -0.10 0.08 0.25 0.21
6 C 29.80 28.21 28.71 28.71 29.01 1.59 1.09 1.10 0.80
8 C 70.78 71.36 71.64 71.48 71.07 -0.58 -0.86 -0.70 -0.30
9 C 55.43 54.79 54.33 55.08 55.33 0.64 1.10 0.36 0.11
18 C 12.19 12.69 13.03 12.75 12.42 -0.50 -0.84 -0.56 -0.23
21 C 121.75 121.88 121.90 121.74 121.66 -0.13 -0.15 0.01 0.09
22 C 157.73 157.26 157.45 157.43 157.49 0.46 0.27 0.30 0.24
23 C 166.19 166.30 166.24 166.28 166.27 -0.11 -0.05 -0.09 -0.08
24 C 166.51 166.66 166.53 166.58 166.53 -0.15 -0.02 -0.07 -0.01
34 C 11.62 12.22 12.67 12.22 11.92 -0.60 -1.05 -0.60 -0.30
37 C 142.42 142.46 142.51 142.43 142.39 -0.04 -0.09 -0.01 0.03
41 C 11.99 12.55 12.58 12.49 12.04 -0.57 -0.60 -0.50 -0.05
44 C 128.25 128.48 128.45 128.33 128.30 -0.23 -0.20 -0.08 -0.05
45 C 156.19 155.99 155.73 156.04 156.02 0.20 0.45 0.15 0.17
46 C 162.24 162.21 162.14 162.21 162.22 0.03 0.10 0.04 0.02
47 C 154.07 153.56 153.51 153.64 153.75 0.51 0.56 0.44 0.32
48 C 143.57 141.32 141.32 141.33 141.43 2.26 2.25 2.24 2.14

RMSE 0.89 0.89 0.71 0.59

1H Shieldings
11 H 24.55 24.39 24.76 24.66 24.59 0.16 -0.22 -0.11 -0.04
12 H 28.43 28.44 28.44 28.42 28.45 -0.01 -0.01 0.01 -0.02
13 H 28.07 28.09 28.15 28.03 28.02 -0.03 -0.09 0.03 0.05
14 H 28.64 28.57 28.53 28.53 28.58 0.08 0.12 0.12 0.06
15 H 23.78 23.85 24.01 23.90 23.87 -0.08 -0.23 -0.12 -0.09
16 H 24.17 24.18 24.15 24.15 24.17 -0.01 0.02 0.02 0.00
17 H 24.68 24.88 24.79 24.84 24.83 -0.20 -0.11 -0.15 -0.14
25 H 25.01 25.13 25.29 25.19 25.14 -0.12 -0.28 -0.17 -0.12
26 H 28.57 28.54 28.51 28.53 28.55 0.03 0.06 0.04 0.02
27 H 29.18 29.38 29.28 29.25 29.23 -0.21 -0.10 -0.08 -0.05
28 H 30.98 30.93 30.90 30.92 30.95 0.05 0.08 0.06 0.03
29 H 30.78 30.78 30.72 30.74 30.76 0.01 0.07 0.05 0.03
30 H 31.00 31.00 31.00 30.97 30.97 0.01 0.01 0.03 0.04
31 H 30.21 30.34 30.34 30.30 30.27 -0.13 -0.13 -0.09 -0.06
32 H 31.56 31.46 31.45 31.47 31.50 0.10 0.10 0.09 0.05
33 H 31.02 31.07 31.02 31.01 31.01 -0.05 0.00 0.01 0.01
38 H 25.45 25.69 25.74 25.62 25.58 -0.24 -0.29 -0.17 -0.13
39 H 27.53 27.51 27.44 27.44 27.46 0.03 0.09 0.09 0.07
40 H 28.38 28.46 28.45 28.40 28.38 -0.07 -0.06 -0.01 0.00
50 H 25.23 25.36 25.40 25.34 25.27 -0.13 -0.16 -0.10 -0.04
51 H 28.05 28.14 28.10 27.99 28.03 -0.09 -0.05 0.06 0.02
52 H 29.38 29.41 29.37 29.39 29.39 -0.03 0.01 -0.01 -0.01
53 H 30.78 30.70 30.72 30.66 30.72 0.08 0.06 0.12 0.06
54 H 31.07 30.96 30.96 30.92 30.96 0.11 0.11 0.14 0.11
55 H 29.53 29.60 29.55 29.49 29.49 -0.07 -0.02 0.04 0.04
56 H 30.86 30.91 30.89 30.88 30.89 -0.05 -0.03 -0.02 -0.03
57 H 30.68 30.61 30.64 30.62 30.65 0.07 0.03 0.06 0.03
58 H 28.84 28.68 28.70 28.68 28.71 0.16 0.14 0.16 0.13
59 H 28.49 28.61 28.57 28.51 28.51 -0.12 -0.09 -0.03 -0.02
60 H 28.01 27.67 27.66 27.65 27.66 0.34 0.34 0.36 0.35
61 H 27.05 26.56 26.52 26.50 26.51 0.49 0.53 0.55 0.54
62 H 27.05 26.61 26.65 26.63 26.65 0.45 0.40 0.43 0.40

RMSE 0.17 0.18 0.16 0.15

15N Shieldings
3 N 126.48 126.24 127.72 127.56 127.33 0.24 -1.24 -1.08 -0.84
7 N -69.35 -71.27 -70.45 -72.20 -71.52 1.93 1.10 2.85 2.17
10 N 94.74 101.77 100.25 101.02 100.36 -7.02 -5.50 -6.27 -5.61
20 N 118.79 118.54 119.33 118.86 118.67 0.26 -0.54 -0.07 0.12
36 N 139.51 141.16 141.55 140.95 140.71 -1.65 -2.04 -1.44 -1.20
43 N 124.79 125.81 127.15 126.90 126.40 -1.02 -2.36 -2.11 -1.61
49 N 201.35 205.96 205.95 206.00 206.12 -4.60 -4.59 -4.64 -4.77

RMSE 3.34 3.03 3.31 3.02

17O Shieldings
2 O -63.00 -68.04 -72.47 -69.18 -66.97 5.05 9.47 6.18 3.97
19 O -38.55 -44.13 -46.24 -43.02 -40.37 5.59 7.69 4.48 1.82
35 O -56.18 -61.99 -66.61 -62.28 -60.08 5.81 10.42 6.10 3.90
42 O -66.40 -71.25 -70.08 -74.06 -71.12 4.85 3.67 7.66 4.72

RMSE 5.34 8.23 6.21 3.76
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B.2 Molecular Crystal Benchmarks

Crystal Structures: The set of 47 crystal structures, optimized geometries, and

experimental chemical shifts for the molecular crystal benchmarks were taken directly from

ref [70]. For convenience, the list of species and Cambridge Structure Database Reference

Codes is provided below in Tables B.3–B.5. Note that a few crystals occur in more than

one of the sets.

Two-Body Cutoff: The chemical shifts presented here computed two-body con-

tributions for all molecules for which any atom lies within 4 Å of an atom in the central

fragment/asymmetric unit. To demonstrate convergence of the chemical shifts with respect

to this cutoff, Table B.6 shows that the root-mean-square error in the 15N chemical shifts

for 4, 6, and 8 Å cutoffs are virtually identical, 4.04–4.06 ppm. The average individual

shift change upon increasing the cutoff from 4 Å to 6 Å or 8 Å is 0.13–0.14 ppm, with the

maximum change of 0.34 ppm. These results are similar to what has been found in earlier

fragment studies with alternate electrostatic embedding environments[109, 108, 105] and

show that the 4 Å cutoff is suitable.

Linear Regression Models: Figure B.1 shows a sample linear regression plot for

converting the predicted absolute chemical shieldings to experimentally observable chemical

shifts for the 13C molecular crystal test set. As can be seen from this plot, the fitted slope

is close to the ideal value of -1. Table B.7 lists the root-mean-square (rms) errors versus

experiment and linear regression parameters associated with the predicted chemical shifts

for all models and nucleus types. Aside from a few poorly-performing models (e.g. some

of the “No Embedding” or PCM models with very low dielectric constants) that are not
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recommended, most linear regression slopes in this table lie within ±5%,of the ideal value

of -1, as recommended in Ref [148]. The slopes deviate slightly more (6–8%) from unity for

the 17O chemical shift models, but this is true for all models, including GIPAW. It reflects

the general difficulty associated with predicting 17O chemical shifts.

Table B.3: 21 molecular crystals contained in the 13C test set.

RefCode Species

ADENOS12 Adenosine
ASPARM03 L-Asparagine monohydrate
FRUCTO02 β-D-Fructopyranose
GLUTAM01 L-Glutamine
GLYCIN03 Glycine (α polymorph)
HXACAN26 Acetaminophen (form I)
LALNIN12 L-Alanine
LCYSTN21 L-Cysteine (form I)
LSERIN01 L-Serine (form I)
LSERMH10 L-Serine monohydrate
LTHREO01 L-Threonine
LTYROS11 L-Tyrosine
MBDGAL02 Methyl β-D-galactopyranoside
MEMANP11 Methyl-D-mannopyranoside
MGALPY01 Methyl α-D-galactopyranoside monohydrate
MGLUCP11 Methyl α-D-glucopyranoside
PERYTO10 Pentaerythritol
RHAMAH12 α-L-Rhamnose monohydrate
SUCROS04 Sucrose
SULAMD06 Sulfanilamide (β polymorph)
TRIPHE11 Triphenylene

197



Table B.4: 16 molecular crystals contained in the 15N test set.

RefCode Species

BAPLOT01 Theophylline (form II)
BITZAF Pyridoxine
CIMETD Cimetidine (monoclinic A polymorph)
CYSCLM11 L-cysteine hydrochloride monohydrate
CYTSIN Cytosine (P212121 polymorph)
FUSVAQ01 Adenine trihydrate
GEHHAD N-(Pyridoxylidene)tolylamine
GEHHEH N-(Pyridoxylidenium)tolylamine 2-nitrobenzoate
GEHHIL N-(Pyridoxylidene)methylamine
GLYCIN03 Glycine (α polymorph)
LHISTD02 L-Histidine (monoclinic polymorph)
LHISTD13 L-Histidine (orthorhombic polymorph)
LTYRHC10 L-Tyrosine hydrochloride
TEJWAG L-Histidine glycolate
THYMIN01 Thymine
URACIL Uracil

Table B.5: 15 molecular crystals contained in the 17O test set.

RefCode Species

ACANIL03 Acetanilide
ALAHCL L-Alanine hydrochloride
BZAMID07 Benzamide (monoclinic polymorph)
CYSCLM11 L-cysteine hydrochloride monohydrate
CYTSIN Cytosine (P212121 polymorph)
FEQYUW L-Leucine hydrochloride monohydrate
GLYHCL01 Glycine hydrochloride
LALNIN12 L-Alanine
LGLUTA03 L-Glutamic acid hydrochloride
LILEUC10 L-Isoleucine hydrochloride monohydrate
LTYRHC10 L-Tyrosine hydrochloride
MBNZAM10 N-Methylbenzamide
PHALNC01 L-Phenylalanine hydrochloride
TPEPHO02 Triphenylphosphine oxide (monoclinic polymorph)
VALEHC11 L-Valine hydrochloride
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Table B.6: Convergence of the 15N chemical shifts with respect to the two-body cutoff.
Both the RMSE versus experiment and the maximum absolute change in a chemical shift
in the set are listed.

Cutoff RMSE vs Max Change
Experiment vs. 4 Å cutoff

4 Å 4.04 ppm
6 Å 4.06 ppm 0.34 ppm
8 Å 4.05 ppm 0.34 ppm

Figure B.1: A sample linear regression mapping the predicted absolute chemical shieldings
σi to the experimentally observed chemical shifts δi via δi = aσi + b. The data shown
represents the 1+2-body fragment approach embedded in a PCM with dielectric ϵ = 8.9 for
the 13C molecular crystal set.
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Table B.7: Regression parameters used to convert isotropic chemical shieldings to chemical
shifts by atom type. Regression parameters are generated by least-squares fitting (δiso =
mσiso + b).

Atom Model RMSE (ppm) Slope Intercept

Carbon GIPAW 2.11 -0.99243 169.226
SCRMP 1.28 -0.96433 179.290

2-Body Frag ϵ=181.6 1.20 -0.96549 179.348
2-Body Frag ϵ=78.4 1.17 -0.96647 179.478
2-Body Frag ϵ=24.9 1.18 -0.96685 179.484
2-Body Frag ϵ=8.9 1.18 -0.96887 179.674
2-Body Frag ϵ=6.3 1.19 -0.96981 179.755
2-Body Frag ϵ=1.4 1.43 -0.97320 179.896

2-Body Frag No Embedding 1.44 -0.97375 179.838
Cluster/Frag ϵ=8.9 1.26 -0.96295 179.176

SCRMP Cluster/Frag 1.26 -0.96343 179.197

Nitrogen GIPAW 5.64 -1.03030 185.120
SCRMP 4.12 -1.02192 197.619

2-Body Frag ϵ=181.6 4.17 -1.03380 197.830
2-Body Frag ϵ=78.4 4.04 -1.03234 197.596
2-Body Frag ϵ=24.9 4.03 -1.03298 197.630
2-Body Frag ϵ=8.9 3.95 -1.03257 197.366
2-Body Frag ϵ=6.3 3.99 -1.03293 197.268
2-Body Frag ϵ=1.4 15.53 -1.05342 200.970

2-Body Frag No Embedding 38.84 -0.91139 198.382
Cluster/Frag ϵ=8.9 4.51 -1.01600 197.789

SCRMP Cluster/Frag 4.39 -1.01519 197.652

Oxygen GIPAW 7.20 -1.06627 248.302
SCRMP 7.47 -1.03196 268.502

2-Body Frag ϵ=181.6 9.50 -1.07867 271.118
2-Body Frag ϵ=78.4 9.54 -1.07792 270.887
2-Body Frag ϵ=24.9 9.77 -1.07523 270.095
2-Body Frag ϵ=8.9 10.77 -1.06922 268.508
2-Body Frag ϵ=6.3 11.64 -1.06575 267.722
2-Body Frag ϵ=1.4 22.90 -1.02773 264.093

2-Body Frag No Embedding 83.44 -0.13993 252.291
Cluster/Frag ϵ=8.9 7.95 -1.05116 271.635

SCRMP Cluster/Frag 7.17 -1.03611 271.107
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B.3 Indoline Carbanionic Substrate of Tryptophan Synthase

The indoline carbanionic intermediate cluster and various fragments are provided

separately in XYZ format. Figure B.2 shows the larger fragments used in the second, less

aggressive fragmentation scheme for the indoline carbanionic intermediate in tryptophan

synthase. For each of the models presented in Table 1 of the main paper, Tables B.8–

B.13 report the predicted chemical shifts for the Phenolic Oxygen and Schiff Base Nitrogen

tautomers as well as the shifts that result from the two-site mixing. Note that in the

χ2
r calculations, the single site calculations have 13 degrees of freedom, while the two-site

exchange models have 12 degrees of freedom, since one degree of freedom is involving in

fitting the optimal mixture.

Figure B.2: Structure of the indoline substrate bound in the cluster of tryptophan synthase.
Coloring indicates the fragments used in the larger fragmentation scheme.
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Table B.8: Chemical shifts for the indoline carbanionic intermediate bound in tryptophan
synthase using the 1+2-body fragment PBE0 model with single-amino acid fragments and
a ϵ = 181.6 dielectric environment.

PBE0, Single Amino Acid Fragments (ϵ = 181.6)
2-Site

Phenolic O Schiff Base N Exchange Experiment

PLP N1 258.0 275.8 263.3 265.0
PLP C2 139.7 147.2 141.9 145.4
PLP C2′ 18.5 20.5 19.1 17.0
PLP C3 147.6 162.6 152.1 154.1
PLP P 0.0 0.0 0.0 0.0

Schiff Base N 327.6 204.3 290.6 296.0
Serine Cα 108.1 94.1 103.9 103.5
Serine C′ 171.7 168.5 170.7 173.0
Serine Cβ 51.1 51.3 51.2 54.1
Serine O1 268.9 254.4 262.1 243.0
Serine O2 257.1 246.1 253.8 233.0

Indoline N1 77.7 76.7 77.4 83.5
Indoline C2 49.3 49.4 49.4 50.5
Indoline C3 29.4 29.3 29.3 28.5

χ2
r 11.76 49.14 3.15 (70% Phenolic O)
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Table B.9: Chemical shifts for the indoline carbanionic intermediate bound in tryptophan
synthase using the 1+2-body fragment PBE0 model with single-amino acid fragments and
a ϵ = 78.4 dielectric environment.

PBE0, Single Amino Acid Fragments (ϵ = 78.4)
2-Site

Phenolic O Schiff Base N Exchange Experiment

PLP N1 257.8 275.7 263.1 265.0
PLP C2 139.7 147.3 142.0 145.4
PLP C2′ 18.5 20.4 19.1 17.0
PLP C3 147.8 162.8 152.3 154.1
PLP P 0.0 0.0 0.0 0.0

Schiff Base N 327.4 204.1 290.4 296.0
Serine Cα 108.1 94.0 103.8 103.5
Serine C′ 171.8 168.6 170.9 173.0
Serine Cβ 51.2 51.3 51.2 54.1
Serine O1 269.2 254.7 264.8 243.0
Serine O2 256.3 245.0 252.9 233.0

Indoline N1 78.0 77.0 77.7 83.5
Indoline C2 49.3 49.4 49.4 50.5
Indoline C3 29.4 29.3 29.4 28.5

χ2
r 12.18 52.63 3.26 (70% Phenolic O)
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Table B.10: Chemical shifts for the indoline carbanionic intermediate bound in tryptophan
synthase using the 1+2-body fragment PBE0 model with single-amino acid fragments and
a ϵ = 24.9 dielectric environment.

PBE0, Single Amino Acid Fragments (ϵ = 24.9)
2-Site

Phenolic O Schiff Base N Exchange Experiment

PLP N1 258.3 276.4 263.7
PLP C2 139.5 147.3 141.9
PLP C2′ 18.6 20.5 19.1
PLP C3 147.9 162.9 152.4
PLP P 0.0 0.0 0.0

Schiff Base N 328.3 204.1 291.0
Serine Cα 107.8 93.6 103.5
Serine C′ 171.7 168.6 170.8
Serine Cβ 51.2 51.4 51.2
Serine O1 269.9 255.4 261.5
Serine O2 253.5 241.8 250.0

Indoline N1 78.8 77.9 78.6
Indoline C2 49.3 49.4 49.3
Indoline C3 29.4 29.4 29.4

χ2
r 12.04 53.17 2.92 (70% Phenolic O)
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Table B.11: Chemical shifts for the indoline carbanionic intermediate bound in tryptophan
synthase using the 1+2-body fragment PBE0 model with single-amino acid fragments and
a ϵ = 8.9 dielectric environment.

PBE0, Single Amino Acid Fragments (ϵ = 8.9)
2-Site

Phenolic O Schiff Base N Exchange Experiment

PLP N1 259.7 278.0 265.0 265.0
PLP C2 139.6 147.8 142.0 145.4
PLP C2′ 18.6 20.5 19.2 17.0
PLP C3 148.4 163.4 152.8 154.1
PLP P 0.0 0.0 0.0 0.0

Schiff Base N 329.3 203.4 292.8 296.0
Serine Cα 107.3 92.9 103.1 103.5
Serine C′ 171.8 168.6 170.9 173.0
Serine Cβ 51.2 51.5 51.3 54.1
Serine O1 271.0 256.4 266.7 243.0
Serine O2 248.9 236.4 245.3 233.0

Indoline N1 79.7 78.8 79.5 83.5
Indoline C2 49.4 49.5 49.4 50.5
Indoline C3 29.6 29.5 29.6 28.5

χ2
r 11.63 57.15 2.63 (71% Phenolic O)
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Table B.12: Chemical shifts for the indoline carbanionic intermediate bound in tryptophan
synthase using the 1+2-body fragment PBE0 model with larger fragments and a ϵ = 8.9
dielectric environment.

PBE0, Larger Fragments (ϵ = 8.9)
2-Site

Phenolic O Schiff Base N Exchange Experiment

PLP N1 262.9 279.6 267.4 265.0
PLP C2 141.5 150.5 143.9 145.4
PLP C2′ 18.8 20.6 19.3 17.0
PLP C3 149.0 163.8 153.0 154.1
PLP P 0.0 0.0 0.0 0.0

Schiff Base N 327.9 200.9 293.6 296.0
Serine Cα 107.0 92.9 103.2 103.5
Serine C′ 172.1 169.1 171.3 173.0
Serine Cβ 51.1 51.2 51.1 54.1
Serine O1 257.3 244.2 253.8 243.0
Serine O2 235.5 224.2 232.4 233.0

Indoline N1 78.5 77.6 78.2 83.5
Indoline C2 49.5 49.7 49.5 50.5
Indoline C3 29.6 29.5 29.6 28.5

χ2
r 9.18 61.01 1.66 (73% Phenolic O)

Table B.13: Chemical shifts for the indoline carbanionic intermediate bound in tryptophan
synthase using PBE0 on the full cluster with no fragmentation or embedding.

PBE0, Full Cluster—No Embedding
2-Site

Phenolic O Schiff Base N Exchange Experiment

PLP N1 261.7 276.3 265.1 265.0
PLP C2 142.8 153.3 145.3 145.4
PLP C2′ 19.5 21.1 19.8 17.0
PLP C3 149.8 165.2 153.5 154.1
PLP P 0.0 0.0 0.0 0.0

Schiff Base N 326.4 199.7 296.6 296.0
Serine Cα 106.5 91.7 103.0 103.5
Serine C′ 171.3 168.3 170.6 173.0
Serine Cβ 51.0 51.0 51.0 54.1
Serine O1 254.0 241.4 251.1 243.0
Serine O2 227.1 215.4 224.3 233.0

Indoline N1 82.6 81.8 82.4 83.5
Indoline C2 50.5 50.2 50.4 50.5
Indoline C3 26.7 26.4 26.6 28.5

χ2
r 6.53 57.67 1.26 (77% Phenolic O)
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Appendix C

Predicting Density Functional

Theory-Quality Nuclear Magnetic

Resonance Chemical Shifts via

∆-Machine Learning

C.1 Structures Excluded From the ANI-1 Dataset for Train-

ing

The ANI-1 data set,[222] which consists of 57,462 molecules with 1–8 heavy atoms

were used in training the neural network. The following six structures from this data set
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gdb11_s08-2840_110

gdb11_s08-3312_11

gdb11_s08-8831_10

gdb11_s08-8864_3

gdb11_s08-8865_16

gdb11_s08-8866_3

were excluded due to corrupt geometries (e.g. incorrect number of saturating hydrogen

atoms or atom contacts that are too close):

C.2 Sample Gaussian 09 Input File

The following represents a sample Gaussian input file used to optimized the ge-

ometries and compute the target NMR PBE0/6-311+G(2d,p) chemical shieldings in this

work.

# NMR PBE1PBE/6-311+G(2d,p)

gdb11_s01-0_3425_nmr.com

0 1

C -0.000230 0.000011 -0.000191

H -0.989833 -0.409461 -0.216012

H -0.049803 1.091247 0.002853

H 0.707056 -0.330315 -0.764535

H 0.333961 -0.351538 0.978839

The inexpensive shielding calculations substituted the functional and/or basis set as appro-

priate, e.g. for PBE/6-31G shieldings:

# NMR PBEPBE/6-31G

The geometry optimizations employed the keywords:

# Opt wB97X/6-31G(d)
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C.3 GDB17 Subset for Testing

As described in the main text, 3,780 molecules were randomly sampled contain-

ing only C, N, and O heavy atoms from the GDB17 data set[200]. SMILES strings for

these structures can be found at https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.

0c00979/suppl_file/ct0c00979_si_002.txt

C.4 Chemical Shift Referencing

The regression parameters used for each model (pure DFT, AEV, and ∆-ML) are

summarized below, as fitted by linear regression. The molecules used for the DMSO and

CDCl3 sets are shown in Figures C.1 and ??. Note that the DMSO regression is much

smaller, and thus less robust to predicting chemical shifts, but can still yield insight to the

predictive power of the models evaluated in the text.

Table C.1: Regression parameters generated for experimental chemical shifts in DMSO and
CDCl3

DMSO CDCl3

Model Slope Intercept RMSE Slope Intercept RMSE
PBE0/6-311+G(2d,p) -0.98913 183.75493 2.42 -0.97576 181.61750 1.82
PBE0/6-31G -1.06509 209.40611 2.12 -1.03636 205.07289 2.00
PBE0/6-31G + ∆-ML -0.98913 183.75493 2.35 -0.97648 181.75494 1.80
PBE0/STO-3G -1.37311 308.88292 11.96 -1.38253 310.24774 11.00
PBE0/STO-3G+ ∆-ML -0.98761 183.68978 2.34 -0.98197 182.82668 3.16
PBE/6-31G -1.11847 213.10406 3.14 -1.08683 208.06852 2.79
PBE/6-31G + ∆-ML -0.99156 184.09948 2.41 -0.97870 182.20060 2.46
PBE/STO-3G -1.44312 317.35788 13.00 -1.45558 318.90679 11.30
PBE/STO-3G + ∆-ML -0.99008 183.94935 2.33 -0.98441 183.13795 3.37
SVWN/6-31G -1.07519 207.81702 3.30 -1.04517 202.83638 2.91
SVWN/6-31G + ∆-ML -0.99144 184.09397 2.43 -0.97877 182.15682 2.35
SVWN/STO-3G -1.37583 307.14032 13.38 -1.08919 253.12459 25.09
SVWN/STO-3G + ∆-ML -0.99039 184.07443 2.38 -0.98544 183.27617 3.35
AEV -0.98586 184.27320 2.27 -0.99222 184.51469 4.98
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C.4.1 DMSO and CDCl3 Regression Set
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Figure C.1: (left) Molecules used for DMSO regression set. (right) Molecules used for
CDCl3 regression set.
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C.5 Pharmaceutical Molecules and Predicted Experimental

Chemical Shifts

C.5.1 Acetaminophen (HXACAN14) in DMSO

Assig-Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWNSVWN SVWN SVWN
nment ment 6-311+G(2d,p)6-31G6-31G∆STO-3GSTO-3G∆6-31G6-31G∆STO-3GSTO-3G∆ 6-31G 6-31G∆STO-3GSTO-3G∆

1 167.44 164.9 165.3 165.0 135.2 164.8 162.3 164.6 130.8 164.5 161.1 164.8 129.6 164.8
2 153.15 153.8 152.0 153.9 154.4 154.0 153.3 154.3 154.7 153.9 152.4 154.3 153.4 154.1
3 130.99 133.7 133.1 134.8 138.4 135.6 132.8 134.6 137.4 134.6 132.2 135.1 136.6 133.8
4 120.91 119.4 119.8 120.2 124.7 131.1 118.5 119.6 123.5 121.7 119.2 119.2 124.0 122.1
5 114.97 113.8 117.2 120.2 124.3 122.2 116.2 116.7 123.1 117.6 116.9 116.8 123.6 117.7
6 23.61 22.9 24.6 23.2 18.7 22.8 22.1 23.2 17.4 22.6 22.8 23.4 18.9 22.9

RMSE 1.76 1.74 2.87 14.28 5.56 2.55 2.13 15.81 2.27 2.87 2.30 16.16 2.05

Table C.2: Acetaminophen experimental chemical shift predictions from various models
using the stated density functional and basis set. Models labeled with a ∆ superscript are
∆-ML models using the listed inexpensive chemical shielding prediction.
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Figure C.2: Acetaminophen chemical shift assignment
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C.5.2 Aspirin (ACSALA14) in DMSO

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 169.06 171.3 174.3 171.2 143.7 168.9 173.1 170.8 138.7 168.0 171.3 170.9 136.7 168.3
2 165.51 166.2 169.5 166.3 146.6 164.5 168.0 166.4 142.9 164.9 166.4 166.7 140.6 164.5
3 150.08 154.6 153.5 153.7 161.5 157.3 155.8 154.3 164.2 158.3 154.7 154.1 162.7 159.5
4 133.67 136.6 136.0 138.7 141.9 144.6 136.0 139.2 141.8 143.8 136.3 138.5 141.9 143.2
5 131.27 135.7 135.5 135.3 141.0 133.1 135.0 134.9 140.6 132.9 135.3 135.1 140.6 133.0
6 125.96 126.1 126.6 126.6 135.0 128.4 126.7 125.4 134.8 128.5 127.3 125.1 135.0 127.9
7 123.99 123.9 125.9 124.7 133.1 128.2 125.9 126.3 133.2 127.6 126.7 126.3 133.4 128.0
8 123.68 123.1 125.3 124.5 131.4 125.8 125.5 124.1 130.4 127.0 125.7 124.1 130.4 127.9
9 20.74 20.4 21.8 20.4 16.0 19.4 19.3 20.5 14.9 19.4 19.7 20.5 16.2 19.7

RMSE 2.47 3.11 2.62 13.10 4.80 3.06 2.82 15.00 4.79 2.67 2.69 15.71 4.98

Table C.3: Aspirin experimental chemical shift predictions from various models using the
stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.
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Figure C.3: Aspirin chemical shift assignment
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C.5.3 Estrone (ESTRON11) in DMSO

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 219.63 221.3 227.4 221.1 183.7 220.4 231.8 221.8 186.0 221.0 231.4 221.6 184.6 221.6
2 154.94 156.6 154.7 156.5 156.7 156.4 155.9 156.6 156.9 156.1 154.9 156.6 155.4 156.0
3 137 139.1 137.5 140.3 144.0 141.5 138.0 139.1 143.6 142.8 137.6 139.1 143.2 141.9
4 129.8 132.0 132.2 134.7 137.2 137.6 132.8 133.8 136.9 138.7 132.8 133.5 136.8 137.2
5 125.97 128.7 128.7 129.2 137.3 128.3 127.9 128.6 136.6 127.3 128.2 128.9 136.5 127.4
6 114.86 113.5 114.9 113.8 121.0 115.8 113.6 113.4 119.7 114.7 114.4 113.0 120.3 114.5
7 112.69 112.9 114.2 113.8 124.3 115.3 113.9 113.7 123.8 114.8 114.2 113.9 123.6 114.4
8 49.46 50.6 49.7 50.7 43.8 53.2 52.8 50.5 46.1 53.6 54.7 50.5 47.4 52.6
9 47.23 49.0 50.4 49.9 45.7 52.3 52.6 49.4 47.6 51.7 54.7 49.7 50.5 52.1
10 43.34 45.4 44.7 46.0 40.5 48.4 47.5 45.6 42.9 48.6 48.8 45.6 44.2 47.2
11 37.86 39.2 38.0 40.0 32.6 40.4 40.2 40.0 34.5 40.8 41.5 40.0 36.0 39.4
12 35.27 35.8 36.9 36.4 33.7 37.2 37.0 36.4 34.2 36.8 38.0 36.5 36.1 37.0
13 31.25 32.3 32.0 32.4 28.7 34.0 33.3 32.4 30.1 33.3 33.6 32.2 30.7 33.2
14 28.97 31.2 30.6 31.4 28.3 32.4 31.4 31.4 29.2 32.0 31.6 31.1 30.1 31.9
15 26.04 27.7 26.7 27.7 24.2 29.1 27.3 27.6 25.0 28.7 27.6 27.4 25.7 28.5
16 25.46 26.8 26.0 26.5 24.0 24.2 26.5 26.7 24.9 24.4 26.7 26.8 25.6 24.3
17 21.04 21.9 22.4 22.3 26.1 22.9 22.0 22.0 26.7 22.9 22.0 22.2 27.5 22.9
18 13.4 12.0 13.3 12.1 13.6 13.5 12.1 12.5 13.5 13.3 12.2 12.5 13.9 14.6

RMSE 1.65 2.33 2.20 10.03 3.38 3.70 1.94 9.28 3.52 4.14 1.95 9.54 3.05

Table C.4: Estrone experimental chemical shift predictions from various models using the
stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.
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Figure C.4: Estrone chemical shift assignment
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C.5.4 Mefenamic Acid (XYANAC07) in DMSO

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 170.12 170.7 174.0 171.2 154.4 171.1 171.8 171.1 149.9 170.6 170.0 171.1 147.4 170.5
2 148.7 151.8 149.6 151.6 150.2 149.7 148.1 149.9 148.1 148.9 146.9 150.7 146.7 148.5
3 138.3 139.8 139.0 140.6 145.8 140.3 140.1 139.1 146.4 138.8 139.9 139.4 146.3 140.6
4 137.8 138.9 138.4 139.6 146.2 139.6 139.0 140.4 146.5 139.5 138.3 140.8 145.5 140.0
5 134.09 137.5 137.6 137.6 146.0 136.8 138.2 136.3 146.3 135.6 137.8 136.6 146.1 135.4
6 131.64 136.6 136.0 136.1 140.0 136.5 134.7 135.8 138.9 135.2 134.9 135.0 138.8 134.7
7 131.17 134.5 134.3 135.5 138.7 131.8 133.3 134.8 137.7 130.8 133.5 134.9 137.4 130.5
8 126.35 128.8 129.5 129.3 138.2 129.6 129.5 129.3 138.2 128.8 129.9 129.3 138.1 128.9
9 125.94 128.0 127.5 127.7 136.4 127.9 127.3 128.1 136.3 127.5 127.5 128.1 136.2 127.2
10 122.13 126.2 127.1 126.3 136.3 126.5 126.4 125.3 135.8 125.6 126.7 125.3 135.7 125.6
11 116.16 115.1 115.8 116.6 126.1 120.7 116.3 117.3 126.2 120.5 117.0 117.3 126.6 120.4
12 113.02 113.2 113.5 113.4 122.2 116.4 113.4 114.0 122.1 117.7 114.2 113.7 122.7 117.2
13 111.2 107.6 109.5 107.7 117.8 110.5 109.4 107.3 116.6 110.9 110.0 106.6 117.0 110.2
14 20.13 21.0 21.6 20.9 20.6 20.8 20.5 21.0 20.7 20.5 20.8 21.1 21.5 21.0
15 13.58 14.2 15.1 13.6 15.6 11.9 13.4 13.7 15.3 11.9 13.7 14.2 16.2 12.2

RMSE 2.62 2.62 2.73 9.40 2.70 2.19 2.41 9.81 2.34 2.25 2.51 10.17 2.32

Table C.5: Mefanamic acid experimental chemical shift predictions from various models
using the stated density functional and basis set. Models labeled with a ∆ superscript are
∆-ML models using the listed inexpensive chemical shielding prediction.
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Figure C.5: Mefanamic acid chemical shift assignment
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C.5.5 Nalidixic Acid (NALIDX01) in DMSO

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 178 177.9 179.2 178.8 161.9 182.3 177.7 178.3 160.5 180.9 176.3 176.9 158.7 181.0
2 165.45 164.7 166.7 165.0 141.0 162.8 165.3 164.8 137.0 162.6 163.6 164.5 134.7 163.2
3 164.57 164.5 165.2 165.0 160.6 161.1 165.4 164.2 160.4 160.9 164.7 164.4 159.6 160.4
4 149.48 149.9 149.3 152.5 149.5 153.9 148.7 152.5 149.0 154.7 147.3 152.7 147.2 155.5
5 148.26 148.9 148.7 152.1 146.2 152.0 145.9 149.7 144.8 151.6 145.7 148.8 144.3 151.5
6 135.53 139.1 138.0 140.3 140.2 141.9 136.4 139.3 138.9 140.0 136.6 139.1 138.9 140.4
7 122.5 121.1 123.6 123.9 129.3 135.9 124.4 123.6 128.3 137.7 124.9 122.2 128.4 136.8
8 118.29 120.5 121.9 120.6 130.7 120.4 122.6 120.7 130.3 120.0 123.4 121.1 130.5 120.1
9 108.63 113.8 117.4 115.6 121.9 115.0 119.0 116.2 119.3 115.0 120.1 115.7 119.7 115.0
10 46.7 47.4 48.0 47.3 53.0 46.3 49.2 47.2 54.9 46.3 48.9 47.6 55.6 46.7
11 24.93 24.8 25.2 24.5 21.6 24.3 24.1 24.6 21.8 24.3 24.5 24.9 22.9 24.9
12 14.9 13.7 13.8 13.6 11.9 13.9 12.1 13.6 11.5 13.9 11.7 13.7 12.0 13.9

RMSE 2.03 2.95 2.96 10.55 5.31 3.55 2.78 11.32 5.50 4.04 2.67 12.17 5.43

Table C.6: Nalidixic acid experimental chemical shift predictions from various models using
the stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.
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Figure C.6: Nalidixic acid chemical shift assignment
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C.5.6 Nitrofurantoin (LABJON) in DMSO

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 168.47 164.1 164.2 164.6 132.4 167.6 163.2 165.3 130.7 168.7 162.1 165.0 129.6 168.9
2 153.14 155.1 159.5 154.6 158.6 156.4 159.9 154.4 155.3 154.5 159.1 154.2 153.5 155.5
3 151.86 151.3 153.6 151.1 151.0 149.7 154.5 149.6 151.1 150.1 154.0 149.5 150.1 149.8
4 151.68 148.8 147.8 148.9 120.7 149.2 146.9 151.1 119.1 149.6 146.3 151.4 118.2 149.1
5 131.1 125.3 125.8 124.9 124.9 125.9 123.9 125.2 123.3 127.9 124.3 125.2 123.5 126.3
6 114.61 113.8 115.1 114.3 124.3 117.0 115.5 115.8 124.9 117.6 116.5 115.8 125.6 118.3
7 114.34 113.1 113.3 112.7 118.1 111.4 112.3 112.4 117.9 111.4 113.5 113.0 119.2 113.2
8 49.04 46.1 46.4 45.8 43.0 46.3 45.2 45.3 42.1 45.9 45.8 45.2 43.9 45.1

RMSE 3.07 3.75 3.10 17.58 2.98 4.67 2.98 18.45 2.41 4.61 3.00 18.93 2.95

Table C.7: Nitrofurantoin experimental chemical shift predictions from various models using
the stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.
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Figure C.7: Nitrofurantoin chemical shift assignment
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C.5.7 Trimethoprim (AMXBPM12) in DMSO

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 162.19 163.9 161.2 163.7 156.1 162.7 159.2 163.9 153.8 162.1 157.4 164.1 151.6 161.9
2 No ref
3 155.72 158.5 156.9 157.8 154.5 157.3 156.1 157.1 153.0 157.9 155.5 157.2 151.6 158.3
4 152.69 156.0 156.9 156.9 159.3 156.0 158.2 156.5 159.8 156.0 157.5 156.5 158.4 156.0
5 135.97 138.1 140.5 139.9 138.8 142.2 141.8 140.4 138.6 143.0 142.0 140.0 138.2 144.1
6 135.73 137.9 136.4 138.1 141.3 141.2 136.3 137.8 139.6 141.3 135.6 137.1 138.6 141.2
7 105.99 102.4 104.9 104.1 117.7 107.5 103.5 102.8 116.4 106.4 104.1 102.3 116.6 105.6
8 105.75 107.0 109.1 107.7 114.8 110.9 109.8 107.7 114.0 111.3 110.6 107.8 114.7 109.5
9 59.89 56.9 57.4 57.5 54.5 57.6 58.7 57.3 56.7 58.8 58.7 57.2 57.2 58.0
10 55.83 52.1 52.5 52.1 52.7 52.8 53.5 52.2 54.9 52.6 53.1 52.0 55.1 52.5
11 32.94 37.1 37.6 36.6 36.4 36.2 39.0 36.6 37.7 35.4 39.5 36.9 38.6 35.6

RMSE 2.93 3.04 2.94 6.26 3.70 3.74 3.01 6.01 3.82 4.03 3.07 6.38 3.86

Table C.8: Trimethoprim experimental chemical shift predictions from various models using
the stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.
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C.5.8 Aspirin (ACSALA14) in CDCl3

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 170.2 169.4 171.1 169.2 144.2 168.0 169.3 169.1 139.0 166.4 171.4 170.1 118.4 166.6
2 169.76 164.3 166.4 164.4 147.0 163.6 164.5 164.7 143.2 163.3 166.4 165.9 121.5 162.9
3 151.28 152.9 150.8 152.0 162.0 156.5 152.6 152.8 164.6 156.8 154.6 153.4 138.9 157.8
4 134.9 135.1 133.7 137.2 142.4 143.9 133.4 137.9 142.1 142.5 136.0 137.8 122.5 141.8
5 132.51 134.2 133.3 133.8 141.5 132.4 132.5 133.6 140.8 131.8 135.0 134.5 121.5 131.7
6 126.17 124.7 124.6 125.2 135.4 127.8 124.5 124.3 135.1 127.4 127.0 124.6 117.1 126.7
7 124.01 122.6 123.9 123.3 133.5 127.6 123.7 125.2 133.4 126.5 126.4 125.8 115.8 126.7
8 122.26 121.8 123.3 123.1 131.8 125.1 123.3 123.0 130.6 125.9 125.4 123.6 113.5 126.6
9 20.99 20.5 22.4 20.4 16.0 19.5 20.4 20.7 14.5 19.6 18.6 20.7 23.3 19.8

RMSE 2.11 1.50 2.10 13.91 4.43 2.03 2.24 15.83 4.32 2.43 2.09 25.12 4.48

Table C.9: Aspirin experimental chemical shift predictions from various models using the
stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.
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C.5.9 Benzoic Acid (BENZAC02) in CDCl3

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 172.77 164.8 167.4 165.3 148.1 165.4 165.5 165.8 144.2 164.7 167.7 166.7 122.3 164.5
2 133.83 133.0 131.8 133.1 140.8 136.0 131.1 133.3 140.5 134.7 133.6 133.3 121.3 134.9
3 130.28 130.9 129.6 131.7 138.3 131.9 128.9 129.8 138.0 131.8 131.2 130.1 119.2 131.4
4 129.44 128.1 127.0 130.6 138.5 131.0 127.3 132.3 138.7 129.7 129.8 133.1 119.8 129.9
5 128.49 127.7 127.4 128.6 137.3 129.9 127.7 128.2 137.2 129.0 130.3 128.9 118.7 129.2

RMSE 3.65 2.85 3.45 13.27 3.63 3.66 3.39 14.69 3.71 2.45 3.17 24.55 3.78

Table C.10: Benzoic acid experimental chemical shift predictions from various models using
the stated density functional and basis set. Models labeled with a ∆ superscript are ∆-ML
models using the listed inexpensive chemical shielding prediction.

4

3

3

5

5

2

1

O

OH
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C.5.10 Cortisone Acetate (ACPRET) in CDCl3

Assign- Experi- PBE0 PBE0 PBE0 PBE0 PBE0 PBE PBE PBE PBE SVWN SVWN SVWN SVWN
ment ment 6-311+G(2d,p) 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆ 6-31G 6-31G∆ STO-3G STO-3G∆

1 208.55 210.7 215.4 210.9 181.3 213.1 218.3 211.6 183.3 211.4 223.4 212.4 153.8 211.5
2 204.16 208.5 213.2 207.7 185.7 213.0 216.1 208.1 191.1 213.9 220.9 208.4 160.0 212.5
3 199.37 195.4 198.3 195.7 170.4 198.3 199.0 196.5 171.0 197.9 203.4 197.3 144.5 198.0
4 170.39 171.4 173.2 171.7 147.4 171.8 171.1 172.0 142.1 170.9 173.0 172.8 120.8 170.7
5 168.36 168.7 163.8 166.3 155.8 157.6 166.4 166.4 158.6 158.7 170.0 167.7 135.1 157.9
6 124.74 126.7 126.8 125.7 133.5 125.8 127.7 126.0 132.8 124.6 130.8 126.5 114.7 124.1
7 89.07 88.7 92.7 89.2 86.8 86.4 97.5 89.6 91.1 85.0 99.6 89.9 83.4 84.7
8 67.3 68.1 70.2 68.9 66.1 65.9 71.9 68.7 67.6 65.6 72.7 69.9 64.9 66.0
9 62.92 63.0 63.5 63.4 50.8 62.8 66.8 62.8 52.5 63.5 69.1 63.9 53.5 62.2
10 51.4 52.7 55.5 53.8 53.2 54.7 60.3 55.3 57.3 55.2 61.7 56.3 57.8 54.5
11 50.09 50.5 50.7 51.1 46.4 53.8 54.4 51.5 49.1 54.0 55.5 51.8 50.5 53.2
12 No ref
13 38.47 40.5 39.7 39.7 40.1 42.7 42.5 39.9 42.6 42.1 41.9 40.1 45.9 41.4
14 36.75 37.6 37.3 38.6 34.5 40.9 40.3 38.9 36.7 41.2 40.2 39.2 40.9 40.3
15 35.17 36.9 38.6 36.8 38.7 38.1 40.5 37.4 40.4 38.2 39.4 37.4 43.2 37.7
16 35.1 34.7 34.9 34.5 30.8 34.2 36.9 33.8 32.0 34.0 36.0 33.8 36.6 34.1
17 33.86 34.0 33.9 33.8 27.3 34.1 34.3 33.7 27.3 33.8 33.4 33.9 33.6 33.9
18 32.64 33.4 33.0 33.4 27.5 32.6 35.2 34.8 28.6 32.7 34.1 35.1 33.9 31.8
19 32.4 33.4 33.5 33.3 30.2 32.4 35.1 34.0 31.2 32.5 34.0 34.1 36.1 32.3
20 23.37 23.5 25.0 23.8 28.4 24.0 25.3 24.0 28.9 23.9 23.1 23.9 34.1 23.7
21 20.32 19.2 21.1 19.3 14.5 19.1 18.8 19.3 12.8 19.1 16.9 19.3 21.9 19.1
22 17.55 15.0 16.6 14.5 14.3 14.8 15.7 14.8 13.5 14.6 13.7 14.8 21.8 15.5
23 15.55 13.7 15.1 13.0 14.6 13.3 14.5 13.9 14.3 12.8 13.1 14.1 22.7 13.0

RMSE 1.76 3.17 1.84 11.76 3.76 4.97 2.06 11.56 3.76 6.58 2.29 23.49 3.52

Table C.11: Cortisone acetate experimental chemical shift predictions from various models
using the stated density functional and basis set. Models labeled with a ∆ superscript are
∆-ML models using the listed inexpensive chemical shielding prediction.
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C.5.11 Estimated Uncertainty in Drug Shieldings

The 95% confidence intervals were estimated for each the ∆-ML shieldings in the

drug molecule set based on the Sens ranges shown in Figure 3b in the main paper, and

the results are plotted in Figure C.12. For example, if 0.25 ≤ Sens < 0.50 ppm for some

predicted shieilding, that shielding was assigned a confidence interval of ±1.4 ppm. While

there is appreciable variation in Sens across the predictions, Sens generally trends upwards

as the error in the ML shielding relative to the target one increases. In addition, the ML-

predicted shielding lies within the estimated 95% confidence interval of the target DFT one

for 108 of the 114 shieldings (94.7%), suggesting that the predicted shieldings in this set

behave consistently with these confidence interval estimates. The errors for the six “outlier”

shieldings exceed the confidence interval range by a mere 0.3 ppm or less. These outliers

are highlighted in red in Figure C.12.

221



0.0

1.0

2.0

3.0

4.0

5.0

6.0

 0  20  40  60  80  100

Shielding Error and 95% Confidence Interval

S
h
ie

ld
in

g
 E

rr
o
r 

(p
p
m

)

Atom Number (arbitrary)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

 0  20  40  60  80  100

Ensemble Uncertainty

S
e

n
s
 (

p
p
m

)

Figure C.12: Uncertainty estimation for the chemical shieldings in the drug molecule set.
(a) The standard deviation Sens in the shielding prediction among the ten members of
the NN ensemble. (b) Error in the PBE0/6-31G + ∆-ML shielding relative to the target
shielding and the associated confidence intervals. The six data points in red are those for
which the confidence interval range lies outside the actual target shielding.
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C.6 Neural Network Hyperparameter Optimization

A search of the optimal neural network hyperparamters was performed using a

Bayesian search algorithm with Gaussian processes as implemented in the scikit-optimize

package. Bayesian optimization provides an alternative to the popular grid search method

of hyperparameter optimization when the time to train the model prohibits the use of an

extensive grid search. Hyperparameter searches exploring the appropriate number of hidden

layers and neurons per layer were performed for the PBE0/6-31G ∆-ML model for 13C as

a representative test case. For each optimization, the number of hidden layers was set to

1, 2, 3, 4, or 5 layers while the number of neurons per layer was varied in the range (32,

128) or (128, 500). Restricting the optimization to vary only the number of neurons within

a fixed number of layers increases the number of individual optimizations that had to be

performed but dramatically reduces the hyperparameter search space for each particular

choice of the number of hidden layers.

The objective function for the optimization procedure was computed as the RMSE

over the 10-fold cross-validation model trainings for a given number of hidden layers and

range of neurons per layer. The models were trained on the same small-molecule training

set as all the other trainings reported in the paper. The best-performing network ensemble

from each number of hidden layers and range of neurons was then tested on the molecules

from GDB17. As shown in Figure C.13, increasing the number of hidden layers and/or

neurons has very little impact on the performance of the model. Upon increasing from 1

to 5 hidden layers, the performance on the GDB17 testing set improves by only 0.03 ppm.

Increasing the number of neurons only reduces the errors by 0.01 ppm or less. Accordingly,
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the NN architecture with 3 hidden layers and 128 neurons per layer described in the main

paper was adopted throughout.
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Figure C.13: Results of hyperparameter search showing the mean RMS error for the search
over a range of either 32–128 or 128–500 neurons with 1–5 hidden layers. The performance
on the training and testing sets vary by only a few hundredths of a ppm across the range
of options considered.

224



C.7 Full Comparison of ∆-ML Models

Table 2 in the main paper summarize the performance of key NN models for the

four nuclei. This section presents complete results for the AEV-only and all six ∆-ML

functional and basis set combinations for each nucleus type. The training and testing

RMSEs listed below are computed from each respective ensemble NN.

C.7.1 13C Model Comparison

Table C.12: Summary of 13C RMSE (ppm) by ∆-ML model.

Training: N=1–8 Testing: GDB17
Model No ∆-ML w/ ∆-ML No ∆-ML w/ ∆-ML

AEV 2.15 4.74
LDA/STO-3G 9.97 1.34 8.54 2.44
PBE/STO-3G 9.62 1.33 8.2 2.51
PBE0/STO-3G 9.00 1.39 7.18 2.49

LDA/6-31G 2.99 0.52 3.31 0.93
PBE/6-31G 2.75 0.45 3.01 0.82
PBE0/6-31G 1.77 0.38 1.54 0.70
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C.7.2 1H Model Comparison

Table C.13: Summary of 1H RMSE (ppm) per ∆-ML model.

Training: N=1–8 Testing: GDB17
Model No ∆-ML w/ ∆-ML No ∆-ML w/ ∆-ML

AEV 0.225 0.360
LDA/STO-3G 0.626 0.114 0.631 0.216
PBE/STO-3G 0.628 0.113 0.643 0.211
PBE0/STO-3G 0.651 0.110 0.675 0.214

LDA/6-31G 0.262 0.068 0.267 0.122
PBE/6-31G 0.263 0.063 0.256 0.113
PBE0/6-31G 0.247 0.060 0.23 0.110

C.7.3 15N Model Comparison

Table C.14: Summary of 15N RMSE (ppm) per ∆-ML model.

Training: N=1–8 Testing: GDB17
Model No ∆-ML w/ ∆-ML No ∆-ML w/ ∆-ML

AEV 4.85 13.86
LDA/STO-3G 21.67 3.63 19.89 6.09
PBE/STO-3G 21.25 3.15 19.95 6.04
PBE0/STO-3G 21.65 3.14 20.78 5.79

LDA/6-31G 6.77 1.43 5.54 2.69
PBE/6-31G 6.19 1.19 5.42 2.30
PBE0/6-31G 5.63 0.84 5.40 1.69
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C.7.4 17O Model Comparison

Table C.15: Summary of 17O RMSE (ppm) per ∆-ML model.

Training: N=1–8 Testing: GDB17
Model No ∆-ML w/ ∆-ML No ∆-ML w/ ∆-ML

AEV 8.09 18.22
LDA/STO-3G 29.04 5.55 26.30 9.31
PBE/STO-3G 29.18 5.09 27.05 9.06
PBE0/STO-3G 31.95 4.50 30.01 8.34

LDA/6-31G 8.30 2.71 7.13 4.24
PBE/6-31G 7.66 2.11 6.71 3.42
PBE0/6-31G 7.10 1.39 6.68 2.47
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C.7.5 Uncertainty Analysis for 1H, 15N, and 17O

Section 3.3 of the main paper describes the uncertainty analysis for 13C chemical

shieldings computed with PBE0/6-31G + ∆-ML based on the standard deviation among

members of the ensemble. This section provides analogous uncertainty estimates for the

other three nuclei. The Sens windows were chosen based on the distribution of Sens values

observed for that nucleus type in the GDB17 data set while also maintaining “user-friendly”

windows. For example, if nitrogen shielding prediction has an ensemble standard deviation

Sens = 0.4 ppm, we estimate the shielding uncertainty at ± 2.2 ppm with 95% confidence.

Hydrogen Nitrogen Oxygen
Sens (ppm) 95% CI (ppm) Sens (ppm) 95% CI (ppm) Sens (ppm) 95% CI (ppm)

Sens < 0.025 0.15 Sens < 0.25 1.5 Sens < 0.50 3.0
0.025 < Sens < 0.050 0.20 0.25 < Sens < 0.50 2.2 0.50 < Sens < 0.75 3.7
0.050 < Sens < 0.075 0.26 0.50 < Sens < 0.75 3.0 0.75 < Sens < 1.00 5.0
0.075 < Sens < 0.100 0.31 0.75 < Sens < 1.00 4.0 1.00 < Sens < 1.50 5.8
0.100 < Sens < 0.125 0.35 1.00 < Sens < 1.50 5.2 1.50 < Sens < 2.00 7.7

0.125 < Sens 0.44 1.5 < Sens 8.0 2.0 < Sens 9.9

Table C.16: Uncertainty, expressed in terms of 95% confidence intervals (CI), associated
with PBE0/6-31G + ∆-ML chemical shieldings based on the standard deviation among the
ensemble member predictions, Sens, as computed from the GDB17 species.
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C.8 Sample Training and Validation Errors

The learning curves below represent the training and testing instances of the in-

dividual neural networks used to construct the ensemble model for each respective nuclei.

As indicated in the main text, an early stopping protocol of 10 epochs was used for each

training instance to avoid over-fitting. The dotted line for each plot indicates the epoch

that was used to save the optimal training weights such that the testing mean-squared-error

was smallest.

C.8.1 13C PBE0/6-31G Training and Validation Errors
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C.8.2 1H PBE0/6-31G Training and Validation Errors
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C.8.3 15N PBE0/6-31G Training and Validation Errors
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C.8.4 17O PBE0/6-31G Training and Validation Errors
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