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Abstract

Synthesis and Defect Science and Engineering of Two-Dimensional Materials

by

Leslie Lefang Chan

Doctor of Philosophy in Chemical Engineering

University of California, Berkeley

Professor Roya Maboudian, Chair

Rapid scaling of silicon-based transistors has enabled remarkable performance en-
hancements in integrated electronics. However, silicon-based transistors are quickly
reaching theoretical scaling limits as a result of short channel effects dictated by silicon’s
intrinsic material properties. As such, there is a need for alternative materials that can
transcend or better address these limitations. Scaling theory suggests that atomically
thin, pristine semiconductors can enable more aggressive shrinking of the gate length.
Given these requirements, two-dimensional materials (2DMs) have emerged as promis-
ing alternatives because they can be scaled down to single or few atomic layers, have no
dangling bonds, and exhibit unique electrical properties.

Despite the burgeoning trove of proof-of-concept demonstrations of 2DM-based de-
vices, large-scale fabrication and commercialization remain elusive. At this time, two
of the most pressing shortcomings include (1) the transfer step requirement, wherein
the 2DM must be physically transferred from a growth substrate to the target substrate,
and (2) the high contact resistance between the 2DM and metal contacts. These device
requirements create significant bottlenecks and challenges that limit the current feasibil-
ity of 2DM implementation in everyday devices. This work focuses on two particular
classes of two-dimensional materials—graphene and transition metal dichalcogenides—
and highlights some of the progress made towards addressing both of these device-
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ABSTRACT

related issues.
To start, this work details the development of improved transfer-free graphene syn-

thesis by chemical vapor deposition (CVD) directly on SiO2. We outline an expansion
of the parameter space that optimizes process conditions, using nickel and copper as
metal catalysts and gaseous methane as the carbon precursor. We introduce a mecha-
nism based on carbon permeability that provides deeper insight into the growth process.
Low-energy electron microscopy (LEEM) is utilized to showcase some of the intrinsic
differences between nickel and copper that lead to contrasting results. In the end, we
demonstrate reproducible, monolayer graphene with low defect density using nickel as
a catalyst, and reproducible, 2–3 layer graphene with uniform coverage using copper as
a catalyst.

To address the high metal–2DM contact resistance, mild hydrogen plasma treatment
is applied to WSe2. X-ray photoemission spectroscopy (XPS) indicates that H2 plasma
treatment selectively induces selenium vacancies in the WSe2 lattice, resulting in con-
trollable n-doping with increasing plasma treatment times. WSe2 n-FETs fabricated with
H2 treatment on the contact regions demonstrate two orders of magnitude decrease in
contact resistance.

By addressing some of the challenges related to graphene transfer and TMDC con-
tact resistance, these studies help establish a foundation towards scalable integration of
2DMs in beyond-silicon electronics.
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Nomenclature

2DM two-dimensional material.

AES Auger electron spectroscopy.

AFM atomic force microscopy.

CVD chemical vapor deposition.

FET field-effect transistor.

FFT fast Fourier transform.

FWHM full width at half maximum.

HOPG highly-oriented pyrolytic graphite.

ICP inductively coupled plasma.

LEED low-energy electron diffraction.

LEEM low-energy electron microscopy.

MoS2 molydenum disulfide.

PSD power spectral density.

Rc contact resistance.

SAM self-assembled monolayer.

SPLEEM spin-polarized low-energy electron microscopy.
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NOMENCLATURE

SPM scanning probe microscopy.

TAM texture analysis microscopy.

TMDC transition metal dichalcogenide.

UHV ultra-high vacuum.

WSe2 tungsten diselenide.

XPS X-ray photoemission spectroscopy.

XRD X-ray diffraction.
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Chapter 1

Introduction

1.1 Introduction to two-dimensional materials

Two-dimensional materials (2DMs) have surged into the limelight as a unique class of
materials with remarkable electronic, optoelectronic, mechanical, and chemical prop-
erties [1–3]. These layer-dependent properties, coupled with ultimate atomic scalabil-
ity, have enabled impressive demonstrations of applications from wearable devices to
chemical sensors to organic light-emitting diodes [4–7]. Two preeminent 2DMs include
graphene and transition metal dichalcogenides, which have uniquely valuable proper-
ties in their own rights.

1.1.1 Graphene

Graphene, the monolayer form of graphite, consists of sp2-hybridized carbon atoms
arranged in a hexagonal lattice with bond lengths of 1.42 Å and in-plane lattice constant
2.46 Å [8]. Graphene has long been touted for its atomic scalability—its single-layer form
is the ultimate demonstration of material thinness. In addition, graphene has impressive
electronic and optoelectronic properties including, but not limited to, a high theoretical
electron mobility (2 ×105 cm2 V−1 s −1 [9]), large Young’s modulus (1 TPa [10]), high
thermal conductivity (> 3000 W m K−1 [11]), and high optical transparency [2, 12].

A multitude of applications have been demonstrated and continue to be explored
for graphene [2–7, 12–16]. As Ferrari et al. write in a roadmap guided by the European
Graphene Flagship, “[...] it is not a question of if, but a question of how many applica-
tions will graphene be used for, and how pervasive it will become” [4]. From electronics
to spintronics and optoelectronics, from sensors to energy storage to biomedical appli-
cations, graphene continues to assert its presence as a basis for “disruptive technology”
[4].
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Graphene synthesis has been a thriving topic of investigation. Common approaches
largely fit into two categories: bottom-up approaches, where a carbon-based precursor
is used to form graphene, and top-down approaches, where bulk graphite is exfoliated
down to a single- or few-layer scale [2, 7, 15, 17].

While original work and proof-of-concept demonstrations made and continue to
make use of mechanical exfoliation—using adhesive tape on bulk graphite to extract
graphene flakes—there are a number of alternative methods, each with their own in-
herent benefits, shortcomings, and suitable applications [2, 7, 15, 17]. For instance,
liquid-phase exfoliation offers a way to scalably manufacture graphene, but it is more
difficult to control layer number and ensure quality; this may prove sufficient for appli-
cations such as conductive inks [2]. Silicon carbide decomposition, in which graphene
is obtained from SiC by subliming silicon at high temperatures (>1000 °C), produces
high-quality graphene sheets but is relatively costly [2]. Chemical vapor deposition
has emerged as perhaps the most viable technique for large-scale manufacturing: as a
bottom-up method, it is controllable, scalable, and conducive to integrated manufac-
turing [18]. Each technique comes with its own benefits and drawbacks; ultimately,
synthesis method selection is a corollary of cost, throughput, and quality optimization.

1.1.2 Transition metal dichalcogenides

Transition metal dichalcogenides (TMDCs) are characterized by atomic trilayers of the
form MX2, where two chalcogen atoms (X) are covalently bonded to a transition metal
atom (M) in an X-M-X configuration (Figure 1.1) [3, 19]. Like other 2DMs, individual
layers—typically∼ 6-7 Å thick—are held together by weak van der Waals forces, making
TMDCs readily scalable down to monolayer thickness [19]. However, these materials
offer a compelling alternative over graphene because they exhibit not only a non-zero
band gap, but also an indirect-to-direct band gap transition from bulk to monolayer
form as a result of quantum confinement effects [3, 20–22]. This property is particularly
valuable for applications from field-effect transistors and logic devices to catalysis and
sensing.

Methods of producing TMDCs have largely followed the lead from earlier studies
on the paradigmatic graphite [5, 23–25]. Like graphite, bulk TMDCs can similarly be
mechanically exfoliated using adhesive tape to produce high-quality TMDC flakes of
various thicknesses. Liquid-phase exfoliation has also demonstrated promise, but some
quality and side-reaction issues remain to be addressed [3]. Chemical vapor deposition
remains a more viable alternative that enables scalable synthesis without compromising
quality to such an extent [25].
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Figure 1.1: Layered structure of transition metal dichalcogenides [19].

1.2 Barriers to high-performance applications

While contributions to 2DM literature continue to increase, there is still a signifi-
cant barrier between proof-of-concept devices and scalable reality. In particular, high-
performance applications stipulate stringent quality specifications that are not currently
feasible with existing technologies.

1.2.1 Fabrication challenges of graphene

Chemical vapor deposition (CVD) has risen as an ideal choice for scalable production of
graphene [16, 18, 26]. However, CVD graphene is typically transferred from a generic
metal growth substrate onto the desired insulating substrate; this extra step can lead to
defects that ultimately result in poor device performance. Several groups have demon-
strated metal-catalyzed direct CVD-graphene growth on insulating substrates, but the
final graphene products are deficient in quality and uniformity [27].

1.2.2 Quality control of transition metal dichalcogenide devices

In contrast to graphene, which requires a disparate, foreign metal catalyst to lower the
thermodynamic barrier to CVD growth, transition metal dichalcogenides can be cat-
alyzed simply with the intrinsic transition metal or related transition metal oxide [5, 23–
25].

In the case of TMDC-based applications, device performance is limited by other fun-
damental issues such as large contact resistances [28–31]. To lower the contact resistance,
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intentional doping can be used to reduce the depletion width (i.e., the Schottky barrier
width), increasing the probability of electron tunneling [32]. To date, controllable meth-
ods for doping TMDCs via defect engineering are still in fairly early stages of study [33–
36].

1.3 Outline of this work

The goal of this research is to investigate methods that can improve the performance of
two-dimensional materials in electronics and sensing applications. Namely, this work
highlights pre-processing (i.e., synthesis) and post-processing (i.e., defect engineering)
approaches bringing graphene and transition metal dichalcogenides closer to scalable
device implementation.

Chapter 2 explores progress that has been made developing transfer-free graphene
synthesis methods. Specifically, a direct method of synthesizing graphene on SiO2 using
metal-catalyzed low-pressure chemical vapor deposition is optimized and discussed.
Two catalysts commonly used for top-layer graphene growth are discussed in particular:
nickel and copper.

Chapter 3 is focused on fundamental understanding of the thermodynamic processes
that are crucial to transfer-free growth, namely spinodal dewetting. In this section, we
use low-energy electron microscopy in ultra-high vacuum to elucidate the mechanisms
of synthesis and modification of graphene.

Chapter 4 looks into the judicious modification of transition metal dichalcogenides
using plasma treatment to improve electronic performance (i.e., lower contact resistance)
in field effect transistors.

Chapter 5 provides a summary of this research and outlook to the future.
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Chapter 2

Metal-induced graphitization with
gaseous methane

2.1 Introduction

Silicon-based transistors are quickly reaching theoretical scaling limits (i.e., ∼ 5 nm gate
lengths) as a result of short channel effects dictated by silicon’s intrinsic material proper-
ties [37]. To address this, alternative materials have been proposed: scaling theory sug-
gests that atomically thin, pristine semiconductors can enable more aggressive shrinking
of the gate length [38]. Given these requirements, graphene has emerged as a promising
channel material because it can be scaled down to a single atomic layer, has no dangling
bonds, and has superior electrical properties such as high electron mobility [39].

Large-scale fabrication of high-quality, high-uniformity graphene for integrated de-
vices has remained elusive. Several methods of obtaining graphene include mechani-
cal exfoliation and liquid-phase exfoliation, but these have challenges in scalability and
layer number control, respectively. CVD has emerged as the predominant approach be-
cause it enables scalable, controllable production of graphene while optimizing quality
and cost. To satisfy the stringent performance requirements of electronic devices, CVD
graphene methods still need to address the transfer step: typically, CVD graphene is
transferred from a generic metal growth substrate onto the desired substrate (e.g., SiO2).
This extra transfer often leads to wrinkles, contamination, and breakage, ultimately re-
sulting in poor device performance. Several groups have demonstrated metal-catalyzed
direct CVD-graphene growth on insulating substrates, but the final graphene products
are deficient in quality and uniformity [27].

This work details the development of improved transfer-free CVD graphene syn-
thesis directly on SiO2. We outline an expansion of the parameter space that optimizes
process conditions, using nickel and copper as metal catalysts and gaseous methane as
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Figure 2.1: Schematics of representative polymer-assisted wet graphene transfer pro-
cess. (a) CVD graphene grown on copper foil, (b) poly(methyl methacrylate) deposition,
(c) copper etch and rinse, (d) transfer to desired substrate, (e) polymer removal.

the carbon precursor. We introduce a mechanism based on carbon permeability that pro-
vides deeper insight into the growth process. In the end, we demonstrate reproducible,
monolayer graphene with low defects using nickel as a catalyst, and reproducible, 2–3
layer graphene with uniform coverage using copper as a catalyst. Hall mobility mea-
surements of nickel- and copper-catalyzed graphene on SiO2 at room temperature are
352 cm2/V·s and 124 cm2/V·s, respectively, within the same order of magnitude as val-
ues reported in literature for transfer-free graphene [27]. Ultimately, these studies seek
to inform judicious choices of process parameters that will lead to high-quality, uniform,
layer-controlled graphene for scalable integration in beyond-silicon electronics.

2.1.1 Motivation for transfer-free synthesis

Recent research is bringing rapid improvements to scalable production of graphene via
CVD, addressing cost, reproducibility, and availability. At this time, CVD is widely
regarded as the ideal method for fabricating large-scale graphene films with uniform
thickness and high quality. However, conventional CVD methods require a metal film or
foil growth substrate to catalyze the reaction to occur at reasonable process temperatures
[14, 18, 26, 40–42]. Nickel and copper catalysts are by far the most commonly explored,
but these do not correspond with the typical desired substrate (e.g., a silicon wafer with a
SiO2 isolation layer for electronics and optoelectronics applications). Thus, an additional
transfer step is required to place graphene on the desired material.
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As depicted in Figure 2.1, graphene transfer commonly involves deposition of a sac-
rificial polymer film (e.g., poly(methyl methacrylate)) followed by mechanical or chem-
ical etching of the underlying metal. The graphene is then transferred to the target sub-
strate and the polymer layer is removed. This additional processing leads to wrinkles,
polymer residues, and breakage; hence, many efforts have been made to mitigate this
step or provide alternative transfer mechanisms. Despite these improvements, defects
are still inevitable when a transfer step is involved. An ideal solution would be to elim-
inate the transfer step entirely.

2.1.2 Status of transfer-free methods

Several groups have reported the possibility of transfer-free growth of graphene using
sacrificial metal-assisted CVD [43]. In many of these cases, as depicted in Figure 2.2, a
solid carbon layer (e.g., self-assembled monolayer, polymer film, amorphous carbon) is
used as a precursor in the presence of a metal catalyst or metal silicide. Upon annealing,
carbon dissolves in the metal capping layer and upon cooling, it segregates to the sub-
strate interface and graphene is formed directly on the substrate of interest, successfully
eliminating the transfer step altogether.

Figure 2.2: Schematics of transfer-free graphene growth with solid carbon source. (a)
Carbon layer deposition, (b) Ni deposition, (c) high-temperature annealing (C diffu-
sion), (d) graphene segregation and precipitation, (e) Ni layer removal.
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Figure 2.3: (a) Generic self-assembled monolayer structure. Representative SAM pre-
cursors (b) trichlorophenylsilane, (c) trimethoxyphenylsilane, and (d) triethoxyphenyl-
silane.

Self-assembled monolayers

Self-assembled monolayers (SAMs) are organic molecules that spontaneously chemisorb
on surfaces in an ordered fashion [44–46]. As represented in Figure 2.3a, these molecules
are composed of a “head group” that forms stable covalent bonds on a lower-free-energy
surface, and a “tail group” consisting of a molecular chain with a terminal functional
group.

For graphene synthesis, SAMs with terminal phenyl groups are promising precur-
sors because such tails act as structural analogues that may facilitate molecular rear-
rangement during graphene formation. Example molecular structures of phenyl-based
SAMs are shown in Figure 2.3b-d. To date, various SAMs of related forms have been
demonstrated as possible precursors for graphene growth [47–49].

Carbonaceous polymers and amorphous carbon

Polymers have also received some attention as a precursor for transfer-free graphene
growth. Example polymers that have been explored include polystyrene, PAN, and
PMMA, PPMS, and ABS with a nickel capping layer [50–52]. Sputtered silicon carbide
or carbon layers with nickel catalysts have also been studied [53, 54]. Copper capping
layers have appeared as well [55].

Gaseous precursor

Despite the promising results obtained from research on solid carbon-based precursors,
it cannot be ignored that the carbon layer requirement creates additional process steps
and complexities that could be avoided using a simple gaseous precursor. In addition, a
gaseous inlet flow enables uniform access of feedstock molecules to the catalyst surface.
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Indeed, recent papers have shown the viability of methane and ethylene gases for metal-
catalyzed, transfer-free fabrication of graphene on insulating substrates. While these
studies provide promising alternatives to transfer, the graphene domain sizes are small
or the layer numbers are not controllable.

In this work, we report the direct growth of graphene on SiO2 by metal-assisted low-
pressure thermal CVD, with a specific focus on copper and nickel as reaction catalysts.
We consider the mechanism that supports these results and discuss several considera-
tions that are often overlooked in results reported in literature. This study opens av-
enues to achieve wafer-scale and transfer-free graphene on SiO2 substrates, leading to
the more practical applications of graphene in next-generation semiconductor devices.

2.2 Nickel-induced graphitization with gaseous methane

2.2.1 Process development

Improved transfer-free graphene synthesis hinges upon finding the optimized parame-
ter space in light of various tradeoffs. For this particular work, two references are cited
as the starting bases for further improvement. In Reina et al., CVD graphene growth on
top of the metal catalyst (henceforth referred to as top-layer graphene) is systematically
studied with a focus on precursor concentration and cooling rate [56]. In McNerny et
al., CVD graphene growth below the metal catalyst (henceforth referred to as bottom-
layer graphene) is rigorously reported with analysis about microstructure and effect of
parameters on the resulting films [57].

Previous experimental work

Although the work by Reina et al. examines only top-layer graphene films, the process
choices and analysis are equally relevant for bottom-layer graphene growth, particularly
given the diffusion and solubility time scales discussed earlier. Figure 2.5 illustrates the
temperature profile used to produce 1–2 layer graphene on Ni films on SiO2. In this pro-
cess, there are three regimes of interest: (1) the initial heating and annealing step in the
presence of a carrier gas, which facilitates Ni grain growth and surface smoothing, (2)
methane introduction, when carbon enters the system, and (3) substrate cooling, when
carbon precipitation and graphene formation occur. For higher CH4 concentrations (i.e.,
> 0.7 %), the grain size of Ni is found to be a critical determinant of graphene coverage;
in contrast, the cooling rate does not have a strong impact on the size of 1–2L graphene
formed.

Similarly, McNerny et al. study the formation of Ni-assisted CVD graphene [57]. In
this case, ethylene is used as the precursor carbon source, and stress-induced delamina-
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Figure 2.4: Schematic of metal-catalyzed, transfer-free CVD graphene growth with
gaseous methane precursor.

Figure 2.5: Schematic of annealing profile and graphene growth from Ref. [56].
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tion of Ni is used to mechanically exfoliate the metal from the system. The annealing
profile is given in Fig. 2.6. Notably, this profile has a longer annealing time (5 minutes)
than growth time (2 minutes) and the overall process temperature is between 800–900
°C. Again, the initial annealing is said to increase the grain size of the initial Ni films.

Figure 2.6: Temperature profile for CVD graphene growth from Ref. [57].

Theoretical analysis

The solubility of carbon in catalyst metals dictates the equilibrium formation of
graphene. Indeed, the nickel-carbon phase diagram (Figure 2.7) is often cited as a no-
table determining factor to the ultimate quality and thickness of CVD graphene [14,
18, 26, 40–42]. For nickel, this solubility was studied extensively by Baraton, et al. by
induced ion implantation of carbon [58]. Graphene growth in nickel occurs in two over-
arching stages: (1) carbon is dissolved into the metal at high temperatures (700–1000 °C
and (2) carbon atoms are ”crystallized” to form graphene via equilibrium surface segre-
gation and precipitation owing to saturation of the solid solution. Equilibrium surface
segregation is a result of compositional heterogeneity and manifests itself as free energy
minimization of an undersaturated solution. Precipitation refers to the transition point
of classical phase separation, with the corresponding solubility SP .

As depicted in the phase diagram in Fig. 2.8, after annealing, cooling carbon first
crystallizes as graphene on the Ni surface and then undergoes bulk precipitation. Bara-
ton et al. offer an expression for solubility given by

SP = SP0e
HP /kT (2.1)

where SP is the solubility, SP0 is the entropic pre-factor related to the density of solute
sites, HP is the heat of precipitation, and k is Boltzmann’s constant. Using SP0 = 5.33 ×
1022 atoms cm−3 and HP = −0.47 eV [58, 60],the temperature above which carbon is
completely soluble in Ni is TS ∼ 1046 °C.
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Figure 2.7: Nickel-carbon phase diagram from Ref. [59].

Figure 2.8: Carbon solubility in nickel based on various reference correlations, Ref. [58].
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Adapted experimental design

Adapted based on these references [56, 57], a two-step heating process was used and
further optimized. Briefly, nickel was evaporated on silicon (100) substrates with a
thermally-grown SiO2 and heated in a quartz-tube furnace in a two-step process em-
ploying CH4 precursor.

Substrate preparation

P-type Si(100) substrates with 300 nm wet thermal oxide (University Wafer) were
cleaned in acetone and isopropanol prior to use. Nickel films (100 nm) were deposited
using electron-beam evaporation (Thermionics VE-700) of nickel pellets ()99.995%).
Samples were cleaved into 1 cm × 1 cm pieces, loaded into a hot-wall chemical vapor
deposition reactor (Lindberg/Blue M), and pumped to a background pressure of ∼10
mTorr.

Silicon dioxide thickness of 300 nm was chosen to avoid metal silicide formation dur-
ing the high temperature synthesis processes, as noted previously [53, 61], and to enable
optical detection of graphene (due to the layer-specific optical contrast of graphene on
SiO2) [62]. Nickel thickness was chosen considering the tradeoffs between metal dewet-
ting and graphene viability based on previous studies [53]—i.e., optimized for the min-
imum thickness needed to grow graphene without significant metal dewetting.

Chemical vapor deposition

Annealing temperatures were selected to be the minimum temperatures that result in
graphene without marked metal dewetting during annealing. Process pressures were
limited by the pump speed for the given gas flow rates. In the first step, the furnace
temperature was raised to 800 °C (ramp rate∼40 °C/min) and held for 10 minutes under
200 sccm Ar (Praxair, 99.999%) to facilitate grain growth of the polycrystalline metal and
smooth the metal surface, as suggested in previous literature [56, 57]. The temperature
was then raised to 1000 °C within 2 minutes and introduced to 60 sccm CH4 (Praxair,
99.97%) and 40 sccm H2 (Praxair, 99.999%) for 150 seconds. This was done to facilitate
graphene nucleation and growth both on top of and underneath the metal layer.

The gases were then turned off, the furnace heater was switched off, and the sample
was cooled down at P∼ 10 mTorr. A range of cooling rates were tested; the natural cool-
ing rate of the furnace (∼20 °C/min) resulted in bottom-layer graphene with highest ef-
ficacy. Finally, the samples were removed and treated with mild O2 plasma (RF plasma,
20W, 200 mTorr, 10 minutes) to remove top-layer graphene. The nickel was etched using
a HNO3:CH3COOH:H2SO4 (5:5:2) solution to obtain bottom-layer graphene.
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2.2.2 Graphene characterization

Optical microscopy

Figure 2.9 shows the optical images for representative samples of bottom-layer graphene
using a nickel catalyst (Leica DM4000 Microscope). The surface is mottled with features
of < 5 µm size, indicating variation in the morphology and thickness throughout the
sample due to the layer-specific optical contrast of graphene on 300 nm SiO2 [62].

Figure 2.9: Optical microscopy of bottom-layer Ni-catalyzed CVD graphene annealed to
1000 °C in the presence of CH4, (a) 10x magnification, (b) 100x magnification.

Raman spectroscopy

Raman spectroscopy can be used to assess the quality and thickness of a given graphene
film [63–65]. Specifically, graphene exhibits characteristic Raman peaks often denoted
D (≈ 1350 cm−1), G (≈ 1600 cm−1), and 2D (≈ 2700 cm−1) [63]. The ratio of the 2D and
G peaks (I2D/IG) and the full width at half maximum (FWHM) of the 2D peak can be
used to determine layer number, with I2D/IG > 1 and FWHM < 30 cm−1 representing
single-layer graphene and I2D/IG < 0.7 and FWHM > 70 cm−1 representing 3 or more
layers of graphene [56, 65]. In addition, the intensity of the D peak, which is related to
the boundaries and edge states of graphene, can be an indicator of graphene quality; i.e.,
a large D peak suggests a defective graphene film.

After CVD growth as described previously (Section 2.2.1), graphene is formed both
on top the nickel catalyst and below the nickel catalyst (accessible after nickel removal
by wet etch or mechanical exfoliation). Figure 2.10 shows the Raman spectra for repre-
sentative top-layer graphene (a) and bottom-layer graphene by exfoliation (b). We note
that the efficacy of mechanical exfoliation is imperfect and can result in spurious layer
thickness results as shown in Figure 2.10b, similar to what has been shown previously
by Su et al. [66]. Because the mechanism (i.e. carbon kinetics and transport) of top-layer
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Figure 2.10: Raman spectra for (a) top-layer CVD graphene and (b) bottom-layer CVD
graphene adhered on Ni (red) and on SiO2 (cyan). (c) Schematic of exfoliated nickel-
catalyzed bottom-layer graphene resulting in the two distinct spectra shown in (b).

and bottom-layer graphene are inherently different, the final graphene characteristics
are often expectedly dissimilar. Keeping in line with the original motivation of develop-
ing a method of transfer-free growth on SiO2, the following results explore in particular
bottom-layer graphene.

Figure 2.11: Raman spectra for three representative locations on bottom-layer nickel-
catalyzed CVD graphene on SiO2, using an 800 °C Ar ramp and 1000 °C CH4/H2 anneal
followed by O2 plasma and HNO3:CH3COOH:H2SO4 etch as described in Section 2.2.1.

In Figure 2.11, representative Raman spectra for nickel-catalyzed CVD graphene
(confocal Raman spectroscopy, Horiba LabRam ARAMIS, 532 nm excitation, 100× objec-
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tive) show a marked variation in I2D/IG ratio across the region, indicating the presence
of nonuniform layer thickness throughout the surface. However, the weak D peak—
which arises from disorder in the sp2 carbon atoms in graphene rings [63, 64]—suggests
that the graphene is high quality, irrespective of its layer number. Lower-wavenumber
regions of the Raman spectra (not shown) do not show characteristic nickel silicide peaks
(100, 140, 199, 217, 250, 400 cm−1 [67–69]), confirming that no chemical reaction has oc-
curred between the catalyst and substrate during annealing.

Two-dimensional Raman mapping is used to investigate the uniformity of graphene
across the surface. Large-area Raman mapping (1 µm step size) shows full coverage
of graphene over the substrate, based on the presence of characteristic graphene peaks
at each sampling point over a 20 µm × 20 µm region (representative of the 1 cm × 1
cm sample, limited only by the tube furnace dimensions). For nickel-catalyzed bottom-
layer graphene (Figures 2.12a-b), there is a wide I2D/IG distribution from 0.1 to 5.3, with
monolayer (I2D/IG > 1) graphene coverage greater than 45%. Higher-resolution (0.3 µm
step size) Raman mapping of this monolayer region (Figure 2.12c) reveals an average
I2D/IG peak intensity ratio of 1.8 ± 0.37 and average ID/IG peak ratio of 0.14, indicating
high-quality monolayer graphene over the 7.5 µm2 domain. Accordingly, the mono-
layer graphene exhibits high coverage and low defects, among the highest quality of all
transfer-free nickel-catalyzed graphene grown via thermal CVD to our knowledge [27,
43].

Figure 2.12: Raman mapping data of bottom-layer metal-catalyzed CVD graphene on
SiO2, using an 800 °C Ar ramp and 1000 °C CH4/H2 anneal followed by O2 plasma
and HNO3:CH3COOH:H2SO4 etch as described in Section 2.2.1. (a) Large-area I2D/IG
Raman map for Ni-catalyzed graphene, (b) histogram of Iarge-area 2D/IG map for Ni-
catalyzed graphene, (c) small-area I2D/IG Raman map for Ni-catalyzed graphene
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Hall probe measurement

For semiconductor devices, mobility is a key parameter for gauging and comparing de-
vice performance. Therefore, Hall measurements based on the Van der Pauw method
(Ecopia HMS-5000, In contacts, magnetic field 0.55 T) were conducted at room tem-
perature (Figure 2.13). The current-voltage characteristics for both showed a linear de-
pendence, indicating ohmic behavior of the graphene film. Nickel-catalyzed bottom-
layer graphene yielded a resistivity of 2.7 mΩ·cm and average mobility of 352 cm2/V·s,
on par with the mobilities reported to date for direct graphene on dielectric substrates
[27]. Note that tool dimensions limited the measurements to entire centimeter-scale sam-
ples; higher mobility values would be expected for smaller-area measurements on the
high-quality domains as characterized by Raman spectroscopy. Further work on post-
synthesis defect engineering of these films could increase mobility values closer to the
theoretical limit.

Figure 2.13: Hall-effect measurement setup. (a) Side view (b) top view

2.3 Copper-induced graphitization with gaseous methane

Process specifications still hindering widespread incorporation of graphene in consumer
electronics include (1) large-scale production (2) high-quality films, and (3) wafer-scale
uniformity. Section 2.2 addressed the non-ideal transfer step by optimizing a nickel-
catalyzed transfer-free approach. This method proved to be feasible and the graphene
films were high-quality, but the final graphene formed was patchy. This is a significant
deterrent for electronics devices, which typically require conformal films for the best
performance. As such, it is important to find an alternative method that can provide
more uniform graphene growth.
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2.3.1 Process development

Previous work

Beyond nickel, copper is the next most-commonly-explored catalyst for graphene syn-
thesis. Although there are many differences between nickel and copper, carbon solubil-
ity and diffusion constants are often cited as the key factors to layer-number variations
[14]. Several works have explored transfer-free growth of graphene using copper as the
catalyst choice.

Su et al. were among the first to expound upon a transfer-free copper-assisted graphi-
tization process with emphasis on top-layer graphene [66]. Wafer-size bilayer/few-
layer graphene is grown on SiO2 and quartz substrates capped with 300 nm copper,
with methane as the carbon precursor. Using a 900 °C annealing temperature—lower
than typical in order to minimize SiO2 quality degradation—the methane dissociates to
yield carbon, which reportedly diffuses through copper grain boundaries to the copper-
insulator interface. In addition, the growth pressure is higher than typical (> 800 mtorr)
in order to avoid rapid evaporation or dewetting of copper. The copper thickness is
found to be important as well: when Cu is too thin, dewetting can occur, but when Cu is
too thick, there is poor continuity of bottom-layer graphene. The bottom-layer graphene
is found to be consistently few-layered.

The proposed mechanism of growth is suggested in Figure 2.14. In the initial ther-
mal annealing stage, copper grains are formed and enlarged. When CH4 is intro-
duced, the precursors dissociate at elevated temperatures—these carbon species both
migrate on the surface and diffuse through grain boundaries. In the third step, graphene
forms on the surface (top-layer graphene) while other carbon species continue to diffuse
through grain boundaries, eventually forming bottom-layer graphene, Finally, the top-
layer graphene is removed with O2 plasma and Cu is wet etched with Fe(NO3)3 in order
to obtain graphene directly on the insulating substrate.

Huet and Raskin studied the chemical vapor deposition of top-layer graphene on
thin copper films [70]. In this work, single-layer graphene quality and size were op-
timized by modifying global pressures and annealing conditions. This work demon-
strated the importance of having a high hydrogen-to-methane ratio and high argon at-
mosphere pressure in the system, as well as an evacuation step to avoid film degrada-
tion.

Adapted experimental design

Using these two works [66, 70] as bases for experimental design, we developed a
transfer-free CVD process that incorporated some of the major takeaways from both.

P-type Si(100) substrates with 300 nm wet thermal oxide (University Wafer) were
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Figure 2.14: Growth schematic for transfer-free copper-assisted graphitization [66].

cleaned in acetone and isopropanol. As in the nickel-induced graphitization studies,
silicon dioxide thickness of 300 nm was chosen to avoid metal silicide formation during
the high temperature synthesis processes, as noted previously [53, 61], and to enable
optical detection of graphene (due to the layer-specific optical contrast of graphene on
SiO2) [62].

Copper films (200–300 nm) were then deposited using electron-beam evaporation
(Innotec ES26C) of copper pellets (99.99%). Samples were cleaved into 1 cm × 1 cm
pieces, loaded into a hot-wall chemical vapor deposition reactor (Lindberg/Blue M),
and pumped to a background pressure of ∼10 mTorr prior to annealing.

Following the lead of Su et al. and Reina et al., a two-step annealing process was
used in order maximize metal grain growth and smoothening prior to graphene growth
[56, 66]. In the first step, the furnace temperature was raised to 750 °C (ramp rate ∼40
°C/min) in an atmosphere of 41.5 sccm hydrogen gas (Praxair, 99.999%) and 45 sccm
argon gas (Praxair, 99.999%). Following grain growth, the furnace temperature was
increased to ∼ 700–900 °C and introduced to CH4 (Praxair, 99.97%) and H2 (Praxair,
99.999%) for 5 minutes. The gases were then turned off and the sample was cooled
down naturally (40 °C/min) at P ∼ 10 mTorr. Finally, the samples were removed and
treated with mild O2 plasma (RF plasma, 20W, 200 mTorr, 10 minutes) to remove top-
layer graphene.
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2.3.2 Graphene characterization

X-ray diffraction

To determine the extent of grain growth, X-ray diffraction (XRD) was performed on
copper as-deposited and after two different ramp treatment times (25 minutes, 125 min-
utes). As shown in Figure 2.15, the primary XRD peak is the Cu (1 1 1) peak at 50.80°.
This peak is notable both as-deposited and after each of the ramp variations. After wet
etch removal of the copper with Fe(NO3)3, there are no more characteristic peaks visible,
indicating that the copper can be effectively removed using this method.

Figure 2.15: XRD patterns showing Cu (111) and (200) peaks before and after annealing
treatment of as-deposited evaporated copper for various times and etching conditions.

Additional information about the grain size can be extracted from the Scherrer equa-
tion:

τ =
Kλ

βcosθ
(2.2)

where τ is the mean size of crystalline domains, K is the dimensionless shape factor, λ is
the X-ray wavelength, and β is the line broadening at half the maximum intensity —i.e.,
the full width at half maximum (FWHM)—and θ is the Bragg angle [71, 72]. This equa-
tion suggests that grain size is inversely proportional to the FWHM. As shown in Figure
2.15, for both the 25-minute and 125-minute ramp steps, the FWHM decreases, suggest-
ing an enlarging of grain size following both ramp conditions; however, it appears that
the shorter time is sufficient to reach similar crystallinity.
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Optical microscopy

Bottom-layer graphene following optimization was characterized as previously de-
scribed (Section 2.2.2). Figure 2.16 shows optical images representative of the contrast-
ing bottom-layer graphene morphologies that can result from distinct parameter selec-
tion in temperature, pressure, and flow rates. As in the nickel-induced graphitization
process, annealing temperatures were selected to be the minimum temperatures that
result in graphene without marked metal dewetting during annealing. Figures 2.16a
and 2.16b show contrasting patchy and conformal bottom-layer graphene morphology
at 825 °C and 800 °C, respectively. Annealing temperature of 800 °C is chosen as the
highest ideal temperature for annealing. Figures 2.16c and 2.16d contrast 75 torr and 2
torr annealing pressures, respectively (at 800 °C). This corresponds well with what Huet
et al. showed for top-layer graphene on copper foils, in which a higher pressure was less
ideal for continuous graphene and may have even led to higher probability of oxygen
impurities in the system [70]. Figures 2.16e and 2.16f examine the effect of varying ra-
tios of hydrogen to methane flow rates, showing ratios of 1:1 and 1:6 respectively. While
nonuniform graphene is seen in Figure 2.16e for a 1:1 ratio, more continuous graphene is
possible by increasing the methane flow rate (Figure 2.16f). As Huet et al. suggest, how-
ever, it is also important to examine the ratio in the context of global partial pressures as
well [70].

Raman spectroscopy

Raman spectroscopy was used to assess the quality and thickness of the resulting
graphene films. The Raman spectra from several sample locations (indicated in Fig-
ure 2.17a)are shown in Figure 2.17b. The spectra are relatively similar (i.e., have similar
I2D/IG ratios) across the region, suggesting uniformity in thickness and coverage in the
copper-catalyzed CVD graphene. The notable D peak (i.e., ID/IG ∼ 0.6–0.8) indicates the
presence of significant degree of defects in this film, likely due to the low process tem-
perature (800 °C) required to minimize copper dewetting during growth. In addition,
gaseous H2 has been shown to increase defects in CVD graphene on copper while simul-
taneously smoothening the Cu surface, further illustrating the trade-off considerations
needed in CVD graphene growth [73].

Tables 2.1 and 2.2 show a subset of the experimental conditions and their results in
further detail. “Graphene Peaks” is short for the existence of detectable Raman spec-
troscopy peaks at wavenumbers of ≈ 1350 cm−1, ≈ 1600 cm−1, and ≈ 2700 cm−1, de-
noted “Yes” (all peaks exist), “No” (no peaks exist), or “amorphous C” (only the latter
two peaks with wide FWHMs are detected). As mentioned previously, the starting basis
for these adjustments was derived from Su et al. (note that flow rates had to be modified
in order to accommodate for allowable conditions in the reactor of choice). With this
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Figure 2.16: Optical images of bottom-layer graphene after CVD growth showing con-
trasting morphologies for different process conditions. (a) 825 °C annealing, (b) 800 °C
annealing, (c) 75 torr, (d) 2 torr, (e) 1:1 H2:CH4, (f) 1:6 H2:CH4.

.

Figure 2.17: Raman spectroscopy data for copper-catalyzed bottom-layer graphene after
800 °C CVD annealing process and wet etch as outlined in Section 2.3.1.
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foundation, adaptations were made in the ramp conditions and annealing conditions
(e.g., flow rates, temperature, time). Other experiments performed—including varying
the oxygen plasma etch time, cleaning treatment procedure, and cooling rate—are not
shown in these tables either due to lack of correlation or lack of clear trends.

Table 2.1: Summary of select LPCVD ramp and annealing parameters and resulting top-
layer and bottom-layer graphene outcomes, as characterized by Raman spectroscopy
(Yes/No identifying peaks at ≈ 1350 cm−1, ≈ 1600 cm−1, and ≈ 2700 cm−1).

H2/Ar Ramp CH4/H2 Anneal Graphene Peaks Graphene Peaks
Conditions Conditions Before Etch After Etch

415 sccm H2 75 sccm CH4 Yes [66] Yes [66]
450 sccm Ar 15 sccm H2

750 °C, 25 min. 900 °C, 5 min.

41.5 sccm H2 75 sccm CH4 Yes Yes
45 sccm Ar 15 sccm H2 (poor (poor

750 °C, 25 min. 900 °C, 5 min. uniformity) uniformity)

83 sccm H2 75 sccm CH4 No No
90 sccm Ar 15 sccm H2 (poor (poor

750 °C, 125 min. 900 °C, 5 min. uniformity) uniformity)

41.5 sccm H2 75 sccm CH4 Amorphous C Amorphous C
45 sccm Ar 15 sccm H2

750 °C, 25 min. 900 °C, 10 min.

41.5 sccm H2 75 sccm CH4 No Yes
45 sccm Ar 15 sccm H2 (poor

750 °C, 25 min. 900 °C, 20 min. uniformity)

41.5 sccm H2 75 sccm CH4 Yes Yes
45 sccm Ar 15 sccm H2

750 °C, 25 min. 800 °C, 5 min.

41.5 sccm H2 75 sccm CH4 No Yes
45 sccm Ar 15 sccm H2 (poor

750 °C, 25 min. 800 °C, 10 min. uniformity)

23



CHAPTER 2. METAL-INDUCED GRAPHITIZATION WITH GASEOUS METHANE

Table 2.2: Additional summary of select LPCVD ramp and annealing parameters and
resulting top-layer and bottom-layer graphene outcomes, as characterized by Raman
spectroscopy (Yes/No identifying peaks at≈ 1350 cm−1,≈ 1600 cm−1, and≈ 2700 cm−1).

H2/Ar Ramp CH4/H2 Anneal Graphene Peaks Graphene Peaks
Conditions Conditions Before Etch After Etch

41.5 sccm H2 75 sccm CH4 Yes Yes
45 sccm Ar 15 sccm H2

750 °C, 25 min. 800 °C, 5 min.

41.5 sccm H2 75 sccm CH4 Yes Yes
45 sccm Ar 15 sccm H2

750 °C, 25 min. 825 °C, 5 min.

41.5 sccm H2 75 sccm CH4 Amorphous C Yes
45 sccm Ar 15 sccm H2

750 °C, 25 min. 850 °C, 5 min.

41.5 sccm H2 75 sccm CH4 Amorphous C Amorphous C
45 sccm Ar 15 sccm H2

750 °C, 25 min. 875 °C, 5 min.

41.5 sccm H2 45 sccm CH4 Yes No
45 sccm Ar 9 sccm H2

750 °C, 25 min. 800 °C, 5 min.

41.5 sccm H2 8.5 sccm CH4 Amorphous C Yes
45 sccm Ar 15 sccm H2

750 °C, 25 min. 800 °C, 5 min.
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Raman spectroscopy was also used to evaluate the etching methodology and effi-
cacy. Figure 2.18a shows representative Raman spectra of top-layer amorphous carbon
after CVD annealing (black) and after O2 plasma etching (red). The copper was etched
using a Fe(NO3)3 solution to obtain bottom-layer graphene. As Figure 2.18b shows, both
FeCl3 and Fe(NO3)3 can effectively remove the copper such that the Si peak at 520 cm−1

reappears, signifying that Si is once again accessible and “visible” without the copper
capping layer.

Figure 2.18: (a) Raman spectra of top-layer carbon before and after O2 plasma treatment,
(b) Raman spectra of 800 °C CVD-annealed 300 nm Cu on 300 nm SiO2 on Si before and
after etching with FeCl3 or Fe(NO3)3 for 1–10 minutes, with appearance of 520 cm−1 Si
suggesting effective etch of Cu.

Raman mapping

Two-dimensional Raman mapping was used to investigate the uniformity of graphene
across the surface. Large-area Raman mapping of a 20 µm× 20 µm region of bottom-
layer copper-catalyzed CVD graphene is shown in Figure 2.19a. Taking a histogram of
this map (Figure 2.19b) shows a much narrower I2D/IG distribution (0.65 to 1.1) that
confirms thickness uniformity over the large area. The higher-resolution Raman map
in Figure 2.19c yields an average I2D/IG peak intensity ratio of 0.97 ± 0.11 and aver-
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age ID/IG peak ratio of 0.98, indicating defective but uniform bilayer graphene. To our
knowledge, this bilayer graphene shows the best uniformity in all transfer-free thermal
CVD-grown copper-catalyzed graphene to date [27, 43].

Figure 2.19: Raman mapping data of bottom-layer copper-catalyzed graphene on SiO2

from optimized transfer-free CVD process (750 °C ramp in H2 and Ar, 800 °C anneal in
CH4 and H2, O2 plasma and Fe(NO3)3 etch). (a) Large-area I2D/IG Raman map for Cu-
catalyzed graphene, (b) histogram of large-area I2D/IG map for Cu-catalyzed graphene,
(c) small-area I2D/IG Raman map for Cu-catalyzed graphene.

X-ray photoelectron spectroscopy

To evaluate the efficacy of copper etch, X-ray photoemission spectroscopy (XPS) was
performed on the final bottom-layer graphene after O2 etch and wet Fe(NO3)3 etch. Fig-
ure 2.20 shows the C 1s, Cu 2p, and O 1s peaks, all of which have measurable peaks
intensities. Despite the wet etch, it appears that some Cu still exists on the surface; how-
ever, we note that the relative intensity (and therefore the relative composition, after
taking into account elemental sensitivity factors) is much lower than that of the C 1s
and O 1s peaks.

Hall probe measurements were done as previously described using the Van der
Pauw method at room temperature (Section 2.2.2). The current-voltage characteristics
showed a linear dependence, indicating ohmic behavior of the graphene film. Copper-
catalyzed bottom-layer graphene had a resistivity of 3.3 mΩ·cm and average mobility
of 124 cm2/V·s. This mobility value is on the lower end of the values reported in the
literature for transfer-free graphene and corroborates the large ID Raman defect peak
as noted previously. Further work on post-synthesis defect engineering of these films
could increase mobility values closer to the theoretical limit.
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Figure 2.20: XPS characterization of bottom-layer copper-catalyzed graphene on SiO2

from optimized transfer-free CVD process (750 °C ramp in H2 and Ar, 800 °C anneal in
CH4 and H2, O2 plasma and Fe(NO3)3 etch).

2.4 Mechanistic understanding

At this time, the mechanism of bottom-layer graphene formation is still not fully un-
derstood in the literature. However, a general schematic of direct graphene growth on
SiO2 substrates can provide insight about the difference in uniformity between nickel-
and copper-catalyzed graphene. Figure 2.21a illustrates a simplification of the metal-
catalyzed graphitization process.

At the initial exposure time t = 0, methane and hydrogen gas are flowed across the
metal catalyst, introducing carbon and hydrogen to the system. At high temperatures,
hydrocarbons dissociate into various CHi species (i = 0, 1, 2, 3) with different rela-
tive populations depending on the catalyst metal and reaction conditions [74, 75]. This
impinging dissociated carbon flux contributes to two distinct processes: (1) top-layer
graphene growth and (2) carbon diffusion into the catalyst, as previously described in
growth models for graphene CVD on transition metal catalysts [76, 77].

For bottom-layer graphene formation, carbon diffusion through the metal catalyst is
the critical concern. Fick’s second law can be used to describe the time-dependency of
diffusion in the absence of chemical reaction. For the specific case of a unidirectional
constant flux input JIat z = 0, the solution of Fick’s law is given by:

C(z, t) =
2JI
D

[(
Dt

π

)1/2

e−
z2

4Dt − z

2
erfc

(
z√
4Dt

)]
(2.3)

where C is species concentration, JI is the constant source flux, D is the diffusion
coefficient of the species in a bulk material, z is the length scale, and t is diffusion time.
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Figure 2.21: (a) Schematic of CVD hydrocarbon migration with increasing exposure
time. (b) Differences in carbon migration depending on metal permeability

This characteristic has been experimentally shown to be the a good fit for carbon diffu-
sion in nickel in the presence of methane and hydrogen gas during graphene CVD [78].
From this equation, scaling arguments can be used to estimate the approximate length
scale of diffusion to be x ∼ 2(Dt)−1/2.

Given carbon diffusivities of 3 × 10−11 m2/s at 1000 °C and 6 × 10−13 m2/s at 800 °C
in nickel and copper [60, 77], respectively, with a metal thickness of 100 nm, it would
theoretically take less than 1 ms for carbon to diffuse through either metal. However, the
mechanism is not quite this simple and recent kinetic growth models suggest that carbon
permeability, the product of diffusivity and solubility, is the more relevant parameter to
understanding carbon migration and the eventual saturation of bulk catalysts [76, 79].
It is widely known that carbon solubility in nickel (∼0.19 at% at 600 °C) [60] is several
magnitudes larger than that in copper (∼0.0007 at% at 1000 °C) [80], and this fact is of-
ten used to describe the self-limiting growth of top-layer graphene on copper. However,
this description is incomplete; more detailed models address how carbon migration is a
strong function of kinetics in the system, beyond simple thermodynamics [76, 78, 81–83],
providing deeper insight into the parameter choices that dictate graphene growth. Pre-
vious literature conjectured that for copper-catalyzed growth, bottom-layer graphene
results from carbon diffusion solely through grain boundaries [66], but the striking uni-
formity seen in current studies (as shown earlier in Figure 3) indicates that carbon likely
diffuses through the bulk as well, particularly given the long metal pre-annealing time
(which enhances grain growth in the metal) and the presence of strong defects in this
uniform film (which would be unexpected if graphene solely laterally extends from se-
lect nucleation sites).
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Figure 2.21b illustrates the primary difference between a high-carbon-permeability
metal (e.g., Ni), and a low-carbon-permeability metal (e.g., Cu). In a high-permeability
catalyst, carbon accumulates and aggregates at the bottom interface, while a low-
permeability catalyst can act as a mediating sink that can stabilize single-layer graphene
growth. The contrasting graphene qualities and uniformities shown previously suggest
that our growth processes act near two such regimes; these are represented by the carbon
concentration profiles noted in the inset curves in Figure 2.21b. Beyond inherent ther-
modynamic properties, kinetic growth parameters such as precursor partial pressures
and flow rates, catalyst thicknesses, exposure times, and annealing temperatures also
affect the carbon saturation in the catalyst, as described extensively by Cabrero-Vilatela,
et al. [76]. In addition, the interface energetics at the metal/SiO2 interface, carbon solu-
bility in SiO2, and metal dewetting dynamics are important to address. The formation
of bottom-layer graphene is highly complex and requires broader analysis beyond grain
boundary diffusion or carbon penetration [66, 84]. Further studies on a quantitative
model for bottom-layer graphene growth may provide deeper insight on this process.

2.5 Conclusion

Metal-assisted low-pressure thermal CVD is shown to be an effective method to pro-
duce large-area graphene directly on SiO2. Using a two-step annealing process with
optimized process parameters, we have synthesized low-defect > 45% coverage mono-
layer nickel-catalyzed graphene and high-uniformity > 90% coverage bilayer copper-
catalyzed graphene. The final nickel- and copper-catalyzed graphene films have Hall
mobilities of 352 cm2/V·s and 124 cm2/V·s at room temperature, respectively. These
studies highlight the need for further investigations into the mechanism of transfer-free
growth of graphene on insulating substrates, ultimately enabling judicious optimization
of large-scale graphene-on-insulator production for beyond-silicon electronics applica-
tions.
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Chapter 3

Spinodal dewetting of nickel on
highly-oriented pyrolytic graphite
(HOPG)

Despite the rapid advances in transfer-free synthesis of graphene, there are still ongoing
challenges that make wafer-scale high-quality graphene unobtainable at the industrial
scale. In particular, large-area uniformity is a prerequisite for electronic applications but
is not yet achievable.

Previous studies showed that uniform coverage was difficult to achieve for nickel-
catalyzed bottom-layer graphene. One reason for this may be due to thin film dewet-
ting at elevated temperatures during the CVD process. Studying thin film dewetting
may enable not only a deeper fundamental understanding of what is happening on the
nanoscale, but also a fuller picture of why different metal catalysts (e.g., Ni, Cu) result
in markedly different bottom-layer CVD graphene films.

3.1 Introduction to thin film dewetting

Thin film dewetting—the opposite of surface wetting—is observed in everything from
paint coatings to oil in a hot frying pan. In integrated circuit processing, thin films
are omnipresent as catalyst layers, dielectric layers, lubricant surfaces, and coatings;
dewetting of these films can create serious difficulties in achieving pristine, conformal
surfaces for device components. Recent developments of new materials and devices
towards the nanoscale regime further necessitate dewetting control. A fundamental
understanding of metal dewetting is critical to making informed decisions about process
conditions and fabrication needs, particularly for the semiconductor industry.

The results of nickel-on-HOPG spinodal dewetting, along with parallel studies
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of copper-on-HOPG, are consistent with the results seen previously for low-pressure
chemical vapor deposition of graphene with nickel and copper catalysts. In a broader
sense, these studies provide fundamental insight on the limitations for evaluating cata-
lyst thickness when pursuing metal-assisted graphene growth in low-pressure systems.

3.1.1 Interfacial energetics

When a film on a solid substrate is sufficiently thin (i.e., < 1µm), its stability is no longer
dictated by gravity and long-range forces but rather by intermolecular Van der Waals
forces [85–87]. The behavior of such films is complex but is ultimately driven by the
minimization of free energy of the system [85].

Figure 3.1: Generic effective interface potential φ(h) as a function of film thickness h.
Curves represent the interface potential for stable (black solid line), unstable (red dashed
line), and metastable (blue dotted line) cases. Adapted from [88].

The stability of a thin film on a solid substrate is characterized by the effective in-
terface potential, φ(h), defined as the excess free energy per unit area needed for two
interfaces to approach from infinity to a separation distance h [86, 88, 89]. Characteristic
interface potentials are shown in Figure 3.1. Three important cases are depicted: the
stable mode (black solid line), the unstable mode (red dashed line), and the metastable
mode (blue dotted line). As in canonical interaction potentials, φ → 0 when h → ∞
(i.e., for surfaces infinitely far apart). Stability is distinguished by the second deriva-
tive of φ with respect to h [85, 86, 88, 90]. If φ′′(h) < 0, the system has unstable modes
with exponentially increasing amplitudes [86, 87, 89, 91]. For the interface potential de-
noted by the black solid line, the thin film is stable, φ(h) > 0, and the global minimum
exists when the film is infinitely thick. In contrast, the unstable case (red dashed line)
exhibits a global minimum at thickness h = h∗, above which the film will spontaneously
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dewet. In the metastable case (blue dotted line) φ′′(h) < 0 only for very thin films; i.e.,
two different dewetting regimes arise. As several groups have explored, there are two
mechanisms by which a thin film may dewet: nucleation or spinodal dewetting [87–89,
92–96]. In the metastable case, at smaller thicknesses, the film is unstable and under
the auspices of spinodal dewetting; for thicker films, the system becomes stable and nu-
cleation becomes the driving force for dewetting [88]. While many preliminary studies
commented on the distinction between nucleation and spinodal dewetting, Seemann et
al. demonstrated a reconciled consistency between the two regimes and enabled deeper
quantitative analysis [88].

Spinodal dewetting is described as the physical analogue to spinodal decomposition
of a heterogeneous chemical mixture. In spinodal decomposition, a fluid mixture with
excess fluid interfacial energy undergoes compositional fluctuations [97–99]; in spinodal
dewetting, a thin film with excess surface energy undergoes height fluctuations [86, 87,
89, 91, 95]. Thermal instabilities driven by Van der Waals forces lead to small surface
undulations Z(x, t) modeled in equation 3.1, where h is the film thickness, δh is the film
amplitude, R is growth rate, t is time, coordinate x is parallel to the surface, and q is the
wave vector [91].

Z(x, t) = h+ δh0e
Rteiqx (3.1)

Figure 3.2: Schematic of spinodal dewetting of a thin film on a solid substrate, showing
average film thickness h0 and correlation length λs.

When van der Waals forces are the dominant driving force, a critical spinodal wave-
length λs arises where the rate of change is greatest [88, 100]:

λs(h) =

√
−8π2σ

φ′′(h)
(3.2)

Note here λs(h) is only real when φ′′(h) < 0, the characteristic of a spinodal dewetting
film. In addition, λs(h)→∞when φ′′(h) = 0.

Previous studies have shown that the radial average of the Fourier transform of a
real-space spinodal dewetting image can be used to determine the wave vector q of
the system [91, 93]. The peak maximum, q∗, corresponds to the inverse size of most
unstable surface undulations (qM ) during early-stage dewetting, or the size of droplets
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during late-stage dewetting [91]. q∗ can be related to the correlation length of surface
undulations λ(t) using the following relationship [85, 100]:

λs(t) ≡ 2π/(q∗(t)) (3.3)

Here we note that correlation length λs depends on film-surface interactions, film
thickness, and annealing time. For thin films applications, measuring λs allows us to
predict regime in which breakage will not occur. The following sections outline how λs
can be determined experimentally.

3.1.2 Characterization techniques

Spinodal dewetting is inherently a composition-dependent, temporal, morphological
process. In order to accurately characterize and quantify material dewetting, a sys-
tem must be able to capture both compositional and topological changes within a care-
fully controlled environment. To minimize surface contamination, ultra-high vacuum
conditions—in which the chamber pressure is < 10−9 torr—are critical to minimize the
rate of adsorption. To date, studies on spinodal dewetting of metals on various sub-
strates have been limited to in situ electron microscopy and computational approaches
[87–90, 92–96, 101–108].

The aim of these studies is to ultimately determine the correlation length λs as a
function of dewetting time and temperature. To do so, low-energy electron microscopy
(LEEM), low-energy electron diffraction (LEED), and Auger electron spectroscpy (AES)
are used to shed insight on the surface composition and structure of the material.

Low-energy electron microscopy (LEEM)

To study the temporal and morphological changes of the system, low-energy electron
microscopy (LEEM) is a uniquely powerful tool. Briefly, LEEM is a surface-sensitive
microscopy technique that allows for real-time, real-space imaging with atomic-scale
surface sensitivity.

In the prototypical setup, electrons are emitted from an illumination source and de-
flected through a prism optic. The electrons decelerate via an objective lens, and the
beam impinges on the sample with low energies (i.e., < 20 eV, and thus low penetration
depth). Backscattered electrons are accelerated into an imaging column, producing a
real-space microscope image. This technique particularly lends itself to surface-sensitive
applications such as thin film growth and surface dynamics visualization, making it a
prime candidate for studying spinodal dewetting.
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Low-energy electron diffraction (LEED)

For well-ordered crystalline substrates, LEED can provide information about the surface
structure based on electron backscattering described by Bragg’s Law [109]. Because of
the nanometer-range inelastic mean free path of electrons at low energies, this technique
is much more surface sensitive than X-ray diffraction (few-µm inelastic mean free path)
and is particularly useful for surface geometry analysis.

Auger electron spectroscopy (AES)

Similar to XPS, AES is a surface-sensitive technique that can determine elemental com-
position and an estimate of film thickness. In AES, a sample is irradiated with an elec-
tron beam source (penetration depth of 1–10 nm) and Auger electrons—secondary elec-
trons ejected due to energy transfer from core electron removal—are detected by a spec-
trometer, enabling non-invasive surface characterization of samples.

In the system described for the following experiments, LEED, LEEM, and AES are all
components of a single integrated tool, enabling in situ measurements without exposure
to atmosphere between intermediate stages.

3.2 Experimental setup

The following experiments were performed using the spin-polarized low-energy elec-
tron microscopy (SPLEEM) tool at the National Center for Electron Microscopy at
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Lawrence Berkeley National Lab (LBNL). See Appendix A for further details on op-
eration.

3.2.1 Establishing clean HOPG

Before loading, bulk HOPG was mechanically cleaved and secured into a cartridge
holder. The sample was then annealed at mild temperatures (< 600 °C, 2–4 hours) for
light outgassing. The purity of the sample was verified with LEED patterns, LEEM im-
ages and intensity-voltage spectra, and Auger spectra.

Figure 3.3 shows the LEED patterns for (a) clean single-crystalline graphite and (b)
HOPG—note the characteristic rings of HOPG which result from aggregate overlaid
orientations of graphite [110]. In Figure 3.3d, the intensity-voltage (I-V) spectrum of
HOPG is shown as a baseline reference. The intensity—the grayscale averaged intensity
in the field of view—represents surface reflectivity, which is a unique function of the
band structure of a given material. For graphite, the characteristic I-V reflectivity curve
features an initial low reflectivity below ∼ 7 eV, corresponding to the conduction band
along the Γ-A direction perpendicular to the graphite plane surface [111, 112].

Figure 3.4 shows the broad differentiated Auger spectrum (0–1000 eV) of HOPG. The
carbon KLL peak (≈ 271 eV) is the only peak present, verifying that oxygen (≈ 503 eV)
has been outgassed and the substrate is clean of adsorbates [113, 114].

To assess alternative regeneration methods, HOPG coated with evaporated nickel
film was treated by argon sputtering (1×10−6 torr,≈ 12 hours, 0.5 keV) and flash heating
(30 second annealing with 4.5 minute cool-down periods, ≈ 1400 °C, 10 cycles). The
LEEM images (Figure 3.5a-b) do not show a significant difference in surface morphology
except possible loss of atomic steps. However, this can lead to spurious conclusions.
As shown in Figure 3.5c, the intensity-voltage spectrum paints a clearer picture of the
efficacy of various HOPG cleaning methods. For exfoliated HOPG (black curve), the
characteristic hump around 10–17 V is indicative of pure HOPG, while for sputtered
and annealed HOPG (red and blue curves), the intensity is completely flat beyond 4 V—
mirroring the characteristic I-V of pure nickel—suggesting that the system is still capped
with nickel adlayers. Hence, ex situ mechanical exfoliation with mild annealing remains
the best way to regenerate a pristine substrate surface.

3.2.2 Nickel dosing calibration

To determine the nickel e-beam evaporation rate, Cu(100) was chosen as an arbitrary
calibration substrate with similar face-centered cubic crystal structure. Nickel deposi-
tion was verified by Auger spectroscopy (see Figure 3.6). Before deposition, Auger peak
minima for copper LMM are visible at 776 eV, 849 eV, and 920 eV. After deposition,
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Figure 3.3: Clean HOPG characterization: (a) LEED pattern for reference single-
crystalline graphite (266 eV) [110], (b) LEED pattern for experimental highly-oriented
pyrolytic graphite (266 eV), (c) LEEM image with step terrace features (3.2 eV start volt-
age), (d) intensity-voltage spectrum for clean HOPG sample.
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Figure 3.4: Auger spectrum of exfoliated, mildly annealed (<600 °C, 2–4 hours) HOPG
showing carbon KLL peak at ≈ 271 eV

Figure 3.5: Characterization of alternative HOPG regeneration methods: (a) LEEM of
mechanically exfoliated HOPG (3.2 eV start voltage), (b) LEEM of Ar+ sputtered, 1400
°C flash-annealed HOPG (3.2 eV start voltage), (c) intensity-voltage spectra for various
HOPG treatments.
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the copper peaks are subdued in relative intensity compared to the nickel LMM peak
minima at 716 eV, 783 eV, and 848 eV [113].

The dosing rate was estimated by calculating the time between oscillations in the
reflectivity intensity (Figure 3.7). Based on the peak wavelength (i.e., trough-to-trough
distance), the rate was estimated to be approximately 0.012 Ni layers/second (82 sec-
onds/layer of nickel)—however, it should be noted that deposition rates must be recal-
ibrated on a per-session basis due to changes in the melt rod length.

Figure 3.6: Auger electron spectroscopy calibration for nickel on Cu(100). Before deposi-
tion (black), the copper LMM 920 eV peak minimum is apparent; after nickel deposition
(red), the nickel LMM 848 eV peak minimum dominates.

3.2.3 Pyrometer calibration

Temperature measurements were taken using two optical pyrometers designated to sep-
arate chambers of the LEEM tool. In optical pyrometry, a non-contact device measures
thermal radiation to determine surface temperature of an object. Output radiation is a
function of intrinsic material properties; i.e., the object’s emissivity value—the object’s
ability to emit energy by radiation—is a critical parameter to calculate the correct tem-
perature signal.

In certain cases (e.g., within the LBNL SPLEEM chamber), pyrometers may be lim-
ited to fixed emissivities—these must be corrected for in order to accurately determine
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Figure 3.7: Transient LEEM reflectivity during nickel deposition on Cu(100).

temperature. In Figure 3.8, emissivity calibration curves are given for a sample heated
from ≈ 300–700 °C, showing the pyrometer output at different emissivity values. Note
that HOPG has an emissivity range ∼ 0.7–0.75 [115].

Figure 3.8: Emissivity calibration curves

For all following data, the temperatures (read at ε0.2) are corrected with the following
two correlations given in Equations 3.4 and 3.5 (extracted from linear curve fits, R2 >
0.997). Temperatures are still considered within a ± 50 degree error range.
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Tε0.7 = 0.79Tε0.2 + 29.21 (3.4)

Tε0.75 = 0.78Tε0.2 + 29.55 (3.5)

3.2.4 Nickel deposition and in situ heating

For the following experiments, electron-beam evaporation of nickel on HOPG was done
using the previously-determined calibration rate. In situ heating was facilitated by an
on-cartridge hot cathode filament. The base pressure was maintained at or below 10−11

torr for the entirety of the experiments. Characterization measurements were all done
at ambient temperature.

3.3 Evaporation of thin nickel

Spinodal dewetting occurs notably at very thin film thicknesses. As a minimal start-
ing point, approximately three equivalent layers of nickel were deposited on the HOPG
surface and incrementally heated to higher temperatures for 30 minutes. Figure 3.9a
shows the differentiated Auger spectra for 3 layers of nickel annealed to various temper-
atures, normalized to the maximum carbon peak height. With increasing temperature,
the characteristic nickel peaks (peak minima locations ≈ 61, 716, 783, 848 eV [113]) have
diminishing relative intensities.

Figure 3.9c plots the ratio of peak-to-peak heights of carbon (272 eV) to nickel (848
eV) for each temperature. After heating to approximately 750 °C, the C/Ni ratio in-
creases almost tenfold, suggesting nickel evaporation, nickel intercalation, or partial
carbon impurity introduction.

At operating pressures ≈ 10−11 torr, carbon adsorption/aggregation is assumed to
play a relatively minor role. Intercalation of metals under graphene has been demon-
strated previously [116] and could be a possible mechanism for apparent Ni loss. How-
ever, the nickel peaks of the normalized Auger spectra (Figure 3.9b) show the complete
disappearance of nickel signal above 750 °C (blue curve). Since the escape depth (i.e.,
the inelastic mean free path of Auger electrons) for electron energies of ∼50 eV to 3
keV is approximately 4–50 Å[113], AES probes deeper than several layers of Ni and/or
graphene (d ≈ 3 Å). Mere intercalation would result in mitigated, not nonexistent, Ni
Auger signal. While nickel carbide can form when nickel is deposited on graphite, previ-
ous studies demonstrated that at least 10 layers of nickel must be deposited to transition
from graphitic to carbidic Auger signals [117]. In addition, even if nickel carbide were
formed, full decomposition should occur above 400 °C [117–120]. The increase in C/Ni
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Figure 3.9: (a) Normalized Auger electron spectra for 3 layers of nickel on HOPG with
sequential annealing; (b) 650–900 eV regions of Auger spectra with characteristic nickel
peak minima ≈ 726, 783, 848 eV; (c) C/Ni ratio as a function of annealing temperature;
(d) normalized intensity-voltage curves for pristine HOPG, HOPG after 3L nickel depo-
sition, and 3L Ni-on-HOPG after annealing.

is thus attributed to nickel evaporation. Vapor pressure data for nickel [121], with select
temperatures given in Table 3.1 verifies that at base pressures of ≈ 10−11 torr, nickel will
sublime above ≈ 700–800 °C.

Examining the intensity-voltage curves (Figure 3.9d) gives further insight on the sur-
face composition. Progressing from clean HOPG to 3L-Ni-on-HOPG to increasing an-
nealing temperatures, two distinct curvatures arise: (1) rounded drop-off after 3 V with
∼ 0.3 increase in normalized intensity arising at 10 V, and (2) sharp drop-off at 3.5 V
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Table 3.1: Vapor pressures for solid nickel [121].

Temperature (°C) Vapor Pressure (torr)

400 2.41E-23
500 4.74E-19
600 9.54E-16
700 3.98E-13
800 5.35E-11
900 3.09E-09

1000 9.40E-08
1100 1.73E-06
1200 2.13E-05

with ∼ 0.2 increase in normalized intensity arising at 10 V. Notably, the clean HOPG
and 750 °C cases have almost exactly the same I-V spectra, suggesting that the substrate
has regenerated back to its original form. The minor protrusions at 1.8, 11.2, and 12.1 V
are likely artifacts arising from beam instability during measurement.

Using LEEM, the surface morphology can be further clarified. Figure 3.10 shows
8 µm-field-of-view snapshots of the substrate surface from (a) the pristine state to (b)
HOPG capped with a 3L nickel overlayer to (c-e) 3L-Ni-on-HOPG with increasing an-
nealing temperatures. As heating progresses, dark features arise; these are likely to be
carbon or nickel aggregations. After the final annealing to 750 °C, the surface no longer
shows any dark clusters and looks similar to the initial pristine condition, further sug-
gesting that the thin nickel layers evaporated during annealing.

Similar results are obtained for 15 and 25 layers of nickel on HOPG. A simple back-
of-the-envelope calculation accounts for this result. Assuming a Maxwell-Boltzmann
distribution of gas at equilibrium, the flux of atoms in a vacuum system is given in
Equation 3.6, where J is the flux in molecules/s, P is the vapor pressure of the evapo-
rating material, m is mass, and kB is the Boltzmann constant, and T is the temperature.

J =
P

2πmkBT
(3.6)

Using the vapor pressure relationship discussed previously [121], the evaporation
rate at 700 °C is calculated to be 6.9 × 1011 molecules/s. Assuming that a single nickel
monolayer on HOPG is equivalent to the areal density of carbon on the basal plane of
graphite, 1.27 × 1014 atoms/cm2 [117], it would take approximately half an hour for
a single monolayer of Ni to evaporate. This corresponds well with the results shown
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Figure 3.10: 8 µm-field-of-view 3.2V start voltage LEEM images of (a) pristine HOPG,
(b) 3 layers Ni on HOPG, (c) 3L Ni-on-HOPG after 350 °C anneal, (d) 3L Ni-on-HOPG
after 700 °C anneal, (e) 3L Ni-on-HOPG after 750 °C anneal.

previously. To account for the loss of Ni by evaporation, 75 layers of nickel are deposited
on HOPG for the following sections.

3.4 Developing the analysis methodology

To gain a more quantitative understanding of the dynamics of spinodal dewetting, im-
age processing must be carefully implemented. Precise study of morphological changes
is particularly important to extract accurate length measurements and relevant param-
eters. While manual image analysis is possible, the propensity for human error and
the sheer volume of images makes this an impractical solution. Computational ap-
proaches, on the other hand—when implemented judiciously—are robust alternatives
that promise precision and minimize subjective judgments.

Based on earlier understanding of nickel evaporation at elevated temperatures, 22.5
nm nickel is deposited on clean, outgassed HOPG. The sample is annealed sequentially
up to ≈ 900 °C with continuous image acquisition.
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The original LEEM images (8 µm field of view) are shown in Figure 3.11 for three
different start voltages. The images have non-ideal relative contrast and uneven beam
distribution, but dewetting features are clearly visible. As described earlier, the average
intensity of the image depends on the chosen start voltage (Section 3.2.1). Typically, the
image brightness drops off sharply at the sample work function, so it is ideal to choose
an imaging start voltage that is lower than both the substrate and thin film material
work function. For this particular system, with HOPG with a work function of≈ 4.4–4.8
eV [122, 123] and nickel with a work function of≈ 5 eV, we end up choosing a lower start
voltage of 3.2 eV because it lies in the optimal range of image contrast, feature visibility,
and micro-channel plate gain.

Figure 3.11: 8 µm field of view LEEM images of 75 layers of Ni on HOPG after heating.

For the following sections, we focus on the images following ≈ 730 °C annealing,
imaged at 3.2 V start voltage for assessment of image analysis techniques. First, correc-
tions are applied to improve analysis accuracy. Afterwards, the radial power spectral
density (PSD) is applied in order to extract quantitative interaction parameters from the
images. Several methods are evaluated, discussed, and concatenated to enable the most
judicious image analysis for in situ LEEM.

3.4.1 Image processing

Three software packages were chosen to facilitate image processing because of their
unique capabilities in data analysis.

To begin, Gwyddion—an open source scanning probe microscopy (SPM) tool used
for visualization and analysis—was used for initializing and preliminary processing.
Since this software was developed specifically for SPM techniques such as atomic force
microscopy (AFM), Gwyddion includes particularly useful and specific tools for analyz-
ing profilometry data.
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ImageJ, a public domain Java-based program, was chosen as the supplementary im-
age processing tool. While originally designed for biological image processing, it has
enormous capabilities for image analysis and is amenable to user-defined plugins.

Finally, MATLAB was used for final calculations of the power spectral density func-
tions. The ability to fine-tune calculations and handle large matrices with precision and
without excessive computation time is particularly advantageous.

Initializing leveling tilt/background adjustment

In electron microscopy, image quality and resolution can be tricky to manipulate, refine,
and maintain. For high-temperature annealing in particular, the energy from heating
leads to continuous microvibrations that result in blurriness to the output image and
physical tilting/shifting of the substrate itself. In addition, the electron beam may be
unstable for short periods of time. In LEEM, complex coordination of lenses and mag-
nets introduces difficulties in attaining a perfectly flat beam for imaging. Luckily, SPM
programs such as Gwyddion are designed to handle these concerns.

In the ideal case, SPM data is perfectly level and the only initializing needed is mov-
ing the minimum to zero (Fix Zero). In some cases, SPM microscopes will not be level
and require simple plane leveling (Plane Level). In complex cases such as LEEM images,
however, more discretion must be used to accurately account for variations in the tilt
and beam intensity.

For the specific case introduced earlier (75L-Ni-on-HOPG, annealed to h3), two pos-
sible leveling functions are selected as the most viable options for level correction: (1)
plane leveling with polynomial background subtraction and (2) base flattening. Polyno-
mial background subtraction uses data fit to given polynomial degrees (horizontal and
vertical, m, n in equation 3.7) and subtracts this from the image [124].

m∑
j=0

n∑
j=0

aj,kx
jyk (3.7)

In contrast, the Flatten Base function in Gwyddion uses a combination of facet and
polynomial leveling with automated masking to optimize for a sharp height distribution
peak [124]. In Figure 3.12, the height distribution for the original as-imported image (a)
is compared with the flattened base (b) and polynomial background (c) corrections. The
original image (red curve) shows sharp jagged peaks and an irregular distribution. In
contrast, both of the leveled cases have a gradual sloping that is more analogous to a
typical distribution profile. Comparing the corrections, the flattened base peak position
appears to be more well-aligned with the profile of the original image; the polynomial
background leveling appears slightly shifted, potentially missing or overcorrecting for

45



CHAPTER 3. SPINODAL DEWETTING OF NICKEL ON HOPG

image features which could lead to misleading results. The flattened base correction is
chosen as the optimal initial condition for processing.

Figure 3.12: 75L-Ni-on-HOPG images (a) as-imported original (b) image corrected with
flatten base function (c) image corrected with plane level and polynomial background
subtraction (d) height distributions of a-c. Scale bars are all 1 µm.

Thresholding/masking

After leveling, the image must be binarized to enable further particle analysis. At this
point, we transition to ImageJ to clarify the process in 8-bit grayscale images rather than
the multicolored Gwyddion output. Thresholding segments an image into white back-
ground and black features (or vice versa) [125]. In Figure 3.13, the base-flattened image
is converted to grayscale and modified with a range of thresholds. At low threshold,
many features are lost, while at high thresholds, edges and extra features may incor-
rectly dilate feature sizes. Thresholding at≈ 66 % is found to be the optimal compromise
between the extremes.
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Figure 3.13: 75L-Ni-on-HOPG images with thresholding levels at (a) 33 %, (b) 48.0 %, (c)
53.0 %, (d) 58 %, (e) 62 % (f) 66 %, (g) 68 %, (h) 72 %.
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Correction/filling of voids

Additional corrections can be applied to reduce imaging artifacts. As mentioned previ-
ously, microvibrations (i.e., substrate temperature changes) lead to blurriness and noise
in LEEM images. In addition, the relatively lower resolution of the images introduces
unwanted noise during thresholding. In ImageJ, Despeckle uses a median filter in a 3× 3
neighborhood to reduce standard “salt and pepper” noise [125]. Figure 3.14b shows the
enhanced clarity in border regions enabled by the Despeckle function.

Due to the imaging optics, peaks of hill features are seen as white holes within black
regions. Therefore, void filling is critical to have an accurate measure of disc radii and
not over-count concentric regions. ImageJ Fill Holes can be used to do so in an ideal case;
however, it is clear from Figure 3.11c that hole filling via ImageJ is not an effective so-
lution when there are unbounded regions. Rather, manual void filling using Gwyddion
(using grain masking with Fill Voids) is used to produce the most accurate result without
overfilling.

Figure 3.14: 75L-Ni-on-HOPG images corrected with ImageJ functions: (a) Threshold, (b)
Despeckle, (c) Fill Holes.

Radial PSD

After the image is in its most representative state after the corrections mentioned above,
the radial PSD can finally be calculated. For this process, a user-developed MATLAB
function for calculating radially averaged surface roughness/topography power spec-
trum is used [126]. For a given image (i.e., matrix of height values), the function calcu-
lates the discrete Fourier transform of the surface topography and takes a radial average
of the power spectrum to obtain the 2D PSD. Figure 3.15 applies this function to several
images of interest: (a) the original flattened-base image, (b) after additional threshold-
ing, and (c) after thresholding and manual void filling. As expected, the curves have
markedly different tail curvatures. Despite the corrections, the low-q data points are
quite noisy and a clear maximum q∗ is difficult to ascertain.
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Figure 3.15: Power spectral density functions calculated from discrete Fourier trans-
forms of LEEM surface topography of 75L-Ni-on-HOPG with various corrections: (a)
the original flattened-base image, (b) after additional thresholding, and (c) after thresh-
olding and manual void filling.
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While the built-in features of Gwyddion and ImageJ enable improved image quality
for PSD analysis, the corrections are insufficient to account for poor image resolution,
illumination uniformity, and inescapable blurriness/significant noise. Additional ad-
justments must be made with care (i.e., not to overcorrect), consistency (i.e., systematic
equivalency between sets), and specificity to the system of interest (i.e., with appropriate
assumptions).

3.4.2 Texture analysis microscopy

Texture analysis microscopy (TAM) was developed by Yongxiang Gao and Matthew
Helgeson group at the University of Caliornia at Santa Barbara. This methodology
uses textural correlation maps to optimize morphological parameters in a nonideal im-
age [127]. TAM was created to enable quantification of poor-quality optical images—
including colloidal fluids undergoing spinodal dewetting, collodial fluids undergoing
spinodal decomposition, and anisotropic objects in fluid—with uneven illumination,
low signal-to-noise ratios, optical artifacts, and clear anisotropy. It is intended to act as a
pre-processing method before fast Fourier transform (FFT) analysis (for understanding
phase separation dynamics) and feature localization, both of which are relevant in the
case of spinodal dewetting.

The algorithm starts with an input image and generates a Gaussian textural kernel G
with distinct Gaussian features defined by characteristic size 2w+1 and variancew2

g . The
kernel is then correlated to a sub-matrix of the initial image B, generating a correlation
coefficient map with globally optimized parameters. Using this map, local features are
identified and then locally optimized for the most probable textural features w̄ and w̄g.
Further details can be found in Gao et al. 2014 [127].

Initialization

The starting image was the Gwyddion-imported flattened-base standard with no addi-
tional corrections (see Section 3.4.1). To ensure coherence with the algorithm, the image
must be cropped to a square region including relevant features. Although any M ×M
matrix is acceptable, a 256×256 matrix is chosen as an appropriately large sample region,
covering more than half of the acquired LEEM field-of-view window while minimizing
misaligned beam artifacts. According to Gao et al., the selection of image size should
not strongly affect the final PSD result calculated (see Figure 3.16) [127]. Besides the
extremely low and high q-values, the structure function peak and sharpness are mostly
unaffected by a smaller image size. Parallel studies on the resolution (pixel size) ef-
fects show that there is no apparent effect of pixel size on the power spectra of Fourier
transforms of the textural maps, except the inherent truncation at high q values [127].
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Figure 3.16: Effect of image size on structure function for nanoemulsion droplets under-
going spinodal decomposition. (a) Original size (scalebar 50 µm), (b) 1/2 original size,
(c) 1/4 original size, (d) 1/16 original size. (e) Radially averaged Fourier transforms of
(a)-(d). Reproduced from [127].

51



CHAPTER 3. SPINODAL DEWETTING OF NICKEL ON HOPG

In addition to the raw image, the local Texture Analysis Microscopy algorithm re-
quires additional inputs: radius of the Gaussian template texture w, width of the Gaus-
sian template texture wg, and pixel size (in micron). The values of (w, wg) determine the
template texture and are optimized within an appropriate range (see Section 3.4.2). The
pixel size is calculated simply from the image scale and pixel dimensions of the image.

Textural mapping

The sensitivity of the algorithm to values of (w, wg) can be better understood by con-
sidering the underlying textural mapping function, i.e., the calculation of the correlation
coefficient. The correlation coefficient ρ is defined as the statistical similarity between
the textural kernel G(w, wg) and region of interest B(x,y,w):

ρ(x, y, w, wg) = corr [B(x, y, w),G(w,wg)] =

2w+1∑
i=1

2w+1∑
j=1

(Bi,j −B)(Gi,j −G)

(2w + 1)2σBσG
(3.8)

As such, the range of possible values for the correlation coefficient is between [-1,
1], with the limits of -1 and 1 corresponding to perfect anti-correlation and perfect cor-
relation, respectively. Figure 3.17 shows the correlation coefficients as a function of (w,
wg). The (w, wg) values that result in the highest value of ρ are chosen as the optimized
parameters used in later local optimization.

In the ideal case, a wide range of values would be used to scan for the optimal input
parameters. However, the computational time for each additional input is fairly signif-
icant: each iteration (i.e., each (w, wg) evaluation) of the texture analysis function takes
about 6–8 seconds. A large array of test values can quickly add up. To account for this,
limits to the appropriate search range are estimated using the line measurement tool in
ImageJ.

Local feature recognition

With specified ranges of w and wg defining the textural map, feature recognition can
be applied using additional criteria: the minimum distance between local maxima, r,
and the minimum cutoff intensity of local maxima, Icut. These parameters are used to
sort features by their intensities and position constraints, then identify the most prob-
able locations of local maxima for a given (w, wg). For spinodal dewetting, the most
important considerations are that r does not overcount features—especially potentially
unfilled voids—and that Icut does not overcount noise and spurious features. Further
explanation and clarification are well-detailed in Gao et al. 2014 [127].
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Figure 3.17: Sensitivity analysis of input parameters in texture analysis microscopy al-
gorithm applied to 75 layers of Ni-on-HOPG.

Comparison to Gwyddion/ImageJ analysis

Following the selection criteria and careful selection of r and Icut detailed above, the
TAM algorithm is applied to the image of interest. Figure 3.18 shows the comparison
between (a) the original Gwyddion-leveled image, (b) the same image with 40% bright-
ened correction (for comparison ease), and (c) optimum correlation coefficient map cal-
culated based on the most probable feature morphologies (c). Comparing these images,
it is clear that the correlation coefficient map effectively depicts a reasonable parallel to
the true image, but with a higher signal-to-noise ratio, minimized noise, and improved
specular contrast. In many regions that had shadow effects due to indirect beam align-
ment on “tall” morphological features are minimized. Notably, features that were seem-
ingly connected or consolidated into singular regions are more clearly delineated in the
textural map. The enhanced fidelity enabled by TAM is significant and provides greater
confidence for subsequent analysis.

In Figure 3.19, the power spectral density function is calculated for the optimized
correlation coefficient map. As expected, curvature of the PSD is markedly improved
compared to the previous cases with low-fidelity images after Gwyddion/Image-J pro-
cessing shown in 3.15. As such, this curvature enables more accurate quantification of
the q∗ position. In the end, this gives a general spinodal dewetting length of approx-
imately 0.4 µm, comparable to values obtained from manual analysis. The principles
outlined above are used to improve the validity of the assessment of q∗ given a non-
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Figure 3.18: Application of texture analysis microscopy on 75 layers of Ni-on-HOPG.
(a) Original imported image, (b) 40% brightened image for comparison purposes, (c)
calculated optimum correlation coefficient map based on image (a).

ideal acquisition image.

Figure 3.19: Application of texture analysis microscopy on 75 layers of Ni-on-HOPG. (a)
TAM-calculated optimum correlation coefficient map, (b) PSD calculation based on (a).

As mentioned previously, the selection ofw andwg dictates the correlation coefficient
map and thus the resulting quantification of q∗. The values of q∗ for a range of w and
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wg are shown in Figure 3.20. The sensitivity of q∗ appears to be more significant for
incremental texture widthwg than for comparative texture radiusw increments; the peak
position shifting more as a function of edge sharpness makes sense intuitively when
considering the texture kernel morphology in low-valued ranges.

Figure 3.20: Sensitivity analysis of w and wg values on q∗.

At the end of the day, the ultimate goal of this extensive image optimization and
analysis is to systematically design a protocol for amplifying the quality and ensuring
accuracy in image quantification. The steps and choices are means for enabling the
clearest, most reliable starting points achievable with images gathered from low-energy
electron microscopy.

3.5 Spinodal dewetting length analysis

3.5.1 Effect of metal thickness

The spinodal dewetting length has a unique relationship with metal film thickness; this
is particularly relevant when there is a need to resolve or quantify thickness thresholds
for a given system. Theoretical models have shown that the dewetting wavelength λ
should scale with film thickness h according to equation 3.9. The characteristic length
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scale α depends on the substrate and film materials and encapsulates the Hamaker con-
stant and surface tension to characterize the surface stability of a particular system [92,
95].

λ = 2π

√
2

3

h2

α
(3.9)

To probe the λ(h) relationship, nickel thicknesses of 0.9, 4.5, 7.5, or 22.5 nm were de-
posited on freshly cleaved and outgassed HOPG and annealed to 350 °C. The deposition
was verified by AES and LEED (Figure 3.21). Following characterization, the sample
was heated immediately to the target temperature using a built-in cartridge filament
element. Real-space images of the sample surface were collected during the ramp-up
process through thermal equilibration—characterized by cessation of image drift, sam-
ple drift, and focus offset. After image collection, the sample was cooled back to room
temperature before further characterization. The HOPG was recleaved, reloaded, and
recleaned after each experiment. The same procedure was repeated for each of the nickel
thicknesses. The equilibrated acquisitions were used for image analysis, following im-
age optimization with the TAM methods outlined previously.

Figure 3.21: In situ characterization after Ni deposition on HOPG. (a) Auger spec-
troscopy data of various thicknesses, (b) low-energy electron diffraction pattern of pris-
tine HOPG at 144 eV, (c) low-energy electron diffraction pattern of 7.5 nm Ni-on-HOPG
at 144 eV.
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Figure 3.22: Experimental values of (a) spinodal wavelength maximum q∗ and (b) char-
acteristic wavelength λ as a function of 0.9–22.5 nm nickel film thickness on HOPG,
extracted from images processed with texture analysis microscopy algorithm.

Figure 3.22 shows the resulting q∗ values extracted from the equilibrated samples
deposited with a range of nickel thicknesses. The q∗ value decreases as nickel thickness
is increased. Using the relation λ = 2π/q∗ (equation 3.3), plot 3.22b depicts the char-
acteristic spinodal dewetting wavelength λ increasing with increasing film thickness.
Equation 3.9 suggests that a quadratic dependence is expected for λ(h). Indeed, a linear
fit of the logarithmic spinodal dewetting length as a function of film thickness (dotted
red line) shows strong correlation with the data (R2 = 0.99). As such, the experimental
data matches theory, and the characteristic parameter α is calculated to be 5.1 nm, which
is on the same order of magnitude as literature for spinodal dewetting of gold on fused
silica (α = 4.3 nm) [95].

The characteristic rise time τ is defined in equation 3.10, where ν is the space velocity
(surface energy γ/viscosity η).

τ =
4

3

h5

α4ν
(3.10)

For liquid nickel at the melting temperature, ν is 361 m/s (γ = 1.7 N/m [128, 129],
η = 4.7 × 10−3 Ns/m2 [130, 131]) and the rise time is calculated for various thicknesses
as shown in Figure 3.23. The rise time of a nickel thickness of 25 nm is calculated to
be approximately 52 ns. Although this value is below that of the acquisition resolution
capabilities of the LEEM tool, it is still possible to extract valuable equilibrium data from
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the acquired images.

Figure 3.23: Calculated values of characteristic rise time τ as a function of 0.9–22.5 nm
nickel film thickness on HOPG, based on from images processed with texture analysis
microscopy algorithm.

3.5.2 Effect of time

Temporal variations in spinodal wavelength can also bring insight into the character of
interfacial energetics. Xie et al. described that spinodal dewetting wavelength should
decrease with time [91].

Similar to the protocol outlined previously, 7.5 nm nickel was deposited on newly-
cleaved, outgassed HOPG and then annealed immediately to the target temperature
(350 °C). Upon heating, the sample expands and the beam position drifts considerably as
a result of the added applied charge, leading to inevitable image loss in the initial stages
of the heating. The acquisition was saved as soon as temperature neared or appeared to
reach stability. Images were recorded and analyzed by TAM as previously described.

Consistent with earlier calculations of the characteristic rise time on the order of
nanoseconds for nickel thicknesses of interest, no apparent changes in the surface mor-
phology could be clearly captured via real-time LEEM. Figure 3.24 plots the calculated
q∗ of sequential images taken of 7.5 nm nickel-on-HOPG in real time. At early times
in the annealing process, the value of q∗ appears to be nearly constant, with R2 = .004,
indicating lack of correlation with time.
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Figure 3.24: Experimental values of q∗ at short times for 7.5 nm nickel-on-HOPG, sug-
gesting lack of correlation with time during initial stages.

The acquisition resolution of one second is limited by a complex array of optics and
electron gun constraints; ultimately, it comes down to an optimization of trade-offs be-
tween acquisition averaging time and image resolution. Beyond temporal limitations,
the heating process also leads to sample expansion and physical shifting, requiring con-
stant readjustments of tilt, focus, and beam alignment. Evaporation of material during
heating also leads to poorer resolution. Nevertheless, the resulting images still paint a
clearer picture of the phenomenological transitions that are happening at the interface
of nickel and HOPG during mild annealing.

Figure 3.25 shows the morphological changes on the surface with extended anneal-
ing time. The representative image captures from the start of annealing (a) to the end of
60 minutes (h) show the progression from a smooth, pristine surface to a rough, mottled
surface with notable clusters over time.

To further elucidate the elemental composition and local bonding states, Figure 3.26
shows additional ex situ characterization by XPS for the oxygen 1s, carbon 1s, and va-
lence band regions. Figures 3.26a-c show the spectra for pristine HOPG and Figures
3.26 show the spectra for 7.5 nm Ni deposited on HOPG annealed up to ≈ 420 °C for 3.5
hours. In the oxygen 1s region, after nickel deposition and annealing, there is the ap-
pearance of an extra shoulder around 530 eV binding energy, which is attributed to the
NiO peak. There is no shift in the carbon 1s peak binding energy position, which sug-
gests that there is no reaction happening between the nickel and carbon to form nickel
carbide at these temperatures. As expected, the HOPG does not have a clear valence
band peak.
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Figure 3.25: Representative LEEM images of 7.5 nm nickel-on-HOPG annealed to ≈ 350
°C from (a) 0 minutes to (h) 60 minutes.

3.5.3 Nickel-on-HOPG summary

In situ LEEM studies of thin nickel films deposited on HOPG can provide insight on
surface morphology during and after annealing. Above a minimum critical thickness of
nickel, it is possible to acquire real-time, real-space images using LEEM.

In these studies, image processing and texture analysis microscopy were applied
to obtain quantitative information from the acquired LEEM images. A characteristic
interaction parameter length α was calculated to be 5.1 nm for nickel on HOPG. The
characteristic rise time τ was calculated to be approximately 52 ns for 25 nm nickel
on HOPG. These values and corresponding LEEM images, LEED patterns, and XPS
analysis suggest physical dewetting without chemical reaction with graphite.

Although nickel is a commonly-used catalyst in top-layer graphene synthesis, other
metals (e.g., copper) are also studied [17, 26, 43]. Analogous studies of other metals on
HOPG could provide further information on the relative proclivity for spinodal dewet-
ting on HOPG.

3.6 Copper-on-HOPG comparison

Parallel experiments were done with copper on HOPG in order to explore the differences
between the interfacial characteristics of each of these metals with HOPG.
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Figure 3.26: X-ray photoelectron spectroscopy of pristine HOPG and 7.5 nm nickel-on-
HOPG annealed to ≈ 420 °C for 3.5 hours.
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Again, HOPG was first cleaved, loaded, and outgassed in situ as previously de-
scribed (Section 3.2.1). The copper doser was calibrated in the same way as the nickel
system (Section 3.2.2), using Cu(100) as a calibration substrate. Figure 3.27 shows the fi-
nal calibration intensity plot that resulting in a dosing rate of approximately 120 seconds
per monolayer of copper.

Figure 3.27: LEEM reflectivity as a function of start voltage used to calibrate copper
dosing rate on Cu(100).

Using this dosing rate, approximately 25 layers of copper were deposited on HOPG
at liquid nitrogen temperature. The sample temperature was then increased directly to
the target of 350 °C, mirroring the previous experiments on nickel. Image acquisition
began as soon as the image became reasonably stable but not yet at thermal equilibrium
in order to capture as much of the dynamics as possible. Figure 3.28 shows represen-
tative images of copper on HOPG with increasing annealing time. The total annealing
time from the first image to the last image was sixty minutes. There is almost no change
in the surface morphology over time. Compared to the nickel-on-HOPG case, this is a
marked contrast—there is no noticeable formation of surface features such as hillocks or
valleys as easily identified in Figure 3.25. Since texture analysis microscopy algorithm
relies on feature recognition, it cannot be applied similarly for copper due to this lack of
observable features.

3.7 Conclusion

The spinodal dewetting phenomenon informs a deeper understanding of interfacial dy-
namics for thin films on various substrates. Systematic studies of few-nm nickel de-
posited on HOPG and annealed in situ enabled unprecedented real-time recordings of
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Figure 3.28: Representative LEEM images of ∼25 layers copper on HOPG annealed to
350 °C with increasing time.

changes in surface morphology after annealing. Extensive studies of software-assisted
image analysis and application of texture analysis microscopy established a robust method-
ology for processing acquired images. The results of nickel-on-HOPG spinodal dewet-
ting, along with parallel studies of copper-on-HOPG, are consistent with the results seen
previously for low-pressure chemical vapor deposition of graphene with nickel and cop-
per catalysts. In a broader sense, these studies provide fundamental insight on the limi-
tations for evaluating catalyst thickness when pursuing metal-assisted graphene growth
in low-pressure systems.
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Chapter 4

Hydrogen plasma treatment of tungsten
diselenide1

4.1 Introduction

TMDCs have gained significant traction in recent years due to their uniquely layer-
dependent properties. These MX2 trilayers—composed of two chalcogen (X) atoms
and one metal (M) atom—have an X-M-X sandwich structure and weak interlayer van
der Waals bonding, enabling scalable, extremely thin (∼6-7 Å) monolayers with no sur-
face dangling bonds, particularly susceptible to induced defects [19, 132]. TMDCs such
as tungsten diselenide (WSe2) and molydenum disulfide (MoS2) exhibit an indirect-to-
direct band gap transition from bulk to monolayer form, offering a compelling alterna-
tive over graphene, which lacks an intrinsic bandgap [20–22]. As such, these materials
are attractive for scalable, surface-sensitive device applications such as gas sensors and
field-effect transistors (FETs) [133, 134].

Despite the rapid advances in proof-of-concept TMDC devices, device performance
is still limited by fundamental issues such as large contact resistances [28–31]. To lower
the contact resistance, intentional doping can be used to reduce the depletion width (i.e.,
the Schottky barrier width), increasing the probability of electron tunneling [32]. To
date, controllable methods for doping TMDCs via defect engineering are still in early
stages of study [33].

Plasma treatment has been demonstrated as a way to induce defects in TMDCs. In
contrast to other ex situ defect generation techniques such as electron beam irradiation

1A modified version of this work was published in Tosun, M.; Chan, L.; Amani, M.; Roy, T.; Ahn, G.
H.; Taheri, P.; Carraro, C.; Ager, J. W.; Maboudian, R.; Javey, A. Air Stable n-Doping of WSe2 by Anion
Vacancy Formation with Mild Plasma Treatment. ACS Nano 2016, 10 (7), 6853–6860. DOI: 10.1021/ac-
snano.6b02521.
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or thermal annealing, plasma allows for high-energy reactive species to impinge on a
sample without excessive heating. Previous studies have utilized oxygen, argon, and
higher molecular weight plasmas (e.g., SF6, CF4, CHF3) to form new bonds [135–139],
induce vacancies [140], or separate TMDC layers [139]. However, plasma-induced de-
fect engineering with hydrogen (H2) has not yet been explored. Given its low molecular
weight, small atomic size, and common availability in semiconductor fabrication set-
tings, hydrogen plasma is a promising candidate for controlled defect engineering of
TMDCs such as WSe2.

In this study, the effect of hydrogen plasma treatment on the material composition
and device performance of WSe2 is quantified using an in situ XPS and inductively cou-
pled plasma (ICP) system. The investigation suggests the generation of selenium vacan-
cies in WSe2 and demonstrates n-doping up to degenerate levels. Finally, n-type FETs
with plasma-treated contact regions are compared to control devices without treatment
and exhibit more than two orders of magnitude lower contact resistances.

4.1.1 Hydrogen plasma treatment

An inductively coupled hydrogen plasma system was built to induce defects in bulk
WSe2 crystals (Figure 4.1a, 4.1b). To minimize contamination, the bulk crystal was first
introduced into a load lock and pumped down to pressures of <10−8 torr. A 200 mtorr
charge of hydrogen gas (99.999%, Praxair) was then introduced into the load lock. Hy-
drogen plasma was imparted at a radio frequency 13.56 MHz and irradiated in three
second increments at 3 W power. After the hydrogen plasma treatment, the sample was
transferred (in situ) for XPS characterization (Figure 4.1c).

4.1.2 X-ray photoelectron spectroscopy analysis

X-ray photoemission spectroscopy (XPS) is a surface-sensitive technique used to inves-
tigate the effect of H2 plasma on the material properties and chemical composition of
the WSe2 lattice. Compared to other ultra-high vacuum (UHV) surface characteriza-
tion techniques, XPS is one of the most surface sensitive, as the mean free path of the
electrons in solids is small (escape depth on the order of 1–10 nm) [141].

As shown in Figure 4.2a, in XPS a solid is irradiated with soft X-rays, leading to the
emission of electrons via the photoelectric effect. The emitted electrons are detected and
analyzed as a function of kinetic energy. The resulting spectrum, which plots the num-
ber of emitted electrons per energy interval, can provide information about the elements
present in the sample, the chemical state of each element, and quantitative information
about elemental composition.

In XPS analysis, the kinetic energy is simply given as the difference between the
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(a) (b)
(c)

Figure 4.1: (a) Side and (b) top views of H2 plasma chamber. (c) In situ XPS and plasma
system

(a) (b)

Figure 4.2: Schematic of XPS system

66



CHAPTER 4. HYDROGEN PLASMA TREATMENT OF TUNGSTEN DISELENIDE

incident energy (hν) and the sum of the binding energy (BE) and work function of the
sample (φs):

KE = hν − (BE + φs) (4.1)

The binding energy is defined as the energy of the atomic orbital from which an electron
originates. While a sample’s work function may be unknown, because the sample and
spectrometer are both grounded, the relevant work function ends up being mathemati-
cally equivalent to the work function of the spectrometer.

In this study, the in situ XPS analysis was performed with an Omicron Dar400 achro-
matic Mg Kα X-ray source and an Omicron EA 125 hemispherical analyzer operated at
constant 50 eV pass energy. Bulk WSe2 was loaded onto a sample holder and pumped
down to ultra-high vacuum conditions (P < 10−9) prior to measurement.

4.1.3 Field-effect transistor performance

To determine the effect of hydrogen plasma treatment on the contact resistance of WSe2
FETs, two devices were fabricated on a single WSe2 flake [142, 143]. WSe2 was exfoliated
on a heavily doped silicon wafer with 12 nm ZrO2 as a back gate. In both devices, the
contact regions were defined using e-beam lithography followed by 30 nm Ni metal
deposition and liftoff using acetone. In the H2-treated device, the contact regions were
selectively treated with mild 140 mTorr 100 sccm H2 plasma at 5 W for 5 s (Plasma-
Therm PK-12 Reactive Ion Etch) prior to 30 nm Ni evaporation and liftoff in acetone.
Both devices had the same channel width (L = 1 µm) and contact metal width.

4.2 XPS characterization

XPS was performed to investigate the effect of H2 plasma on the chemical composition
and material properties of WSe2.

4.2.1 Effect of H2 plasma on chemical composition

Figures 4.3a and 4.3b show the Se 3d and W 4f peaks prior to exposure and after 3, 6,
and 12 seconds of exposure to H2 plasma. With increasing exposure times, the binding
energies increase. The upshift by 0.5 eV (after 12 seconds of treatment) indicates a Fermi
level shift away from the valence band toward the conduction band edge which can
be attributed to n-doping. This core-level shift toward higher binding energy is also
consistent with previous studies of n-doped WSe2 [143].

The Se 3d and W 4f peaks can also be used to quantify elemental ratios in the sample
(i.e., the Se:W atomic ratio). For homogenous samples such as bulk WSe2, elemental

67



CHAPTER 4. HYDROGEN PLASMA TREATMENT OF TUNGSTEN DISELENIDE

Figure 4.3: (a) Selenium 3d and (b) tungsten 4f XPS peaks of bulk WSe2 as a function of
H2 plasma treatment time

ratios can be calculated by a simple relation between peak areas:

n1

n2

=

(
I1
S1

)
(
I2
S2

) (4.2)

where ni is the number of atoms of element i, Ii is the peak intensity (i.e., peak area) after
background subtraction, and Si is the angle-adjusted atomic sensitivity factor.

The peak areas for Se and W are quantified using regions of interest of 52.5–58.25 eV
and 30.2–40.2. eV, respectively. Figure 4.4 shows the Se 3d and W 4f peaks and corre-
sponding curve fits (70% Gaussian, 30% Lorentzian) after Shirley background subtrac-
tion [141]. These fits are used to determine the nominal peak areas prior to corrections.

For multi-layer systems, overlayer thickness leads to exponential attenuation of the
photoelectron signal according to the Beer Lambert Law, IS = Ioe−d/λ, where d is the
overlayer depth and λ is the mean free path of an electron through the material. In the
case of multiple layers of stacked Se-W-Se, the final elemental ratio of Se/W is given by:

nSe
nW

=

ISe1
SSe(1−e−dSe/λSe )

+
ISe2

SSe(1−e−dSe/λSe )(e−dSe/λSe )(e−dW /λW )

2IW
SW (1−e−dW /λW )(e−dSe/λSe )

(4.3)
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Figure 4.4: XPS spectra of (a) selenium 3d and (b) tungsten 4f peaks of bulk WSe2 prior
to H2 plasma treatment with 70% Gaussian, 30% Lorentzian peak fits after Shirley back-
ground subtraction

Figure 4.5: Se/W ratio of bulk WSe2 with increasing H2 plasma treatment times
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Figure 4.5 shows the calculated ratio of the areas under the Se 3d and W 4f peaks
as a function of plasma treatment time. Thicknesses d are calculated based on mate-
rial parameters, and λ values are taken from predictive models from the NIST Electron
Inelastic-Mean-Free-Path Database [144].

The final ratios are sensitive to the background subtraction parameters, particularly
the region of interest in which background subtraction is carried out. Alternative choices
of a constant Se region width (+/− 0.5 eV) can translate into a uniform shift of the curve
in Figure 4.5 of up to 5%, but will not affect the relative ratio decrease as a function of
plasma exposure time. Different sources for the mean free path values can also introduce
systematic error, but this similarly has a negligible effect on the overall trend.

(a) (b)

Figure 4.6: (a) Schematic of pristine WSe2 flake (b) Schematic of WSe2 flake after H2

plasma treatment [142]

The Se/W ratio decreases with H2 plasma time, indicating the loss of selenium atoms
with increased exposure to hydrogen plasma. As depicted in Figure 4.6, the doping is
induced by creating Se vacancies in the WSe2 lattice.

4.2.2 Effect of H2 plasma on doping concentration

To gain insight on the effect of H2 plasma treatment on electron doping concentration,
the XPS valence band spectra can be analyzed. Figure 4.7 shows the valence band spec-
tra of WSe2 with increasing H2 plasma time. Linear extrapolation of the valence band
edge tail, indicated by dotted lines in the figure, is used to extract the difference be-
tween the Fermi energy (EF ) and the valence band energy (EV ). As shown in Figure
4.7b, (EF − EV ) evolves from 0.73 to 1.19 eV from 0–12 seconds of hydrogen plasma
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Figure 4.7: (a) Normalized valence band spectra of bulk WSe2 with increasing H2 plasma
treatment time. (b) Energy difference calculated with values extracted from valence
band spectra
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treatment. Assuming a band gap value of 1.2 eV for multilayer WSe2 [145], the differ-
ence between the conduction band energy (EC) and the Fermi energy, (EC−EF ) can also
be calculated and is shown in the same plot (red triangles). At the longest H2 plasma
treatment time of 12 seconds, the difference between conduction band edge and the
Fermi level is calculated to be 10 meV. This corresponds to EC − EF < 3kT at room
temperature, indicating controllable degenerate n-doping of WSe2.

After determining the position of the Fermi level relative to the conduction band
edge, the electron doping concentration (ND) is calculated. The 3-D effective density of
states (NC) for electrons is calculated by using

NC = 2

(
2πmnkT

h2

)3/2

(4.4)

where mn is the effective mass for electrons, k is the Boltzmann constant, T is the tem-
perature, and h is Planck’s constant. At room temperature, by assumingmn to be 0.53m0

[146], NC is calculated to be 8.8 x 1018 cm−3. Given this value and the energy difference
calculated in Figure 4.7b, the doping concentration ND can be calculated using:

ND = NCe
(EF−EC )

kT (4.5)

and is plotted in Figure 4.8. Note that this equation only applies to shorter H2 plasma
treatment times (<12 s), since the Boltzmann approximation does not apply at degener-
ate levels. Given that the boundary condition for degenerate doping, EC − EF = 3kT ,
results in a doping concentration of 4 x 1017 cm−3, ND is assumed to be greater than 4 x
1017 cm−3 at room temperature. As shown in Figure 4.8, ND shows a monotonic increase
with H2 plasma treatment time.

4.3 n-FET performance

Contact resistance (Rc) values were compared for the control and H2 plasma treated n-
FETs following the fabrication steps in Section 4.1.3 (Figure 4.9a). As shown in Figure
4.9b, the total resistance of the channel and the contacts can be fitted to an exponentially
decaying function. The asymptote at large VGS is defined as 2RC as the channel resis-
tance becomes negligible. The contact resistance for the H2-plasma-treated device was 8
kΩ ·µm, more than 2 orders of magnitude lower than for the control devices. While this
RC value is on the same order of magnitude as WSe2 FETs fabricated using alternative
(NO2, K) doping schemes [143, 147], H2 plasma treatment has a marked advantage for
its stability in air and common availability in semiconductor fabrication.

To further determine if plasma treatment indeed induced vacancies in the WSe2 lat-
tice, He plasma treatment was also tested on WSe2 FETs fabricated on the same flake.
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Figure 4.8: Doping concentration in bulk WSe2 with increasing H2 plasma treatment
time

Figure 4.9: (a) Optical image of control (left) and H2-plasma-treated (right) field-effect
transistors fabricated on single WSe2 flake (b) n-FET contact resistance with and without
H2 plasma treatment [142]
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Following He-plasma treatment, the FETs had an ON current improvement of 3 orders
of magnitude and also showed n-type transfer characteristics, suggesting that the dop-
ing indeed results from the formation of Se vacancies rather than a chemical reaction to
H2 plasma.

The electrical performance of WSe2 n-FETs is impacted by the efficacy of electron tun-
neling through the Schottky barrier width. For a prototypical FET device, the depletion
width Wdep is a function of the doping concentration ND, semiconductor permittivity εs,
built-in potential φbi, and charge q [148]:

Wdep =

√
2εsφbi
qND

(4.6)

It follows that H2 plasma treatment—which increases the doping concentrationND—
decreases the depletion width Wdep. As such, the probability of electron tunneling
through the Schottky barrier increases and this results in a reduced metal contact re-
sistance.

A typical TMDC–metal interface is separated by a van der Waals gap due to the lack
of dangling bonds on the ideal TMDC surface [39]. In the ideal case, this contributes to
an additional tunneling barrier. However, when Se vacancies are created using plasma
treatment, dangling bonds and defects are introduced; these help disrupt the interface
and facilitate bonding between the metal and TMDC interface.

Together, this increase in doping concentration and the generation of induced defects
creates a diminished Schottky barrier width, increasing the probability of electron tun-
neling and enabling a novel method for lowering the contact resistance of WSe2 in FET
devices.

4.4 Conclusion

This study demonstrates the effect of hydrogen plasma treatment on the material prop-
erties of WSe2. Selenium vacancies selectively form in the WSe2 lattice, leading to de-
generate n-doping with extended plasma treatment times. WSe2 n-FETs are fabricated
and demonstrate two orders of magnitude decrease in contact resistance after hydrogen
plasma treatment.

Defect engineering of TMDCs is a topic of increasing importance as devices come
closer to realization. This investigation demonstrates how controlled modifications to
device interfaces can help improve device properties. A deeper understanding of the de-
fect formation of TMDCs can enable intelligent design of scalable electronics and chemi-
cal sensing devices. Since the time of these studies, additional groups have continued to
work on plasma treatment and other doping methods [33–36]. Continuing work offers a
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cumulative assortment of alternatives and learning points; many opportunities remain
for further exploration.
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Chapter 5

Conclusion

Two-dimensional materials are in a golden age of research; however, challenges are
growing increasingly formidable as progress evolves from proof-of-concept devices to
consumer products. This work focused on two particular classes of 2DMs: graphene
and TMDCs. Two barriers to high-performance FETs—the transfer step requirement
and the high 2DM–metal contact resistance—were investigated from synthesis and de-
fect engineering angles.

To address the non-ideal transfer step required to move metal-catalyzed CVD-
graphene onto target insulating substrates, transfer-free CVD graphene synthesis was
explored and optimized. Adapting from previous work and using a two-step an-
nealing process, bottom-layer graphene was successfully achieved from low-pressure
CVD with gaseous methane as a carbon precursor. Using nickel as a catalyst, defect-
minimized regions of monolayer graphene with > 45 % coverage were obtained. Us-
ing copper as a catalyst, uniform, 2–3 layer graphene with complete coverage was ob-
tained. The results validated that nickel and copper catalysts behave differently (as in
top-layer graphene growth) and suggested contrasting mechanistic regimes for bottom-
layer graphene growth.

To better understand the differences between nickel and copper in metal-catalyzed
graphene growth, real-time, real-space low-energy electron microscopy (LEEM) was
used to study spinodal dewetting of thin metal films on HOPG. Image processing tech-
niques and texture analysis microscopy were adapted and applied to address imaging
limitations of LEEM and obtain quantitative interaction parameters.

Finally, the high contact resistance of TMDCs in field-effect transistors was addressed
by using mild hydrogen plasma treatment to systematically dope WSe2 in contact re-
gions. XPS was used to identify and quantify the n-doping of WSe2 with increasing
plasma treatment times. The plasma treatment selectively induced selenium vacancies
and lowered contact resistances in field effect transistors by more than two orders of
magnitude.
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These studies add to the growing set of literature informing judicious selection of
process parameters for high-performance electronics applications. Moving forward, in-
vestigations on transfer-free growth would be well-served by analogous in situ studies
of spinodal dewetting on other metals (i.e., beyond nickel and copper) on HOPG. As
defect engineering of 2DMs continues to advance, fundamental studies exploring the
physical, chemical, and electronic consequences and mechanisms of doping/vacancy
formation would add considerable depth. Needless to say, rapid progress in 2DM re-
search has been encouraging to date; continued emphasis on fundamental studies will
behoove the field as industry leans into 2DMs and pushes towards scalable production
of beyond-silicon electronics for multifarious applications.

77



Bibliography

(1) Novoselov, K. S.; Jiang, D.; Schedin, F.; Booth, T. J.; Khotkevich, V. V.; Morozov,
S. V.; Geim, a. K. Proceedings of the National Academy of Sciences of the United States
of America 2005, 102, 10451–10453.

(2) Novoselov, K. S.; Fal’Ko, V. I.; Colombo, L.; Gellert, P. R.; Schwab, M. G.; Kim, K.
Nature 2012, 490, 192–200.

(3) Chhowalla, M.; Shin, H. S.; Eda, G.; Li, L.-J.; Loh, K. P.; Zhang, H. Nature Chemistry
2013, 5, 263–75.

(4) Ferrari, A. C.; Katsnelson, M.; Vandersypen, L.; Loiseau, A.; Morandi, V.;
Tredicucci, A.; Williams, G. M.; Hong, H. Nanoscale 2015, 7, 4598–4810.

(5) Das, S.; Kim, M.; Lee, J.-w.; Choi, W. Critical Reviews in Solid State and Materials
Sciences 2014, 39, 231–252.
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Appendix A

LEEM Manual

A.1 Load Lock

A.1.1 Loading a Sample

1. Make sure your samples are accounted for and there is an empty spot for your new
sample. Check that the load lock is fully retracted.

2. Close the turbo pump. Make sure the roughing pump is also closed.

3. Turn on N2 gas (release green knob CCW). You will hear a hiss.

4. Open Swagelock/cap.

5. Load sample (facing downwards) using mini spring arm.

6. Close cap/tighten swagelock.

7. Close valve 1 (to turbo).

8. Open valve 2 (to roughing pump).

9. Watch the pressure decrease on the gray box (above LEED/AES gauge).

10. When P < (=) 0.0 mtorr, close valve 2.

11. Open valve 1 (to the turbo).

12. Open turbo pump. Wait > 10 minutes for pressure to further decrease.

13. Open gate valve to garage to transfer sample inside.
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A.1.2 Removing a Sample

1. Check Pgarage. Make sure the turbo is still running (green light is on/current is ∼
0.2 A).

2. Watch the pressure as you open gate valve to load lock slowly.

3. Lower load lock arm fully. (Don’t let it fall down too quickly).

4. Load sample (facing downwards) into load lock.

5. Pull load lock back up.

6. Close gate valve to garage.

7. Close turbo pump.

8. Turn on N2 (release green knob CCW).

9. Open/vent load lock.

10. Take out sample/quickly reload sample as needed.

11. Close cap/tighten Swagelock.

12. Close valve 1 (to turbo).

13. Open valve 2 (to roughing pump).

14. Watch the pressure decrease on the gray box (above LEED/AES gauge).

15. When P < (=) 0.0 mtorr, close valve 2.

16. Open valve 1 (to the turbo).

17. Open turbo pump.

18. Wait >10 minutes for pressure to further decrease.
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A.2 Sputter Chamber

A.2.1 Sample Loading

1. Check to make sure that the transfer arm is retracted from sputter chamber.

2. Use the U-shaped hex tool to move the stage into the chamber until the green line
is reached.

3. Use the transfer arm to insert cartridge into sample holder. Be careful of the an-
gle of the cartridge: if it is rotated incorrectly, the metal contact loops under the
cartridge will break.

(a) (b)

Figure A.1: (a) Top and (b) side views of sputter chamber.
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A.2.2 O2 Flash Heating

1. Check that both adjacent gate valves are closed.

2. Turn on oxygen by carefully opening the leak valve (turn counterclockwise and
press down on the lever to make sure the internal spring is properly compressed)
until Psputter ∼ 3 x 10−8 torr.

3. Check that cables are plugged in correctly on the sputter chamber.

4. Turn on Kepco High Voltage Power Supply.

5. Set voltage = 990 V.

6. Set current to ∼ 100 mA (or whatever is needed, but start small).

7. Press Output On/Off to turn on the power.

8. Check to make sure the leakage current is not too high. Ideally, the current value
should be 0 mA if there is no leakage current.

9. If 40” timer is needed, press both green rod buttons at the same time to begin the
flash. If not, press the right green rod button only to turn on the circuit.

10. Slowly increase the sample heating filament current (rotate black knob). The cur-
rent should start to change above filament I ∼ 2.00A.

11. Keep increasing filament until desired current setting is reached. Make sure the
voltage remains at the set value; otherwise you may need to decrease the filament
current or reset the maximum current setting.

12. Use pyrometer to read temperature. Remember to use the filter, set the emissivity
according to the material, and turn off the sputter ion gauge before measuring.

13. If only O is used (no Ar), open LEED/AES gate valve for final flash.

14. To turn off:

a. Turn the sample heating filament current back to 0.

b. Press both white rod buttons to turn off.

c. Turn off power supply.

d. Close O2 valve.
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A.2.3 Ar sputtering

1. Check that both adjacent gate valves are closed.

2. Introduce ∼ 10−6 torr Ar (carefully open the leak valve by turning counterclock-
wise while pressing down on the lever).

3. Close shutter.

4. Turn on Ar+ sputtering power.

5. Turn emission up as needed (e.g. 15 mA).

6. Turn on beam energy. Choose beam energy as desired (e.g 0.5, 1, 1.5, or 2 kV).

7. Sputter/flash as needed (see above).

8. Turn off beam energy.

9. Close Ar valve/pump down sputter chamber.

A.2.4 RGA Measurement

1. Turn on the RGA box (note that the fan will make the LEEM image blurrier so
remember to turn it off after use).

2. Plug USB into laptop.

3. Turn on software for RGA measurement.

4. Press filament button.

5. Press MCP button if pressure is sufficiently low (< 10−6 torr).

6. Press start on the program to start measuring.

7. You may need to adjust the vertical and horizontal axes as needed.

8. Note that the output is mass. Common peaks include H2 (2), C (12), O (16), CO
(28), CO2 (44).

9. Remember to turn off filament, MCP, and RGA after use.
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A.3 LEEM Chamber

A.3.1 Loading Sample

1. Check pressure gauges. If pressures are all reasonably low (<10−9 torr), open the
three valves on the horizontal axis.

2. If cartridge is already on transfer arm, move into LEEM chamber. Remember that
the sample should be facing the electron gun (toward the wall with Auger sys-
tem/toward the pressure gauge readouts).

3. Carefully align sample edges in holder rails by adjusting the vertical/horizontal
location. It will be helpful to look through the view window at the side end of the
instrument.

4. Gently push transfer arm slightly further inward.

5. Rotate transfer arm 90o; long pins should be perpendicular to the face of the sample
in the final state (for release).

6. Pull out transfer arm carefully, checking to make sure that cartridge does not come
out with it.

7. Lightly tap sample to ensure it is fully in the holder.

8. Pull out transfer out all the way back to the LEED chamber. Close gate valves.

9. Check that the shutter is open (open shutter = open camera). Rotate large stage
knob while holding a thumb in place to prevent sample crashing.

10. Continue rotating large knob until the sample looks very close to the lens but not
yet touching. Be careful not to crash the sample! Better safe than sorry–this can
damage the sample and cause sparks in the chamber.

11. Continue to Getting an Image.

A.3.2 Removing Sample

1. Realign tilt back to center position. (Stage has markings showing approximate
final location)

2. Retract stage by rotating large knob (CCW) until it stops rotating.
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3. Check pressure gauges. If pressures are all reasonably low (¡10-9 torr), open the
three valves on the horizontal axis.

4. Pull transfer arm into LEEM chamber. Be careful that the arm is centered while
maneuve ring through closed regions.

5. Align pins such that the tip is aligned with the cartridge hole and the long pins are
horizontal (perpendicular to sample direction).

6. Continue pushing forward gently.

7. Rotate knob 90o, and pull out.

8. Watch the sample while pulling out to avoid crashing.

A.3.3 Flash Heating

1. Make sure voltage plugs are plugged in correctly. For the LEEM chamber, the red
wire should be connected to the black wire labeled with red tape. (As a polarity
check, electron beam should move downward as voltage increases).

2. Turn on power of KEPCO high voltage power supply.

3. Set voltage (e.g. 850 V). (Press “V set”, then enter value, then enter.)

4. Set current maximum. (Press “I set”, then enter value, then enter.)

5. Press green current button to turn on filament.

6. Slowly increase sample heating filament by turning black knob. The current dis-
play on the bottom box should start increasing after 2.1 A

7. Watch to make sure that the voltage is maximized and current is at the set point.
If the current is too low, increase the filament slightly. If the voltage is decreasing,
decrease the filament to optimize the values.

8. During heating, a few things may happen:

– beam may shift downward. Solution: adjust the gun deflector Y.

– sample may drift. Solution: adjust the stage to realign the sample.

– sample may expand. Solution: decrease the focus.

9. See LEEM Measurements.
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A.3.4 Evaporation (e.g., Nickel Dosing)

1. Always double check that water cooling line is running (tap on water lines). Make
sure that the water level in the bucket in the top corner of the room is filled to the
top of the red tape (should always be up to there).

2. Nickel: assume ∼4 minutes per monolayer. Every 8 minutes, 0.35 nm (note that
this number might be slightly different because it was calibrated on Co).

3. Turn on MgO e-beam HV.

4. Turn on MgO e-beam filament.

5. Press HV on button.

6. Set to 25 W and stabilize power at 25W (wait for 5 minutes).

7. Make sure shutter is closed.

8. Open shutter to deposit.

9. Close shutter when done.

10. Turn off red HV button.

11. Then turn off green button.

12. Turn off MgO filament.

A.4 LEEM Measurements

A.4.1 Turning on the Cathode

1. Top box: Turn on current to 3.4-3.7A (should be the max).

2. Watch until emission current peaks.

3. Lower cathode to 0V when the current peaks/saturates. Otherwise, leave at ∼1 or
2V.
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A.4.2 Notes on Finding the Beam

(a) Use trackpad to adjust items so we can undo the action. If the beam is lost and
a parameter is changed, change something. (Make sure mouse is on the SPLEEM
control window so it works.)

(b) If beam is not flat: adjust rotator (optimal ∼220V), C (∼1200V), D.

(c) Note that stigmation has a huge effect on how well we can adjust the image.
(but much more difficult). Astigmatism: steps show up, but maybe more con-
trast/crisper steps in one direction than another

Adjusting the beam itself:

– Don’t touch the magnets! Hysteresis effects prevent going back.

– Don’t change objective deflector.

– Simultaneously adjust the following to get beam as bright and flat as possible:

- Gun deflector (X,Y)

- Illumination deflector (X,Y).

- C, D Potential Controls (gentler than A, B). Change these in conjunction w/
gun deflector.

- Rotator Potential Control (beam shape).

- Knock top of chamber with big wrench to ensure stability.

A.4.3 Getting an Image

1. Open shutter and make sure camera is on.

2. Rotate sample stage closer to beam (CW), until it is about 3 ridges away from
the plates. (Place your thumb in the gap to prevent crashing). Or until cartridge
front appears very close to the lens on the screen. You can tell where it is by the
reflection.

3. Open ImageJ SPLEEM plugin until image appears. Make sure the screen is live
(not frozen).

4. Circle the region of interest (inside the black circle).

5. Start with an exposure time of 250ms so the refresh rate is fast.
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6. Start with Projective 1 at a high setting (∼800V) to see the entire “footprint” of the
beam.

7. Starting at a higher start voltage (e.g. 15V), slowly increase MCP gain until “snow”
appears. If snow is very faint, you may need to adjust the projector lens. If it’s still
faint, use the gun deflector to bring the bright spot to the center.

8. Decrease the start voltage until the snow disappears/becomes very faint.

9. Adjust the tilt to maximize the intensity. Keep an eye on the image–if it gets too
bright, immediately decrease the MCP so as not to overexpose.

10. Repeat steps 7-8 until you reach a low voltage/until you can go down to a start
voltage of 0V.

11. Optimize the tilt at 0V.

12. Change the exposure time to 1s for a better integration time/clearer image.

13. Adjust MCP so the initial intensity at 0V is ∼210.

14. Adjust focus until beam shape looks correct (slightly ovular). E.g. start at 1800-
2200 V until you see a clear image. Then decrease back to 1800 V and move
stage closer until you recover the image (may need to retilt). (Ideal objective focus
∼1100, 1200V.)

15. Adjust the beam with the gun/image deflectors as needed. (Want “flat” beam–
smooth/homogeneous.)

16. Go back to a higher voltage (e.g., 4V) to get a clearer image.

17. Return to Projective 1: 338.2V (known magnification: FOV = 12 µm diameter).

18. Readjust the focus. (If image is still blurry, check that the RGA is off).

A.4.4 Taking a Spectrum

1. Create a new folder.

2. Edit Macros→ 1 spectrum:

Don’t need to change other numbers except:

frames = 1

start E = 0
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step E = 0.1

stop E = 20

3. Press Simple Spectrum: Start.

A.4.5 Restarting ImageJ

1. Quit ImageJ.

2. On SPLEEM Main Control Window: Tools→ TCP/IP Interface.

3. In the interface: press Stop. then Start.

4. Open ImageJ again.

5. ImageJ→ Plugins→ Spleem → Spleem.

6. TCP/IP Interface should be green/say Connected. MIDI board should restart.

A.4.6 Analyzing Data

1. Load sequence (File→ Import→ Image sequence, specify number of images).

2. Circle area of interest (full FOV = 450x450 pixels).

3. Images→ Stacks→ Plot Z-axis profile.

A.5 Auger Electron Spectroscopy

1. Move sample to LEED chamber and face the sample toward the AES detector (to-
ward the pump controller).

2. Turn off LEED/AES ion gauge by switching the lower left-hand side button (la-
beled “Filament”).

3. Align sample vertically to the marked AES line and horizontally to the end of the
plate (away from the pump controller).

4. Check that the sample is vertical. If not, the Auger spectrum may be shifted.

5. Turn on power of Electron Gun Supply.

6. Turn on power of Electron Multiplier Supply.
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7. Turn on power switch on Digital AES Control.

8. Press red On button for beam voltage.

9. Slowly increase emission current until∼0.1 mA emission current is detected. (∼5.5
turns–overturn, then return to 5.5 tick mark.)

10. Open AugerScan program on desktop. (You may need to click OK for a few win-
dows first.)

11. File→ New Acquisition.

a. Select Survey.

b. Select AES.

c. Press OK.

12. Acquisition→ Settings.

a. For a general sweep, start with:

i. Start voltage: 30 eV

ii. End voltage: 1000 eV

iii. Step size: 0.5 eV

iv. Sweeps: 1-3 (or as desired)

v. Time/step: 50 mS

b. Adjust as needed.

13. Press acquire and let program run. If spectrum becomes saturated at high energies,
decrease the emission current slightly and retake.

14. Analyze data as needed (book is in drawer under the computer).

15. Remember to save as both .ASN and .txt so you can still access the data without
the software.

A.6 Low-Energy Electron Diffraction

A.6.1 Taking a LEED pattern

1. Align sample to center (follow AES line for vertical reference, center tick for hor-
izontal reference). Sample should face the LEED camera (away from pump con-
troller).
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2. Turn on white Power button.

3. Turn on red HV On button.

4. Turn on I Max button.

5. Turn on Power switch.

6. Slowly increase voltage to 4 kV using black knob. Watch the right meter while
rotating (ignore the knob numbers).

7. Very slowly increase Filament I to 1.7 A (1.65 A to be safe) (update 10/24/2017:
1.9A to get correct emission). There is a strong delay, so be careful. Value shows
on screen if DPM is on correct mode (“Filament I A”).
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8. Turn off LEED/AES ion gauge by switching the lower left-hand side button (la-
beled “Filament”). This will darken the LEED chamber and let you better see your
diffraction spots.

9. Place and align camera hardware onto the LEED chamber.

10. Open UC480 viewer on the computer desktop, select for video, and press play.
Turn off room lights and cover the camera system if possible.

11. Switch DPM knob to beam energy. Adjust beam energy (usually in the range of
0.057–0.200 V) until you see a good diffraction pattern.

12. Adjust focus knob until you get a crisp image. If your image isn’t clear and you
are below 1.7 mA (step 7) increase carefully increase to 1.7, adjust beam energy
and focus as needed.

13. If the image still isn’t clear, adjust the position of the sample using the transfer arm.

14. When done, save image.

15. Turn down the beam energy and save another image for background subtraction.

16. Turn down HV from 4 kV to 0 (knob 6) and switch power supply OFF (switch 5).
Turn down filament from 1.7 to 0 (knob 7) and switch OFF filament power (button
4). Turn OFF HV ON (red button 3) and turn OFF main power (white button 2).
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A.6.2 LEED Image Processing (General)

1. Import both images (pattern + background) into ImageJ.

2. Open Image→ Calculator. Input:

Image 1 = LEED image of interest.

Action: subtract.

Image 2 = bg (make sure the settings are the same when taking the image).

3. Optional: invert image (CTRL + SHIFT +I) and adjust the contrast (CTRL + SHIFT
+ C) as needed.
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