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Abstract

Elucidating Nanoscale Dynamics of Matter and Energy Transport in Heterogeneous
Systems Using Time-Resolved Spectroscopies and Microscopies

by

Trevor D Roberts

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Naomi S. Ginsberg, Chair

Solution processable materials offer a variety of exciting possibilities, owing to their low-cost
and ease of tunability. Many next-generation electronic devices are being developed using
solution processable materials, but their performance is typically hindered by the complex
heterogeneous structures that result from their assembly or deposition. The characteristic
length scales of this heterogeneity are typically nanometers and micrometers, and time scales
of interest for material function can vary by many orders of magnitude (e.g., femtoseconds to
minutes) depending on the context. In this dissertation, we employ a suite of time-resolved
spectroscopies and microscopies to address material dynamics relevant for the transport of
(excitation) energy and mass.

Chapter 2 describes measurements characterizing the excited state evolution of a protein-
bound chromophore intended for a biomimetic photosynthetic light harvesting complex using
transient absorption spectroscopy. These measurements employ a series of chromophore-
protein chemical linking groups that vary in their length and rigidity, which enables con-
trol over the chromophore-protein coupling. The findings here inform design principles for
biomimetic light harvesting systems as well as the underlying photophysics potentially em-
ployed in natural photosynthetic systems for efficient excitation transport.

Chapter 3 describes correlative widefield single-particle tracking and atomic force microscopy
(AFM) phase imaging to determine how the nano- and microscale semicrystalline morphology
in electrolytic poly(ethylene oxide) (PEO) thin films influences the motion of small particles.
The findings here suggest that polymer crystallinity, if controlled well, need not necessarily
be a detriment to the transport of small particle species despite this historically being a
challenge for PEO solid-state electrolytes that are investigated as next-generation battery
materials.

Chapter 4 gives an overview of time-resolved ultrafast STED (TRUSTED), an ultrafast trans-
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formation of STED super-resolution microscopy to track exciton migration at the nanoscale
in optoelectronically coupled materials. TRUSTED takes advantage of well-defined optical
quenching boundaries such that exciton displacements, even over small distances, will reg-
ister as a change in the number of excitons quenched. We describe the basics as well as the
nuances in trying to apply this method to a series of electronically coupled materials.

Finally, Chapter 5 will discuss the ongoing investigation, at the time of this writing, of
exciton transport in Tellurium doped CdSe/CdS core-shell quantum dot superlattices. We
investigate exciton transport using TRUSTED as well as time-resolved emission spectroscopy
(TRES) and single-particle emission spectroscopy to characterize how the energetic disorder
imposed by dopants modulates exciton transport. Steps to finish this work are detailed,
which involve reconciling the time-rate of exciton energy decay measured by TRES with the
exciton diffusivity measured by TRUSTED.

Taken together, this dissertation illustrates specific examples of characterizing material
structure-function relationships across a variety of different systems. To do so, it requires
using a number of different characterization tools, and, in each case, reveals the importance
of matching the scale of the experimental length and/or time resolution to the native length
and time scales of material structural heterogeneities and dynamics, respectively.
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Chapter 1

Introduction

1.1 Solution Processable Materials for Energy

Applications

Solution processable materials offer a variety of exciting possibilities. They are materials
that can form solid-state structures or devices by first depositing the dissolved material as
a solution and then removing its solvent (otherwise known as a “wet” processing method).
Numerous solution processable polymers[1–5], organic semiconductors[6, 7], self-assembling
nanomaterials[8–10], and more are promising for energy harvesting and storage applications,
given their low-cost and ease of tunability. Owing to their “printable” nature, one can pattern
the deposition of these materials in a controllable manner, and one popular form-factor is
the thin film. Thin films can be flexible as well as easily integrated into device architectures
and even biological media (e.g. skin-like electronics[5]). Some examples of this are solid-
state polymer electrolytes for safer Li-ion batteries[11, 12], efficient organic electronics[13,
14], and quantum dot displays and solar cells[9, 15]. Beyond these applications, they afford
researchers an excellent platform for the development of model systems to better understand
fundamental questions, like how natural photosynthetic systems achieve such remarkable
excitation transport efficiency.

Despite these potentially lucrative features, many solution processable materials suffer
performance losses due to morphological heterogeneities present over nanometer to microm-
eter length scales. It is therefore imperative to characterize material dynamics over length
and time scales relevant to transport through and in the vicinity of such morphological het-
erogeneities. But to achieve such characterization in numerous different materials, we must
reconcile the challenge of disparate time and length scales. Transport processes of interest for
this dissertation can occur on time scales ranging from 10s of femtoseconds to minutes and
length scales ranging from 10s of nanometers to 100s of micrometers. In order to address such
varied processes, we leverage in this dissertation a suite of spatially- and temporally-resolved
characterization tools - some correlatively, and even some that we ourselves developed.
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1.2 Chromophore and Semiconductor Photophysics

For each project discussed in this dissertation, the optical excitation of chromophores plays
a central role. Whether we wish to better understand how these excitations are perturbed by
(or couple to) their environment (Chapters 2, 4, 5), how these excitations migrate through
and within their surroundings (Chapters 4 and 5), or to use these excitations as a probe to
learn more about a material that is itself not optically active (Chapter 3), it is necessary to
understand the essential photophysics that ensue after light absorption.

A chromophore is a light absorbing moiety in a compound responsible for determining
the material’s color. The optical excitation of a chromophore promotes an electron from the
ground electronic state to an electronic excited state. When considering semiconductor sys-
tems, the language of an “exciton” is used to describe this phenomenon. In a semiconductor,
after the electron is promoted from the valence band to the conduction band, it leaves behind
a positive vacancy referred to as a “hole.” The electron and hole are Coulombically attracted
to one another and the bound electron-hole pair is the overall charge neutral quasi-particle
known as the exciton. The extent to which the electron and hole are coupled to one another,
or the exciton binding energy, is contingent on the dielectric constant of the surrounding
medium[16] because it affects the screening between the two charges.

Figure 1.1, from Ref [16], provides a schematic overview of the relative differences in na-
ture of the excitons for a variety of semiconducting systems. The two materials in particular
that are relevant for this dissertation are organic semiconductors and quantum dot solids.
The degree of localization for excitons in organic semiconductors can vary, but they generally
possess higher exciton binding energies than those found in quantum dot nanocrystals. The
exciton binding energy determines the amount of energy required to separate the electron
and hole species into free charge carriers. An additional consideration is the exciton Böhr
radius (i.e. the electron-hole separation distance). In quantum dot systems, the Böhr radius
generally exceeds the size of the nanocrystal itself, and as a result the exciton experiences
quantum confinement[17]. This is what leads to the exquisite tunability of their optical
bandgap by virtue of changing the nanocrystal size, and they exhibit properties in between
those of a bulk semiconductor and individual molecules.

Despite the difference in the nature of the exciton species in each system in this thesis
(molecules, molecular aggregates, quantum dots), there are a number of processes that are
generally relevant to consider following photoexcitation. Figure 1.2a provides a schematic
energy level diagram of the relevant relaxation pathways and excited states pertinent to
molecular and organic semiconductor systems. Figure 1.2b provides a complementary energy
level diagram that considers the valence and conduction band of a quantum dot nanocrystal.
Below I will briefly describe the most salient excitation relaxation processes of a hypothetical
exciton in the context of both diagrams.
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Figure 1.1: Chart of the various properties of the photoexcited species in semiconductors
as a consequence of their localization and dielectric screening. Reprinted from Ref [16] with
permission.

Figure 1.2: Schematic of the various states (horizontal lines) and processes (arrows) im-
portant for this dissertation. (a) Typical picture of states and processes associated with
molecular and organic semiconducting systems. (b) Typical picture of bands, states and
processes associated with semiconductor nanoparticles.

1.2.1 Thermalization and vibrational relaxation

A molecule or semiconductor may be excited from its electronic ground state to a higher lying
excited state manifold, Sn

1 and will then proceed to relax to the lower lying excited state, S0
1.
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In quantum dots, this manifests as the electron relaxing from an energy level from one of its
discrete “atomic-like” states higher up in the conduction band to the band edge. When an
exciton possesses this excess energy it is often referred to as “hot.” This energy is typically
lost as rapid electron and hole thermalization followed by transfer as heat to the surrounding
environment (e.g. molecules transferring heat to solvent via vibrational relaxation, excitons
coupling to phonon modes in the lattice), where the exciton will thermalize via a rate,
kthm. The timescales for thermalization are on the order of tens of femtoseconds to a few
picoseconds for semiconductors [18, 19] and a few ps to 10s of ps for molecular systems [20].

1.2.2 Charge separation

Excitons may undergo charge separation and dissociate into free carriers(kcs). And similarly,
an electron and hole species may recombine back into the exciton species(kcr). This process
may occur more readily in systems where the exciton binding energy is comparatively low. If
the exciton is initially created with enough excess energy above its bandgap or first excited
state, it could directly lead to a charge separation event provided the separation rate can
outcompete the rapid thermalization (kthm) rate.

Charge separation can occur at donor-acceptor (i.e. the donor “donates” its energy to
the acceptor) interfaces, where either the electron or hole species can transfer from a donor
to an acceptor. For example, CdSe quantum dots can transfer electrons photogenerated to
a metal oxide, like TiO2[21], or charge transfer events can be driven with donor-acceptor
polymer blends in organic solar cells[22, 23].

1.2.3 Intersystem Crossing

Intersystem crossing (kisc) is the conversion of a singlet to a triplet exciton through an electron
spin flip, and reverse intersystem crossing (krisc) is the just the opposite process of this. Direct
population of the triplet state is unlikely given that it is an optically forbidden transition,
so intersystem crossing is the primary means to populate the triplet state. Although triplets
are much longer lived species than singlets on average, their mobilities in semiconductors is
mostly much lower.

Singlet Fission

Singlet fission (ksf) is a special circumstance in some semiconductors where if the triplet
energy is close to half that of the singlet, the singlet exciton can split into two unique
triplets. This occurs in two steps, with the creation of a correlated triplet pair prior to
triplet separation to two individual triplets. The opposite of singlet fission is triplet fusion
(ktf). I only mention this process because the perylene diimide (PDI) samples discussed
in Chapter 4 exhibit this unique property[24], but since we are using fluorescence as our
measurement we are primarily concerned with the singlet species.
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1.2.4 Nonradiative relaxation

Nonradiative relaxation (knr) is the process by which an exciton sheds its excitation energy
in a way that does not result in the emisssion of a photon.

Excitons that relax nonradiatively in molecular and organic systems do so through a pro-
cess known as internal conversion (kic), where the excitation energy is redistributed through-
out the solvent/lattice environment in vibrational and phonon modes rather than through
the emission of a photon. This can vary significantly from system to system for a number of
reasons, but molecular systems that are more rigid tend to have a lower internal conversion
rate[25], owing to their comparatively lower ability to adopt configurations amenable for this
energy redistribution. In organic semiconductors, nonradiative recombination/relaxation can
also be facilitated by carrier trap-states (see Section 1.2.6).

In inorganic systems like nanocrystals, nonradiative relaxations can occur if the exciton
couples to the phonon modes of the crystal lattice[26] and can similarly nonradiatively re-
combine at lattice defect sites, often located at the surface of the nanocrystal[9, 27] (see
Section 1.2.6).

1.2.5 Fluorescence/Photoluminescence

The relaxation of an optical excitation back to the chromophore’s electronic ground state
can result in the radiative emission of a photon. This is what is referred to as fluorescence
(kfl), when the wavelength of the emitted light is of a different wavelength than the absorbed
light. The difference in energy between the absorbed photon and the emitted photon is the
Stokes shift. Photoluminescence (krad) more generally describes the situation in which the
chromophore may emit a photon either through fluorescence or phosphorescence, and it is
used when discussing direct band gap semiconductors.

Photoluminescence Quantum Yield

The photoluminscence quantum yield (PLQY) is a very useful metric that establishes the
relative extent radiative and nonradiative relaxation pathways manifest for a given chro-
mophore. The PLQY is the ratio of the number of photons emitted to the number ab-
sorbed[28]. If we sum all of the rate constants that correspond to processes that lead to the
relaxation of the exciton back to the ground state (or irreversible charge separation) without
an emission of a photon, this is the nonradiative rate, or knr. The PLQY is formally defined
as:

PLQY =
krad

krad + knr
, (1.1)

where krad is the rate of all emissive processes. Improvements in a system’s quantum yield
usually target removal of nonradiative decay pathways, for example, passivation techniques
that eliminate charge trapping sites. It is important to point out that the PLQY concerns
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the relative rates between radiative and nonradiative relaxation. There can exist systems
with high PLQY and relatively fast or relatively slow radiative rates, provided krad >> knr.

Exciton Lifetime

The lifetime of an emissive exciton is frequently characterized by measuring the time-resolved
photoluminescence of the chromophore in question. The lifetime of a chromophore is:

τ =
1

krad + knr
(1.2)

Time-resolved photoluminescence measurements involve recording the photoluminescence
intensity as a function of time after excitation (I(t)), which is proportional to the number of
excitons. The plot of the intensity vs time appears as a decaying exponential (in the simplest
case), and an exponential fit to the curve yields the exciton lifetime[28]. To rationalize this
characterization, let us consider the simplest rate of exciton relaxation:

∂n(t)

∂t
= (krad + knr)n(t), (1.3)

where the number of excitons, n(t) is proportional to I(t). The solution to Equation 1.3 in
terms of intensity is:

I(t) = Ioe
−t/(krad+knr), (1.4)

and we recover Equation 1.2 for the time constant. This time constant is the average time
an exciton spends in the excited state, although care must be taken with this interpretation
when the system photophysics are not so straightforward (e.g. multi-exponential decays).

1.2.6 Trap States

The notion of a trap state can be somewhat nebulous depending on the context, but it is
generally a lattice imperfection state at a lower energy level that localizes a charge (electron or
hole, ke,trap and kh,trap respectively) to be spatially distributed at the site of the imperfection
and energetically placed within the band gap of the semiconductor[29]. These trap states
can either be “shallow” or “deep,” where the energy difference between the trap and band
edge is on the order of, or much greater than, kBT , respectively. Relaxation from these trap
states can occur both radiatively and non-radiatively, depending on the circumstance. In
organic semiconductors, electron trap states generally hinder device efficiency - in organic
light emitting diodes (OLEDs), trap states lead to a reduction in the emission efficiency[29]
and similarly in organic solar cells the localization of the charge reduces its overall mobility.

In inorganic semiconductors, surface defects[27] and dopants[30] can play a role in trap-
ping either the electron or hole species of an exciton. Radiative recombination can occur
from these trap states[31, 32], or the defects may serve to more readily facilitate nonradiative
charge recombination.
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1.3 Fluorescence Microscopy

Fluorescence microscopy is a potent and ever-developing tool used for imaging an incredibly
diverse array of systems, and it is paramount for the work detailed in Chapters 3, 4, 5. Fluo-
rescence microscopy applications can range from routine use for characterization of biological
samples[33, 34] to characterizing optically addressable quantum emitters [35, 36] to resolv-
ing complex questions in neuroscience [37, 38] to imaging energy flow in optoelectronically
coupled materials[39], just to reference a very sparse subset.

The essential components of a simple fluorescence microscope are shown in Figure 1.3.
The idea is to excite a sample with a light source and then collect the photons emitted
from the sample via fluorescence, while simultaneously rejecting photons at the excitation
wavelength(s). The excitation source is typically first filtered by an excitation filter, which is
particularly useful for selecting a certain spectral region of broadband sources (e.g. lamps).
The excitation light is of a wavelength sufficiently short such that the dichroic mirror reflects
the light towards the microscope objective. The objective is responsible for both introducing
the excitation light to the sample as well as collecting the sample’s emitted light. The sam-
ple’s emission is of a wavelength sufficiently long that it transmits through the dichroic filter
(due to the fluorophore’s Stokes shift). The emission is transmitted through an additional
emission filter to select a particular spectral region, and then collected on a detector. Detec-
tors can range from cameras, photodiodes, or other devices, depending on the measurement
purpose.

Omitted from this simple picture are the optical elements responsible for determining
the particular type of fluorescent microscope, which for the purposes of this discussion will
focus on widefield fluorescence microscopy and confocal fluorescence microscopy.

1.3.1 Widefield Fluorescence Microscopy

In a widefield geometry, the excitation source is focused on the back focal plane of the
microscope. This results in the light transmitting through the objective as a collimated
(or very close to collimated) beam that homogeneously illuminates an entire region of the
sample at once. The fluorescence from the sample at any given time is detected as a 2D
image, typically on a camera or array based detector. Charge coupled devices (CCDs)
are cameras frequently employed in widefield setups and relatively recent (2001) EM-CCDs
(electron multiplying charge coupled device) have enabled profound sensitivity to sample
fluorescence, down to the single-molecule level[40]. Figure 1.4 conceptually demonstrates
such a widefield layout, where we note that multiple individual fluorescent targets in the
sample plane are illuminated and fluoresce at the same time.

In Chapter 3, we employ a widefield microscope to track the motion of individual fluo-
rescent probes in a polymer matrix, capturing multiple particle trajectories simultaneously.
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Figure 1.3: Essential components of fluorescence microscope.

1.3.2 Scanning Fluorescence Microscopy

In scanning fluorescence microscopy, point illumination is used, where the excitation beam
is first expanded in order to over-fill the back aperture of the microscope objective. This
results in the excitation light transmitting through the objective such that it is focused within
the sample plane. The illumination spot size is thus significantly smaller than in widefield
microscopy and, provided the set-up is optimized, the light may be focused to a spot as
tight as the optical diffraction limit will allow. Given the spot size is so small, in order to
render an image, either the excitation beam must be raster scanned in across the sample
(via servo-controlled oscillating mirrors) or the sample stage must translate relative to the
excitation beam (with a piezoelectric sample stage, for instance). Figure 1.5 conceptually
demonstrates a confocal geometry, where the excitation source is first expanded prior to
meeting the objective, and the light emerges at a focus within the sample plane. The region
of the sample illuminated is comparatively much smaller than Fig 1.4.

In scanning confocal fluorescence microscopy, a pinhole placed at the focal plane of the
telescope just in front of the detector helps eliminate out-of-focus emission and stray/scattered
light. Whether confocal or not, the emitted light is usually detected on a sensitive detector
like a PMT (photomultiplier tube) or avalanche photodiode (APD). These detectors are not
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Figure 1.4: Schematic of a widefield fluorescence microscopy set-up. Adapted with permis-
sion from Ref [41].

composed of many pixels, like the CCDs used for widefield microscopy, but, rather, are single-
element. An image is built pixel-by-pixel, where the emission intensity is recorded for each
point the laser (or sample stage) is scanned. Care must be taken when trying to employ such
a raster scanning method to observe dynamics - the rate of the raster scan should be much
faster than the dynamics being observed. These single-element detectors now usually come
equipped with the capability to perform TCSPC (time-correlated single-photon counting),
which enables measuring the fluorescence lifetime of target fluorophores/chromophores as a
function of their location within the sample of interest. This is referred to as fluorescence
lifetime imaging microscopy (FLIM), a technique that leverages a molecule’s fluorescence
lifetime as a sensitive readout of environmental variations within a sample, like viscosity,
pH, or proximity to quenching sites[42, 43].

In Chapters 4,5, we make use of a scanning microscopy geometry reminiscent of the
confocal set-up, but without any confocal pinhole. Moreover, our detector is a single-photon
avalanche diode (SPAD), capable of TCSPC as well as gated-detection, a critically important
feature that is described in detail in Chapter 4.
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Figure 1.5: Schematic of a confocal fluorescence microscopy set-up. Adapted with permission
from Ref [41].

1.3.3 Optical Diffraction Limit and Super-Resolution

As a consequence of the wave-like nature of light, fluorescence microscopes (and indeed, all
optical microscopes) must contend with the diffraction limit, which hinders the ability of
a microscope from distinguishing individual features of spatially separated distances on the
order of the wavelength of light. Put forth by Abbé[44], the constructive and destructive
interference of light will render the lateral image of an isotropic point emitter as a spot of
a finite intensity volume with a series of concentric rings of decreasing intensity (known as
an Airy disk). In most fluorescence applications, the signal-to-noise ratio and/or detector
sensitivity precludes observing this Airy pattern, and it instead appears as a Gaussian. The
image of this pattern is what is referred to as the microscope’s point-spread function (PSF).

The size of this spot depends on the wavelength of light used to report on the emitter
(λ) and the numerical aperture (NA) of the microscope:

D =
λ

2NA
=

λ

2n sin θ
, (1.5)
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where NA is defined as n sin θ, with n being the refractive index of the imaging medium and
θ the aperture angle of the microscope objective. The achievable resolution can therefore
be improved by changing the NA - through changing the refractive index of the medium
between the objective and the sample coverslip (for example, oil has n ∼ 1.5 instead of ∼1.0
for air) or increasing the aperture angle of the objective, or one can decrease the wavelength of
light used in the measurement. State-of-the-art microscope objectives nowadays can possess
numerical apertures higher than 1[45] (e.g., the NA = 1.4 oil immersion lenses used in
Chapters 3, 4, 5, so the diffraction limited spot size of an optimized microscope can be a
bit better than λ/2. Note that Equation 1.5 refers to the lateral resolution; in the axial

direction the resolution is Daxial =
2λ

2NA2
.

While the ability to distinguish features as close as ∼200 nm is sufficient for many appli-
cations, there are a variety of extraordinarily critical processes that occur on length scales
much smaller than 100s of nm. For example, exciton migration in photosynthetic mem-
branes[46], chemical transport across synaptic clefts in synapse cells[37], the self-assembly
dynamics of emerging supramolecular systems[47], and many more. The ability to visualize
structures responsible for these processes is necessary to elucidate a more complete mech-
anistic understanding. The aforementioned systems are generally not amenable to electron
microscopies, which, although capable of achieving 10s of nm resolution with comparative
ease, damage organic materials during image acquisition. Optical microscopies, on the other
hand, are comparatively much less invasive. Moreover, if the processes of interest are a
consequence of optical excitation, then it behooves us to be able to both trigger and observe
these excitation events below the diffraction limit on length scales commensurate with the
size of the key structures.

Super-resolution fluorescence microscopy enables surmounting the optical diffraction limit,
which, for much of the 20th century, remained an obstacle. This development has profoundly
transformed our ability to visualize structures in numerous contexts, so much so that it was
recognized with the 2014 Nobel prize in Chemistry[48]. Here I will only briefly touch on
this topic, as Chapters 3, 4, 5 go into more explicit detail. While there are a number of
super-resolution imaging techniques, and more variations and developments are still emerg-
ing, the far-field super-resolving techniques relevant for this dissertation are PALM/STORM
and STED.

Photo-activated localization microscopy (PALM) and stochastic optical reconstruction
microscopy (STORM) are very similar in spirit to one another. Both techniques rely on
building a super-resolution image via the switching of fluorophores between an active “ON”
state to and an inactive “OFF” state. The idea is to assume that each diffraction limited
emission spot represents the probability distribution of the location of an individual fluo-
rophore, and furthermore, to only image, at any given time, a sparse subset of individual
emitters. Each emitter PSF is fit with a 2D Gaussian function, where the centroid of the
Gaussian represents the emitter location, and the precision of this assignment scales with
the number of photons detected (i.e. brighter emitters leads to more precise fits). This is
referred to as super-localization. PSF localizations on the order of 10s of nm are common,
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which is vastly superior to the ∼ 200 nm diffraction limit. The key to achieving super-
resolution, however, is to introduce/engineer temporal emission sparsity. In doing so, the
issue of multiple overlapping PSFs is circumvented, which would otherwise preclude single-
emitter localization. A series of images are collected, each containing a small subset of the
total number of emitters present in the region of interest, and each image is analyzed via
super-localization. By generating an image which is the accumulation of all emitter PSF
localizations, we achieve a super-resolved image.

Stimulated emission depletion (STED) microscopy, on the other hand, is a different far-
field super-resolution technique that does not rely on post-processing analysis of a series
of images, but rather uses a donut-shaped depletion beam coaligned with the excitation
source to narrow the microscope PSF in real-time via stimulated emission. The image is
constructed by raster scanning these two beams together over the target sample. Figure 1.6
schematically demonstrates these two different classes of super-resolution.

Figure 1.6: Schematic demonstrating the differences between STED super-resolution mi-
croscopy and PALM/STORM. Adapted from Ref [49] with permission.

In Chapter 3, we employ the super-localization post-processing used in PALM and
STORM to localize the position of individual fluorescent probes well below the diffraction
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limit. While we are not super-resolving any given structure per se, we are able to observe
particle displacement on the order of 10s of nm. In Chapters 4 and 5, we employ a highly
modular transformation of STED microscopy to not only image optoelectronically coupled
materials below the diffraction limit, but to observe the migration of sub-diffraction limted
volumes of excitons.

1.4 Diffusion

Much of the work in this dissertation concerns the characterization of the migration of
particles or quasi-particles in heterogeneous media. Diffusion is the random migration of
particles as a consequence of their motion due to thermal energy[50] and leads to spreading
from areas of high concentration to areas of low concentration. One cannot overstate the
importance of diffusion in the function of biological, chemical, and material systems.

It is useful to first consider a microscopic treatment of diffusion, as Chapter 3 concerns
the study of the motion of individual fluorescent probes in a polymer matrix, and then to
build to a macroscopic treatment, as Chapters 4 and 5 rely on characterizing the diffusion
of excitons via the spatiotemporal evolution of a distribution profile.

1.4.1 Random Walks

Brownian motion is used to describe the random motion of particles suspended in a medium,
and the particles that participate in this motion have a limited memory of their past (i.e.
a Markovian process) owing to the frequent collisions within their environment[51]. The
equations that describe this diffusive motion can be developed by considering a random
walk in one dimension.

Let’s assume we have a random walker starting at position x = 0. For each step with
probability, p, the walker moves +l, and similarly with each step with probability, q, the
walker moves -l. Each step occurs with the same time, τ . Let’s define n+ to be the number
of steps in the +x direction, n− to be the number of steps in the -x direction, and finally N
to be the total number of steps such that N = n+ + n−. As they are probabilities, we have
the condition:

p + q = 1, (1.6)

and if we are in an “unbiased” random walk regime, we assert:

p = q =
1

2
. (1.7)

Figure 1.7 depicts examples of 1D random walk trajectories within this framework.
Let’s consider a random trajectory for our walker. Let’s say it moves with a sequence

+l, +l, -l, -l, +l, -l, -l, +l, +l, +l. We note that n+ = 6, n− = 4, and the total steps are
N = 10. To estimate the probability of this particular trajectory is then:
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Figure 1.7: Cartoon schematic of random walk trajectories in 1D.

(p)n+(q)n− =

(
1

2

)6(
1

2

)4

(1.8)

Here let’s now consider the notion of displacement, which is the distance from the initial
starting point. The displacement, x, is defined as:

x = (n+ − n−)l = (2n+ −N)l, (1.9)

which for this case is x = +2l. To more generally assess the likelihood of a given displacement,
we turn to the binomial probability distribution:

P (n+, N) =

(
N !

n+!n−!

)
pn+qn− , (1.10)

which describes the probability of achieving n+ out of N total steps (i.e. the displacement
via Equation 1.9.)

Figure 1.8 represents the probability distribution of a walker’s displacement for a series
of random walks with a different numbers of steps. A few key points are illustrated by
comparing these distributions. First, regardless of the number of steps, the most likely
displacement from the origin is net zero. Second, as we allow a walker to take a greater
number of steps, the relative spread in the displacement increases only modestly - it does
not increase linearly with the number of steps taken. These observations are captured in the
mean displacement and root-mean-square displacement.
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Figure 1.8: Binomial probability distributions of the displacement from the origin for differ-
ent numbers of steps.

The mean displacement is:

⟨xN⟩ = (2⟨n+⟩ −N)l (1.11)

⟨n+⟩ is the probability weighted average of n+ for all N .

⟨n+⟩ =
N∑

n+=0

n+P (n+, N) =
N∑

n+=0

(
n+N !

n+!n−!

)
pn+qn− (1.12)

To simplify, the term for n+ = 0 is just 0,
n+

n+!
is

1

(n+ − 1)!
, and if we pull out a pN from the

summation, the mean steps in the +x direction is:

⟨n+⟩ = pN
N∑

n+=0

(
(N − 1)!

(n+ − 1)!n−!

)
pn+−1qn− (1.13)

If we substitute α for (N − 1) and β for n+ − 1, then:

⟨n+⟩ = pN

α∑
β=0

(
α!

(β)!n−!

)
pβqα−β (1.14)

The expression in the summation is reminiscent of our original binomial distribution, and
the sum is equal to 1. Therefore, ⟨n+⟩ = pN . Returning to Equation 1.11, we have:
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⟨xN⟩ = (2
N

2
−N)l = 0. (1.15)

If we were to consider a number of walkers, characterizing the spread in their collec-
tive motion can be described by the root-mean-squared displacement. Because walker dis-
placement is symmetric about the origin with positive and negative values, squaring the
displacement serves to provide a finite positive value. The mean-squared displacement is
then:

⟨x2
N⟩ = ⟨[(2n+ −N)l]2⟩

⟨x2
N⟩ = (4⟨n2

+⟩ − 4⟨n+⟩N + N2)l2
(1.16)

Here ⟨n2
+⟩ = (pN)2 +pqN = N2/4+N/4 (determined using the same treatment as Equation

1.12). And so we arrive at:

⟨x2
N⟩ = Nl2, (1.17)

which makes the root-mean-squared: √
⟨x2

N⟩ =
√
Nl2. (1.18)

Recall that in this picture each step takes the same amount of time, τ , which is to say that
N steps occur within a time Nτ . The root-mean-square displacement thus scales in time as√
Nτ . In other words, diffusion (over great distances) is slow!

Translating a random walk from 1D to 2D and 3D is straightforward given the assertion
that motions along x, y, and z coordinates are statistically independent from one another.
Figure 1.9 depicts the path taken from a random walk in 2D for a simulated walker, where
each step along the x and y coordinates was generated randomly and independent from the
others.

Diffusion coefficient

Now, how do different kinds of particles in different environments and different conditions
diffuse? Thus far, the treatment has been agnostic to these concerns and would suggest all
particles are displaced by the same distances at the same rate. This is of course, not true,
and the variability among different diffusing species (or the same species but in different
environments) is in part captured in the diffusion coefficient, D. As we’ll soon see, the
diffusion coefficient is sensitive to particle size, characteristics of the surrounding medium,
and the temperature, among other factors.

We can define a diffusion coefficient as:

D =
l2

2τ
. (1.19)
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Figure 1.9: Simulation of a 2D random walk.

Recall l is our displacement distance and τ is the time for a given step. If a system were to
have a higher diffusion coefficient, this would suggest a greater displacement distance, l, can
be achieved within the same time window, τ , for a given particle’s motion. We now rework
our mean-squared displacement from equation 1.17 and introduce a general time, t, which
is equivalent to Nτ , and arrive at:

⟨x2⟩ =
l2t

τ
= 2Dt (1.20)

For 2 dimensions, we have our mean-square displacement, ⟨r2⟩, defined as:

⟨r2⟩ = ⟨x2⟩ + ⟨y2⟩ = 2Dt + 2Dt = 4Dt (1.21)

and for 3 dimensions, we have 6Dt. Equation 1.20 is significant, given it states that the ran-
domly governed displacements in a particle’s position, or fluctuations, are expressly related
to the diffusion coefficient. One of the most powerful results of statistical mechanics is the
fluctuation-dissipation theorem, wherein thermodynamic fluctuations in a physical quantity
can predict the response to a system perturbation, and vice versa[52].

An outcome of the fluctuation-dissipation theorem is the Stokes-Einstein relationship,
which defines a diffusion coefficient as the ratio of thermal movement against the resistance
to movement due to the viscosity of a solvent:
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D =
kBT

6πηRH

, (1.22)

where T is absolute temperature, η is the solvent viscosity, and RH is the hydrodynamic
radius of the particle. This relationship enables characterizing local material properties as
a function of particle mobility. For example, in cellular systems, particles with identical
characteristics may exhibit differences in their diffusion coefficients as a function of their
occupancy within particular cellular compartments. Such differences reveal important in-
formation about the relative viscosity in various cell locations[53, 54], which plays a critical
role in regulating chemical transport[55] and providing structural support[56].

1.4.2 Fick’s Law and the Diffusion Equation

Our approach to the macroscopic description of diffusion will rely on Fick’s law as well as
how a given density of particles changes due to a flux.

Figure 1.10 demonstrates a discretized grid with each cell containing many particles,
initially all isolated on the left side of the space via a dividing barrier. If the volume of each
grid voxel is l3, then we can define the particle density on the left and right sides of the
barrier as:

ΦL =
nL

l3
and

ΦR =
nR

l3

(1.23)

where nL and nR are the left- and right-hand number of particles.
The gradient of the total particle density in 1D is:

∇Φ =
ΦR − ΦL

l
(1.24)

For each of the cells closest to the dividing barrier for the left and right sides, nL/2
particles will cross from the left to right, and nR/2 particles will cross from right to left. We
define the net flux, j, to be the net number of particles crossing the dividing surface per unit
time and unit area:

j =
1

τ l2

(nL

2
− nR

2

)
=

l3

τ l2

(
ΦL − ΦR

2

)
=

l2

2τ

(
ΦL − ΦR

l

)
(1.25)

From equation 1.19, l2

2τ
is our diffusion coefficient, D, and

(
ΦL−ΦR

l

)
is the negative of Equation

1.24. We now arrive at Fick’s law:

j = −D∇Φ. (1.26)

To characterize how the particle density changes in a given time interval, we essentially
need to account for the change in the flux in all directions (i.e. a continuity equation):
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Figure 1.10: Schematic representation of a density of particles readjusting after a dividing
barrier between the left and right is removed.

∂Φ(r, t)

∂t
= −∇⃗ · j⃗ (1.27)

and finally, combining Equations 1.26 and 1.27, we arrive at the diffusion equation:

∂Φ(r, t)

∂t
= D∇2Φ(r, t). (1.28)

Equation 1.28 states that provided we know the diffusion coefficient for our system and
the density profile of our particles, we can describe the spatial evolution of the density
at every point in time! Furthermore, the time-rate of change is related to the gradient
in the distribution profile, such that distributions with sharper gradients will change more
dramatically over a given duration of time. This concept is illustrated in Figure 1.8, where the
change in the probability distribution from 10 steps to 50 steps is much more prominent than
the change in the distribution from 50 steps to 100 steps. We’ll discuss this phenomenon
in more detail in Chapter 4, as diffusion of quasi-particles follows the same formalism as
diffusion of actual particles, though on extremely disparate timescales.
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1.5 Remaining Chapters Overview

Chapter 2 describes measurements characterizing the excited state evolution of a protein-
bound chromophore using transient absorption spectroscopy. These measurements are con-
ducted using a series of chromophore-protein chemical linking groups that vary in their length
and rigidity, which enables control over the degree of coupling between the chromophore its
protein/solvent environment. The findings here inform design principles for biomimetic light
harvesting systems as well as the underlying photophysics potentially employed in natural
systems for efficient excitation transport.

Chapter 3 describes a measurement that leverages correlative widefield single-particle
tracking and AFM phase imaging to determine how the nano- and microscale semicrystalline
morphology in electrolytic poly(ethylene oxide) (PEO) thin films influences the motion of
small particles. The findings here not only emphasize the power of correlative imaging, but
suggest that polymer crystallinity, if controlled well, need not necessarily be a detriment to
the transport of small particle species despite this historically being a challenge for PEO
solid-state electrolytes.

Chapter 4 provides an overview of time-resolved ultrafast STED (TRUSTED), an ul-
trafast transformation of STED super-resolution microscopy to track exciton migration at
the nanoscale in optoelectronically coupled materials. TRUSTED takes advantage of well-
defined optical quenching boundaries such that exciton displacements, even over small dis-
tances, will register as a change in the number of excitons quenched. I will describe the
basics as well as the nuances I came to discover in trying to apply this method to a series of
electronically coupled materials.

Chapter 5 will discuss the ongoing investigation, at the time of this writing, of exciton
transport in Tellurium doped CdSe/CdS core-shell quantum dot superlattices. We inves-
tigate exciton transport using TRUSTED and complement this measurement with time-
resolved emission spectroscopy and single-particle emission spectroscopy to characterize how
the energetic disorder imposed by dopants modulates exciton transport. I will present our
hypotheses regarding the role dopants play in perturbing the spatioenergetic landscape of
the superlattices and will discuss the challenge in applying any single conventional model of
energy transport to model our data.
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Chapter 2

Controlling ultrafast photoinduced
dynamics via linker engineering in a
biomimetic light harvesting platform

Portions of this chapter are adapted or reprinted with permission from Delor et al., “Exploit-
ing Chromophore–Protein Interactions through Linker Engineering To Tune Photoinduced
Dynamics in a Biomimetic Light-Harvesting Platform,” J. Am. Chem. Soc. 2018, 140
(20), 6278–6287 Copyright 2018 American Chemical Society.

This chapter discusses a highly collaborative work involving multiple research groups
here at Berkeley. I’ll begin by first introducing the motivation behind synthetically em-
ulating natural photosynthetic systems and their remarkable excitation energy transport
properties, and, then, describe the circular permutant of the tobacco mosaic virus (cpTMV),
which serves as our biomimetic platform to systematically investigate structural paradigms
critical to light harvesting. We use ultrafast transient absorption (TA) spectroscopy to mea-
sure the excited state dynamics of sulforhodamine B (SRB) bioconjugated to cpTMV with
a prototypical series of chemical linking groups varying in length and rigidity. We find that
the timescales of the excited state evolution reported by TA measurements are related to
the degree of chromophore-protein-solvent coupling induced by the different chemical link-
ers. I will then show how these findings are strongly supported by molecular dynamics
simulations. Finally, I will detail how our study not only demonstrates that more rigid
chromophore-protein chemical linking groups could benefit biomimetic light harvesters, but
also suggest design principles possibly employed by natural photosynthetic systems for long
range excitation energy transport.

2.1 Introduction

One of the “holy grails” of science is elucidating the precise mechanism(s) by which natu-
ral photosynthetic systems harvest solar energy and transfer electronic excitation energy to
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redox reaction centers. Natural systems can approach near-perfect quantum efficiencies[46]
in this regard, a feat we have yet to accomplish with state-of-the-art organic and inorganic
light harvesting materials alike.1 This is all the more remarkable when considering the rela-
tive complexity of photosynthetic machinery, as natural light harvesters are often composed
of highly intricate networks of solvated protein-pigment complexes. Furthermore, deter-
mining how photosynthetic organisms achieve electronic energy transport with such fidelity
in warm, wet, “biologically noisy” environments[58] in particular remains an intensely re-
searched (and sometimes controversial) topic. In many typical inorganic semiconductors,
like monocrystalline silicon, material homogeneity and structural order is paramount for the
efficient transport of excitons or conduction of charge, but nature’s design principles do not
necessarily follow this rule to a T. The way in which the electronically active pigments couple
to their protein-solvent environments, or bath, is critical to understanding how photosyn-
thetic systems overcome and even harness dynamical fluctuations for efficient transport.

Figure 2.1 shows the crystal structures of Rhodopseudomonas palustris (purple bacteria)
light harvesting complex 1 (LH1, central ring) and light harvesting complex 2 (LH2, pe-
ripheral rings), a system this chapter will continue to make reference and comparison to.[59,
60] Bacteriochlorophylls are shown in green, and the proteins are silver helices. The central
yellow and red structures are the reaction center. Note that many other components of this
system, like carotenoid structures, are omitted for clarity. Bacteriochlorophylls on periph-
eral LH2 units absorb photons and transfer the resulting electronic excitation energy via
excited-state energy transfer throughout the network of other bacteriochlorophylls in LH2,
as well as those found in LH1. This excited-state eventually results in a charge separation,
which is used to drive biochemistry in the reaction center. The bacteriochlorophylls in LH2
form what are referred to as the B800 and B850 rings, as these chromophores primarily
absorb at ∼ 800 nm and ∼ 850 nm, respectively. Similarly, bacteriochlorophyll in LH1 form
a B875 ring, absorbing predominantly at ∼ 875 nm.[60, 61] As the LH1 complex absorbs
at a lower energy than LH2, there is an energy gradient formed where excitations occuring
within LH2 complexes are funneled to LH1 and the reaction center. Depending on the in-
cident photon flux, purple bacteria can actually control the relative production and nature
of LH2 complexes[62] to balance the overall absorbing ability of the organism with excess
energy mediation. Although much appears to be known about purple bacteria, attempts to
synthetically emulate this and other natural systems’ long range excited-state energy transfer
have proven challenging, suggesting there are more subtle design principles at play involving
the substituent chromophores, proteins, and solvent all working in concert.

1Note, “efficiency” in this context is defined as the probability of converting an absorbed photon into a
charge separated state[57]. The efficiency of generating chemical fuel defined as the probability per photon
absorption event is another matter.



CHAPTER 2. CONTROLLING ULTRAFAST PHOTOINDUCED DYNAMICS VIA
LINKER ENGINEERING IN A BIOMIMETIC LIGHT HARVESTING PLATFORM 23

Figure 2.1: Crystal structures of the light harvesting complexes 1 and 2 (LH1 and LH2,
respectively) of purple bacteria. Figure adapted with permission from [59].

2.1.1 Biomimetic approaches to understanding natural
photosynthesis

Much has yet to be learned by systematically elucidating the factors governing natural pho-
tosynthetic systems’ exceptional properties; unfortunately, perturbing the intricate configu-
rations of photosynthetic organisms by removing chromophores or mutating protein residues
often destabilizes the overall molecular architecture or alters multiple variables at a time. The
resulting difficulty in performing controlled experiments obfuscates how function emerges
from such complex structures.

One alternative strategy to learn about nature is to create biomimetic light-harvesting
assemblies using modular scaffolds that enable the systematic changing of one structural
variable at a time. These scaffolds can range from all-molecular constructs [63–65] to protein-
chromophore supramolecular structures.[10, 20, 66–71] With regard to protein-chromophore
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assemblies, viral coat proteins in particular have proven to be fertile model systems. One
example is shown in Figure 2.2 from Ref. [68], in which Belcher and co-workers use the coat
protein of the M13 virus and genetically modified it in such a way to create clusterings of
chromophore attachment sites with demonstrably enhanced energy transport properties.

Figure 2.2: Example of using engineered M13 viral coat proteins as a scaffold for energy
transfer. Adapted with permission from Ref. [68].

Another example of a modular viral coat protein is the Tobacco Mosaic Virus (TMV)
coat protein (Fig 2.3), in which functionalized monomer protein subunits self-assemble into
higher order structures, like double-disks or longer micron scale rods, depending on the
preparation conditions[10]. By labelling monomer units via bio-conjugation with either donor
or acceptor chromophores, this relatively rigid TMV scaffold facilitates proximal placement
of chromophores to enable the transfer of excitation energy between adjacent chromophores.

Unfortunately in practice the energy collection and transfer efficiencies over nanometer-
to-micron length-scales achieved in nature are extremely difficult to reproduce in artificial
systems. This challenge is largely due to the requirement that synthetic platforms both
accommodate large chromophore densities and establish the precise positioning and ener-
getic properties that protect fragile electronic excitations and optimize excitation energy
transfer.[72–77]

2.1.2 Long and flexible protein-chromophore linkers preclude
facile control over chromophore position and orientation

Although much progress has been made on biomimetic light-harvesting scaffolds, control
of the specific configuration of chromophores relative to one another and relative to the
protein itself has been lacking and has differed substantially from natural light-harvesting
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Figure 2.3: TMV protein monomers labelled with either donor or acceptor chromophores
will self assemble into higher-order rod structures. The rigid protein scaffold enables chro-
mophores to be placed within the requisite proximity to one another for excited-state energy
transfer. Donor chromophores absorb significantly bluer than the acceptor chromophores,
making them ideal donor-acceptor pairs. Figure adapted from Ref [10] with permission.

complexes, where bound chromophores often fit tightly into protein pockets.[78–81] Most
biomimetic attempts employ dyes used in fluorescent bioimaging, where long and flexible
tethers connecting the chromophore to the protein scaffold are common.[10, 66, 67] Such
bioconjugation schemes often preclude precise control over positioning and orientation, as
the chromophores can sample large and random conformational volumes. An example of
a typical chromophore used for biological labelling, Alexa Fluor 488, is shown in Figure
2.4, where the Alexa Fluor 488 is maleimide functionalized with a 5-carbon alkane linking
group. Maleimide has proven to react successfully with activated cysteine residues on target
proteins to covalently anchor fluorescent dyes. The 5-carbon alkane linker is comparatively
long and flexible in light of the Alexa Fluor 488’s size and rigidity such that the Alexa Fluor
can presumably freely sample the protein-solvent interface.

The orientational mismatch between chromophores in light harvesting assemblies has a
pronounced effect on the energy transfer rate. When the interchromophore coupling is within
the “weak-coupling” regime (often when chromophores are arranged in such a way that there
isn’t pronounced molecular orbital overlap between adjacent chromophores) Förster reso-
nance energy transfer, or FRET, is typically invoked. The rate of energy transfer described
by FRET is:

kFRET =
1

τD

(
Ro

R

)6

(2.1)



CHAPTER 2. CONTROLLING ULTRAFAST PHOTOINDUCED DYNAMICS VIA
LINKER ENGINEERING IN A BIOMIMETIC LIGHT HARVESTING PLATFORM 26

Figure 2.4: Commercially available maleimide-functionalized Alexa 488 for use in biocon-
jugation. 5-carbon alkyl linker between maleimide and Alexa Fluor 488 is highlighted in
orange.

where τD is the lifetime of the donor chromophore, and R is the interchromophore distance
(or more specifically, the distance between the centers of the two point-dipoles used as
approximations of the chromophore’s charge redistribution from ground to excited states).
Here,

R6
o ∝ ΦDκ

2J(λ), and (2.2)

κ2 = (cos θT − 3 cos θA cos θD)2 = (sin θA sin θD cos Φ − 2 cos θA cos θD)2 , (2.3)

where ΦD is donor quantum yield, J(λ) is the spectral overlap between the absorption of
the acceptor chromophore and the emission of the donor chromophore, and κ2 describes
the orientation of the transition dipole moments of the donor and acceptor chromophore. A
graphical representation of the angles formed between two transition dipoles used to calculate
κ in Equation 2.3 are shown in Fig 2.5.

In nature, where chromophores are often held in place inside protein pockets with little
orientational freedom, the κ2 parameter could in principle be significantly greater than if
chromophore transition dipoles in the ensemble were isotropically distributed over the length
and time scales commensurate with energy transfer. Isotropically distributed dipoles have a
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Figure 2.5: Orientational dependence of dipole-dipole coupling. θA and θD are the angles
formed between the donor and acceptor dipoles with the line connecting the donor and
acceptor, θT is the angle formed between the donor and acceptor dipoles, and Φ is the angle
formed between the planes containing the donor and acceptor dipoles

⟨κ2⟩ of 2/3, but per Equation 2.3, ⟨κ2⟩ can range from 0 to 4, where 4 represents the most
strongly coupled relative orientation of transition dipoles.

A clear need therefore exists for crafting chromophore–protein linkers that can estab-
lish and maintain interchromophore orientations and separations through conformational
restrictions.

2.2 cpTMV as a biomimetic light harvesting scaffold

As mentioned previously, the self-assembled structures of the TMV coat protein have proven
to be exceptionally versatile platforms for the study of light-harvesting[10, 20, 71, 82–84].
In this chapter, we’ll focus on the use of the circular permutant of TMV (cpTMV), which
self-assembles into an 18 nm-wide C2 symmetric double-ring structure. By introducing a
uniquely reactive cysteine residue, we are able to attach chromophores covalently at specific
locations on the protein monomers, which can then self-assemble in different supramolecular
configurations depending on the pH and ionic strength conditions. The assembly consists
of 34 monomers (17 per ring) with a hydrated cavity extending radially outward from the
central pore.

2.2.1 Light harvesting toolkit

The cpTMV platform is combined with chromophore–protein linker engineering to conduct
a systematic study of the effects of conformational constriction and attachment orientation
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Figure 2.6: Structure of cpTMV, (a) side view and (b) overhead view. A single monomer
unit of the cpTMV disk is shaded in grey in (b), with an example chromophore labelling site
in yellow.

on chromophore photophysics. Because a major aim is to mimic environmentally protected
photosynthetic chromophores, this chapter will primarily focus on systems where only one
chromophore is present per cpTMV assembly, thus allowing detailed characterization of the
chromophore–protein interactions, free of complicating factors such as interchromophore in-
teractions. Investigations of fully-labelled assemblies of cpTMV, where each of 34 monomers
are labelled with a chromophore, were performed, but, at the time of this study, it became
clear that modified future experimental approaches would be needed in order to accurately
deconvolve various photophysics on the fully-labeled assemblies. My colleague Leo Hamer-
lynck, however, has more recently studied fully-labelled cpTMV assemblies using transient
absorption anisotropy, and I suggest the reader consult his work!

Protein labelling sites

We use one of two labelling sites to explore distinct environments: the protein-water interface
(“outstide” labeling site S23C) and the nanoscale hydrated protein cavity (“inside” labeling
site Q101C). Figure 2.7 shows these labelling sites on top-bottom monomer pairs of TMV,
with a chromophore conjugated for scale. The chromophore is highlighted in yellow for
outside labelling, and blue for inside labelling, a color-scheme used throughout. Previous
studies measured the excited state dynamics of cpTMV bound chromophores at both the
inside and outside labelling sites[20], but here we extend this work by introducing variable
chemical linking groups instead of the 5-carbon chemical linkers used previously.



CHAPTER 2. CONTROLLING ULTRAFAST PHOTOINDUCED DYNAMICS VIA
LINKER ENGINEERING IN A BIOMIMETIC LIGHT HARVESTING PLATFORM 29

Figure 2.7: Outside and inside labelling sites of cpTMV.

Chromophore and linkers

The chromophore in question is Sulforhodamine B (SRB), chosen for its high visible light
absorption cross-section (ϵ570 nm 83 000 M−1 cm−1 in water) and relative rigidity due to
few rotational degrees of freedom in the electronically active moieties (see Section 2.4.1).
Figure 2.8 shows the series of linkers used to control the distance of the chromophores from
the protein surface and their conformational volume. In all cases, these linkers are shorter
and more rigid than in typical bioimaging labels, which use pentyl or longer alkyl chain
linkers. In this series, changing from a 4-carbon butyl (Bu) to a 2-carbon ethyl (Et) moiety
straightforwardly shortens the linker. Allylic 1,3-strain when using cyclohexyl (Cyc) moieties
further reduces conformational freedom compared to alkyl chains. The chiral center of these
linkers provides an additional degree of control, as the two enantiomers (Cyc-SS and Cyc-RR)
are expected to lead to different attachment orientations on the protein surface.

Altogether 12 systems are investigated: SRB attached to two separate positions (S23C
and Q101C, Figure 2.7) on cpTMV via four different linkers (Bu, Et, Cyc-SS, Cyc-RR, Fig-
ure 2.8b), along with control experiments using free maleimide-functionalized chromophores
after reaction with the sodium salt of 2-mercaptoethanesulfonate in buffer. All experiments
are performed in solution using a sodium phosphate buffer. These 12 systems form a series
with systematically varied chromophore–bath couplings, enabling extraction of detailed in-
formation about how the protein environment affects the nuclear-electronic dynamics of each
assembly. At the time of this study, Jing Dai in the Francis group performed all protein
expression and dye/linker synthesis.
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Figure 2.8: Chromophore-linker system. (a) Sulforhodamine b (SRB) bioconjugated to a
protein residue via a maleimide functionalized with a variable linker. (b) 4 different linkers
between SRB and maleimide: Butyl, Ethyl, (S,S)-cyclohexyl, and (R,R)-cyclohexyl

.

2.3 Transient absorption spectroscopy probes

excited-state evolution of chromophores

Transient absorption (TA) is a powerful non-linear optical spectroscopy used to study a
tremendous number and variety of systems[85]. TA has been used extensively to study energy
transfer processes in photosynthetic systems[86], but also a range of organic and inorganic
semiconductors and their photophysics[87, 88], charge separation in photo-catalysts[89, 90],
and even fundamental molecular reactions like electrocyclic ring-openings[91]. The time
resolution of TA can range from nanoseconds to recently as fast as attoseconds[92].

What follows is by no means an exhaustive overview of transient absorption spectroscopy,
but merely the requisite concepts to follow our interpretation of TA measurements on the 12
SRB systems outlined previously. The TA results presented in this chapter were collected
and analyzed by both myself and Milan Delor.
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2.3.1 TA as an ultrafast pump-probe technique

TA is a 2 laser pulse “pump-probe” technique, in which the first laser pulse “pumps”, or
promotes, the sample into an excited state. TA is certainly not limited to the study of
electronic transitions, but for the work outlined in this chapter we are pumping SRB from
its electronic ground state to an electronic excited state. After excitation by the pump, the
system is allowed to evolve in time for a controllable duration, τ , before being introduced to
the second laser pulse, the “probe.” The probe arrives at the same region of the sample that
was excited. After passing through the sample, the pump pulse is blocked while the probe
pulse is sent to a detector. Figure 2.9 shows a schematic of such a TA experiment. The
probe pulse here is a broad UV-to-NIR white light continuum, and so an additional step in
the detection of the probe is to disperse the spectrum before detection, typically with some
kind of spectrometer. The probe in TA need not be as spectrally broad as this case, but
there are certain advantages to simultaneously measuring the transient change in a sample’s
absorption across an entire spectrum.

Figure 2.9: Schematic of white light TA experiment.

In order to isolate the differential change in a sample’s absorption as a consequence of
interacting with the pump pulse, we employ the use of a chopper wheel in the pump path. By
intermittently blocking the pulse train of the pump line, we can effectively achieve a pumpon
and a pumpoff measurement, which is the probe’s transmission intensity with and without
the pump (Ton and Toff). By placing a chopper wheel into the pump path to modulate the
excitation at a relatively high frequency (e.g. 500 Hz), we can relate Ton and Toff signals
frequently enough such that their differential signal can, to an extent, remain agnostic to
experimental fluctuations like variation in the white light spectrum for our probe.
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The difference between Ton and Toff represents the sample’s response to the pump pulse,

and this value is typically normalized to Toff such that our observable is
∆T

T
=

Ton − Toff

Toff

.

∆T

T
may also be represented as the change in the sample’s optical density (OD), as of-

ten is assumed that
∆T

T
≈ −∆OD provided |∆OD| << 1, which is typical in most TA

experiments. ∆OD will be the unit of choice for the remainder of this chapter.

The time resolution of a TA experiment is determined by the temporal width (pulse
duration) of the pump and probe pulses. This means TA in the visible region is typically
capable of measuring dynamics that occur on 10’s of femtosecond timescales (hence ultrafast).
Care must be taken, however, to ensure that the optical elements along the laser beam’s path
prior to the sample do not introduce substantial dispersion that can temporally stretch the
pulses and effectively lower the time resolution. In many cases, the use of a prism compressor
(see Figure 2.10) is helpful to compensate for the dispersive elements in an optical path.

2.3.2 Optical set-up used for white-light TA experiments

Figure 2.10: Schematic of the optical table used for white light TA experiments.

Figure 2.10 provides a schematic of the optical table layout of the TA setup used for
the experiments detailed in this chapter. A commercial oscillator (OSC) generates ultrafast
laser pulses at 800 nm and seeds the regenerative amplifer (RA) to amplify the pulses. The
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RA outputs 800 nm pulses at a 5 kHz repetition rate and is sent through a beam splitter to
generate our “pump arm” (green) and “probe arm” (yellow).

Along the pump arm, the 800 nm beam is coupled into a home-built non-colinear optical
parametric amplifier (NOPA) in order to tune the excitation source for the sample across
the visible spectrum. The 800 nm beam is sent through a beam splitter, where one arm is
frequency doubled to 400 nm via a β-barium borate (BBO) crystal. The other arm focuses
the 800 nm beam onto a sapphire crystal to generate a white-light continuum. The 400
nm NOPA “pump” (note this is NOT the pump beam we refer to as part of the “pump-
probe” combination at the sample, which is admittedly confusing) and white-light “signal”
beams are focused together at a particular crossing angle onto a BBO crystal for parametric
amplification[93], wherein the energy of the NOPA pump beam is converted to the white-light
signal beam of the NOPA. By varying the delay between pump and signal, we can selectively
amplify specific spectral regions of the white light, thus enabling a tunable spectral output.

For our experiments, we tune the NOPA output to a peak wavelength of ∼570 nm. We
then temporally compress the pulses via a folded prism compressor and couple the pump into
an opto-mechanical delay line, which is used to control the arrival time of the pump pulse at
the sample relative to the probe pulse. A chopper wheel “chops” the pump beam at a 500
Hz frequency. The pump is then sent through a half-waveplate and polarizer to attenuate
its power just before being focused into the sample-containing cuvette via a curved mirror.

Along the probe arm, we send the 800 nm beam for a “walk” by passing it between
multiple silver mirrors in order to roughly match the path length of the pump arm. After-
wards, the 800 nm beam is attenuated by a neutral density wheel and then focused into a
CaF2 crystal to generate a UV-to-NIR white light continuum. We continuously raster the
motion of the CaF2 to avoid thermal damage on a given spot. The white light is collimated
on an off-axis parabolic mirror and sent through a half-waveplate and polarizer. The probe
polarizer’s angle is set to be 54.7o relative to the pump polarizer, which is the “magic angle”
required to avoid anisotropic contrubtions to the signal. The probe is then focused onto the
sample-containing cuvette in the same position as the pump via a curved mirror, and the
transmission of the probe through the sample is collected on an Ocean optics spectrometer.

2.3.3 Origins of various signals in spectrally-resolved TA

Transient changes in a sample’s absorption spectrum due to pump excitation can occur
by various photophysical mechanisms, and the distinct spectral signatures of these changes
provide useful information about the nature of the relative populations of a chromophore’s
excited-state evolution. Three such signatures discussed here are: ground state bleach (GSB),
excited state absorption (ESA), and stimulated emission (SE). These mechanisms are typical
for small organic molecules in TA, but by no means are they the exclusive framework with
which to consider all materials and their respective excited-states.
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Figure 2.11: Schematic of various spectral signatures in TA signal.

Ground State Bleach

The ground state bleach signature occurs because the pump excites the sample system
from the ground state to an excited state. This leads to a corresponding decrease in the
overall population in the ground state compared to when the system is not already pho-
toexcited by the pump, so when probing in the region that energetically corresponds to this
ground-to-excited state transition, there are fewer absorption events. Thus, the probe will
transmit more in the event with the pump than without the pump, leading to an overall
negative value in ∆OD. In Figure 2.11 this is represented by the probe pulse being intro-
duced to the sample (left side of potential surface) and then “passing” through (right side of
potential surface) as no absorption event occurs. For our experiments, the GSB provides the
strongest signal (i.e. largest |∆OD|), and the rate at which the GSB signature disappears
typically corresponds to the excited-state lifetime of the chromophore in question.

Stimulated Emission

The stimulated emission signature occurs when probing at wavelengths corresponding to
the optical transition that couples the excited state to the ground state. Figure 2.11 repre-
sents this as probing an electronic transition back to the ground state that is redder in energy
than the initial excitation (left side of potential surface), and due to stimulated emission,



CHAPTER 2. CONTROLLING ULTRAFAST PHOTOINDUCED DYNAMICS VIA
LINKER ENGINEERING IN A BIOMIMETIC LIGHT HARVESTING PLATFORM 35

the sample will emit a photon of the same wavelength and phase as the probe (right side
of surface). While normally the probe would pass through the sample at this wavelength,
due to the action of the pump pulse exciting the sample and subsequent vibrational relax-
ation within the electronic state surface, we generate an additional photon due to SE which
yields an overall higher transmission intensity compared to when the system is not already
photoexcited by the pump and a negative ∆OD. The SE signature is usually very close in
energy to and overlaps with the GSB, but if the sample in question has a dynamic Stokes
shift, the rate at which the peak of the SE signature redshifts is typically a reflection of the
sample’s excited state vibrational relaxation.

Excited State Absorption

The excited state absorption signature occurs when probing at wavelengths corresponding
to optical transitions that couple the chromophore already in an excited state to an energet-
ically higher excited state. This is shown in Figure 2.11 as probing an electronic transition
from the initial excited electronic surface to a higher one, where the energy difference be-
tween the two excited electronic states is even greater than that of the ground-to-initial
excited state. The ESA signature is not required to be a transition that is higher in energy
than the initial excitation, it can be (and often is) a lower energy transition as well, but for
our data it happens to be at higher energy (shorter) wavelengths. While the probe would
normally transmit through the sample at these wavelengths if the system were not first pho-
toexcited by the pump, because of the pump pulse excites the chromophore to the initial
excited electronic surface, the probe can now be absorbed, leading to a decrease in the probe
transmission intensity relative to the unpumped system and a positive ∆OD.

2.3.4 Analyzing TA data

TA data is collected by recording the probe’s transmission at a series of ultrafast time delays
between the pump and probe. For a single spectral component of the probe, an example TA
dataset is shown in Figure 2.12 (note these datasets are sometimes referred to as “kinetic
traces” or “transients”), where the change in optical density is recorded at each pump-probe
time delay. The simplest physical model to describe TA data is to assume that the system
is evolving from one state to another at a constant rate and that the population profile can
be described by a system of linear differential equations (first-order kinetics). If this is the
case, the data can be modelled using a sum of exponentials as the solution to the first order
rate equations.

For simplicity, let’s assume our system after excitation relaxes from an excited state

to the ground state with some time constant τ1 (a rate-constant k1 =
1

τ1
). The decaying

component of our signal can then be fit with:

∆OD(t) = A1e
−t/τ1 . (2.4)
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Figure 2.12: Example kinetic trace and fit to TA data of SRB in solution

To account for the rising component of the TA signal, we need to consider the instrument
response function (IRF), which is the convolution of the shape of our excitation pulse and
the detector response in time[94]. In principle, if the target dynamics we care to extract
from our experiments are significantly longer (e.g., nanoseconds) than the time duration
of the IRF, then it is not entirely necessary to account for it, but here we’re interested in
timescales on the order of a few picoseconds. The instrument response function, IRF (t) is
well described by a Gaussian with center t0 (often referred to as time-zero in experiments)
and standard deviation σIRF :

IRF (t) =
1

σIRF

√
2π
e

−(t−t0)

2σ2
IRF . (2.5)

The fit to our data is a convolution of Equations 2.4 and 2.5, such that:

∆OD(t) =

∫ ∞

0

1

σIRF

√
2π
e

−(τ−t0)

2σ2
IRF A1e

(τ−t)/τ1dτ, (2.6)

which from a computational perspective thankfully has an analytical solution:

∆OD(t) =
1

2
A1e

−(t−t0)/τ1e
1
2

(
σIRF
τ1

)2 1 + erf

t− (t0 +
σ2
IRF

τ1
)

√
2σIRF

 (2.7)
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Now when fitting the data with Equation 2.7, τ1, σIRF , A1, and t0 are all free parameters.
σIRF should be quite close in value to the pump pulse width, which can be measured sep-
arately from the experiment (for example, with an autocorrelator), as a good secondary
check.

The above picture considers the case of a single spectral component and a single expo-
nential decay, but in our experiment we are using a white-light continuum probe and the
dynamic evolution of the SRB chromophore requires at least two exponentials to be ade-
quately captured. The sign and magnitude of certain parameter values depend on where we
are spectrally probing our sample and are therefore wavelength dependent. So our model
(pre-IRF convolution) would more appropriately be:

∆OD(t, λ) = A1(λ)e−t/τ1 + A2(λ)e−t/τ2 . (2.8)

Note here that with the convolution of the IRF, our time-zero parameter is also wavelength
dependent, t0 → t0(λ)! This is because different spectral components of the white light
probe pulse travel at different speeds (i.e. there is “chirp” in the probe pulse) due to the
wavelength dependence of the refractive index of transmissive optics. As a consequence, the
experimental “clock” starts at different times depending on which wavelength of the probe
we are analyzing.

Shown in Figure 2.13a is an example of TA spectra at a number of pump-probe time
delays ranging from 1 ps to 1200 ps, where we can clearly see that the amplitude of the
data varies with the detected wavelength. If we were to fit the time series of each spectral
component (here we actually bin the data to ∼80 spectral components, both to smooth out
noise in the spectra and to reduce the computational overhead), we can generate a plot like
Figure 2.14, which superimposes all the kinetic traces and obtains a resulting global fit to
each trace.

Here, a global fit represents fitting each kinetic trace with a set of wavelength-dependent
parameters, A1, A2, t0, and wavelength-independent parameters τ1, τ2. That is to say, while
each kinetic trace may have its own unique set of A1, A2, t0, all traces must share the same
τ1, τ2. One advantage to this approach is the statistical constraints it places on the shared
time constants, which is not achieved in single-color probe TA.

Finally, it can be very useful to plot the amplitudes, A1(λ) and A2(λ), of the global fit
as a function of wavelength. An example of these resulting spectra, referred to as Decay
Associated Spectra (DAS), are shown in Figure 2.13b. DAS help distill the essential changes
in the spectral evolution of the system as it evolves between states. For example, a subtle
blue- or redshift of a spectral peak can more clearly be represented by a characteristic
dispersive lineshape in the DAS of the corresponding time constant.
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Figure 2.13: TA data and analysis of SRB-Cyc-SS attached at S23C (outside) site of cpTMV.
(a) TA spectra at representative delay times from 1 to 1200 ps. The steady-state absorption
and emission spectra are dashed curves. (b) Decay associated spectra corresponding to the
two time components of the bi-exponential global fit of the data in (a). Inset below is
SRB in its ground electronic state overlain on top of SRB’s bright electronic excited state,
demonstrating a very subtle buckling of the xanthene core.

2.4 Protein-chromophore linkers enable control over

the timescales of SRB’s excited state evolution

Here we address the need for well-defined chromophore configurations by comparing the
ultrafast TA time scales and results from molecular dynamics (MD) simulations of chro-
mophores bound to supramolecular protein assemblies derived from the TMV coat protein
via a series of increasingly constricting linkers.

Figure 2.13 displays the TA spectra of SRB-Cyc-SS attached at the outside S23C site of
cpTMV at representative delay times following light excitation at 570 nm, the lowest allowed
electronic transition. The spectra display excited state absorption (ESA) around 450 nm and
a band convolving ground state bleaching (GSB) and stimulated emission (SE) centered at
580 nm. The TA spectra for all 12 systems follow very similar spectral profiles. The datasets
of the 12 different systems are shown in Figures 2.15, 2.16, and 2.17, where each figure are
the datasets of our 4 linkers corresponding to one of the three labeling environments. In
every case, the kinetics across the visible spectrum are well fit by a biexponential function,
with a short component on the order of a few picoseconds and a longer component on the
order of a few nanoseconds. Although the spectral evolution is equivalent across systems,
indicating the protein environment does not change the nature of the populated excited
states, the time scales for these processes are vastly different, providing a useful handle on
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Figure 2.14: Example kinetic traces extracted from entire TA spectrum and their global fits.

the influence of the biomolecular environment on chromophore-bath dynamics.
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Figure 2.15: All representative TA data and Decay Associated Spectra for SRB with the 4
different linkers in buffer.
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Figure 2.16: All representative TA data and Decay Associated Spectra for SRB attached at
the outside labeling site S23C with the 4 different linkers.
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Figure 2.17: All representative TA data and Decay Associated Spectra for SRB attached at
the inside labeling site Q101C with the 4 different linkers.
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2.4.1 Excited state dynamics of SRB

Before comparing results across the 12 different compounds, we provide a brief interpretation
of the observed chromophore dynamics themselves, using time-dependent density functional
theory (TD-DFT) to support our excited state assignments. The TD-DFT calculations were
performed by Samia Hamed of the Neaton group at the time of this study.

Although the excited state dynamics of rhodamine dyes are well-studied, the excited
state processes can depend on the specific molecular details of both the phenyl and xanthene
moieties[95–100]. Solvent and intramolecular structural reorganization are expected to oc-
cur within the first few picoseconds after photoexcitation. Intramolecular reorganization in
rhodamines is not yet fully characterized, but involves some combination of the following: ro-
tation of the dialkylamino groups and/or C–N bond order reduction, rotation of the initially
orthogonal phenyl ring with respect to the xanthene core, and/or buckling of the xanthene
moiety [95, 96, 98] This reorganization can facilitate electron delocalization in the excited
state. Previous TD-DFT calculations on Rhodamine B, a close analogue to SRB with a
carboxylate moiety replacing the SO−

3 group on the phenyl ring, identified a dark, low-lying
charge transfer (CT) state that may be responsible for partial quenching of the lowest-lying
bright state[98].

Figure 2.18: Plot of vertical transition energies, calculated from TD-DFT at the PBE0/6-
31+g* level, from the ground to bright S1 and ground to dark S2 states as a function of
phenyl-xanthene rotation angle.

The TD-DFT calculations corroborate the existence of a lower-lying CT state when
the phenyl-xanthene dihedral approaches a planar configuration in SRB. Accessing this CT
state would, however, necessitate rotation of the phenyl ring with respect to the xanthene
core towards a quasi-planar geometry, representing an energetic barrier of ∼2 eV on the
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excited state potential energy surface from the initially orthogonal geometry (Figure 2.18).
This barrier arises due to severe steric constraints imposed by the SO−

3 group, rendering
this quenching pathway unfeasible at room temperature without large excess energy in the
excitation pulse. Instead, the only major intramolecular nuclear relaxation pathway involves
subtle buckling of the xanthene core and slight rotation of the dialkylamino groups (Figure
2.13, inset).

From these TD-DFT calculations we deduce that the short lifetime component in the
TA of SRB is primarily a result of nuclear relaxation along the intramolecular and solvent
reaction coordinates, rather than internal conversion between different excited states. The
spectral changes accompanying these processes are: a redshift of the stimulated emission
between 580 and 610 nm, seen as a dispersive differential profile (negative-to-positive) in the
short-time component DAS (red curve, figure 2.13b) and a slight redshift of the excited state
absorption (ESA) at 450 nm, seen again as a dispersive differential profile, but is positive-
to-negative as the ∆OD sign is the opposite of the SE. The population in the S1 excited
state then decays back to the ground state on nanosecond time scales.

2.4.2 Trends in the rate of SRB’s excited state evolution
amongst chromophore-linker configurations

We observe several revealing trends in the rate of excited state evolution that clearly demon-
strate the importance of chromophore–protein linker configuration and positioning in biomimetic
light-harvesting systems. Figure 2.19a and Table 1 display the lifetimes associated with the
picosecond solvation and intramolecular reorganization process for all systems. The nanosec-
ond relaxation component lifetimes are also shown in Table 1 and Figure 2.19b and follow
approximately similar trends, albeit less prominently.

The most dominant features immediately observed from Figure 2.19a are the up to 5-fold
slowing of solvation and structural rearrangement when the chromophores are attached to
cpTMV at outer surface site S23C, and up to 14-fold slowing when attached at intracavity
site Q101C, when compared to chromophores in buffer. The fact that dynamic retardation
is clearly present even at the outside S23C site for the more rigid linkers (all except butyl)
suggests that the chromophores are close enough to the protein–solvent interface to be di-
rectly affected by it. Interestingly, however, SRB-Bu, which has the longest and most flexible
linker, does not exhibit dynamic retardation at the outside position, instead displaying the
same time scales as for the free chromophore in solution. This result indicates that even if
the chromophore is covalently attached to the protein, provided the linker is long and flexible
enough, it remains unaffected by the latter and only samples the bulk solvent environment
far away from the protein surface. Inside the protein cavity, SRB-Bu is slowed down by
an amount similar to other complexes. At this attachment site, confinement by the top
and bottom protein surfaces, separated by ∼2 nm[20], precludes the presence of a bulk-like
environment, leading to much more constrained dynamics irrespective of the linker used.

Another surprising feature in Figure 2.19a is that the greatest retardation is experienced
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Figure 2.19: Time-constants from global analysis of TA data. (a) Short-component lifetimes
resulting from fits of TA data on SRB with 4 different linkers in 3 different labeling sites.
(b)Long-component lifetimes.

Table 2.1: Short and long lifetime components as well as the corresponding ratios between
protein labeling sites and buffer

linker τ component buffer S23C Q101C S23C/buffer Q101C/buffer

Butyl short(ps) 1.7 1.7 18 1.0 11
long(ns) 1.7 1.9 2.8 1.1 1.6

Ethyl short(ps) 2.2 7.3 16 3.3 7.3
long(ns) 1.5 2.1 2.4 1.4 1.6

Cyc-SS short(ps) 1.8 9.9 26 5.5 14
long(ns) 1.4 2.1 2.3 1.5 1.6

Cyc-RR short(ps) 1.9 6.1 11 3.2 5.8
long(ns) 1.9 1.9 3.1 1.0 1.6

by SRB-Cyc-SS both inside and outside of the cavity. This difference is especially salient
when comparing the enantiomers Cyc-SS and Cyc-RR, with the former slowing by a factor
greater than the latter by 1.7 times at the outside position and by 2.5 times inside the cavity.
Thus, a chiral modification of the chromophore linker translates into major changes in the
excited state dynamics of the system. This finding suggests that enantiomers can be selected
for purposes of generating slow excited state dynamics that approximate the environmental
protection of chromophore electronic excitations in natural photosynthesis. Overall, in line
with the previous findings in earlier studies of this system using generic linkers[20], the inte-
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rior protein cavity can be used to constrain both chromophores and water molecules and, in
this way, substantially slow relaxation along the electronic excited state potential energy sur-
face. Yet, going beyond our previous findings relating to confinement[20], we also learn here
that purpose-specific linkers enable dynamic retardation at the protein surface, which would
be absent using the long tethers typical for commercial bioimaging dyes, and provide far bet-
ter control over the extent to which chromophore–protein interactions tune the excited state
dynamics both inside and outside the protein cavity. These compounds therefore facilitate
a much more systematic and precise way to study the role of chromophore–protein–solvent
interactions in light-harvesting systems.

2.4.3 Molecular dynamic simulations corroborate TA results

To obtain a molecular-level understanding of the trends in excited state dynamics observed
for the four chromophore-linker systems attached to the surface site of cpTMV, we investigate
how each linker alters the orientation and positioning of the chromophore on the protein sur-
face using MD simulations performed with GROMACS. These simulations were constructed
and carried out by Julia Rogers in the Geissler group, and any plots or graphics related to
the MD simulations found in this chapter were similarly generated by Julia.

Model system used for simulations

For computational tractability, a reduced system consisting of surface helices 1 and 2 of
a cpTMV monomer, along with helix 2 of an adjacent monomer is simulated. The chro-
mophore is attached to S23C on helix 1. A close analogue of SRB, AlexaFluor 488, is used
since accurate force field parameters for AlexaFluor 488 have been developed to reproduce
experimental data[101], whereas parameters have not yet been developed for SRB. The MD
simulations not only confirm an intuitive picture of cyclohexyl-linked chromophores being
constrained closer to the protein surface, but also reveal a detailed and subtle picture of
chromophore–protein–water interactions that successfully explains the observed trends in
excited state dynamics.

Simulating chromophore surface localization with different linkers

More specifically, we consider how each linker determines the extent to which the chro-
mophore is localized at the protein surface. The increased length and flexibility of the butyl
and ethyl linkers allow the chromophore to sample many different configurations that reach
far from the protein surface. In contrast, the Cyc-RR and Cyc-SS constrain the chromophore
in specific configurations relative to the protein surface. In Figure 2.20a, the distribution of
the minimum distance between any carbon atom of the chromophore’s xanthene core and a
heavy protein atom is plotted. For all four systems, the chromophore can specifically interact
with protein side chains, resulting in the peak at at a distance of ∼0.35 nm. The distribu-
tions for the butyl and ethyl systems exhibit a broad second peak centered at ∼1.2 nm and
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Figure 2.20: Molecular dynamic simulations of chromophore-protein system with all 4 link-
ers. (a) Chromphore-protein distance distribution for all 4 linkers. (b) 3D density plots of
chromophore locations averaged over 500 ns at low and high isovalues for all 4 linkers.

∼1 nm, respectively, whereas the distributions for the cyclohexyl systems both exhibit a
second peak centered at ∼0.7 nm. The 3D density plots of the xanthene heavy atoms of the
chromophore (Figure 2.20b), averaged over the last 500 ns of the MD simulations, provide
further insight into common chromophore conformations on the protein surface. Plots at a
low density isovalue (0.005 g/Å3) show all possible locations where the chromophore can be
found during the simulations. Consistent with the distance distributions, the chromophore
samples the largest expanse of space when attached via butyl and ethyl linkers, as compared
to Cyc-RR or Cyc-SS. Plots at a more stringent isovalue (0.06 g/Å3) help to identify the
most common conformations of the chromophore on the protein surface. Since the butyl
and ethyl linkers are quite flexible, the butyl- and ethyl-linked chromophores adopt many
different conformations and reside in multiple regions on the protein surface with densities
less than 0.06 g/Å3. As a result, large, significant regions at this density isovalue are not
observed. In contrast, the Cyc-RR- and Cyc-SS-linked chromophores adopt only a few, very
specific conformations on the protein such that significant regions of density are observed



CHAPTER 2. CONTROLLING ULTRAFAST PHOTOINDUCED DYNAMICS VIA
LINKER ENGINEERING IN A BIOMIMETIC LIGHT HARVESTING PLATFORM 48

at the more stringent isovalue. These results support the conclusion that chromophores
attached via either butyl or ethyl sample more regions of space farther from the protein sur-
face than those attached via the cyclohexyl groups, which remain within the biomolecular
hydration shells[102].

2.4.4 MD simulations reveal Cyclohexyl linkers preserve dipole
orientation

An additional consequence of restricting chromophore conformational sampling via cyclo-
hexyl linkers is the ability to preserve orientational correlations for longer. In Figure 2.20c,
the transition dipole moment orientational correlation function of the chromophore is plot-
ted for all systems, showing that rotational reorientation is considerably slower for Cyc-SS-
and Cyc-RR-linked chromophores compared to ethyl- and butyl-linked complexes. The cy-
clohexyl linkers retain orientational correlations over several nanoseconds, i.e., over the full
excited state lifetimes of the chromophores. In light-harvesting assemblies, the ability to
retain orientational correlations between adjacent chromophores throughout the exciton life-
time allows for direct optimization of nonradiative energy transfer. Such control is necessary
to reproduce the directional and efficient energy transport over long distances that is achieved
in natural systems.

Figure 2.21: Chromophore dipole orientational correlation function with each of linking
group.

These simulations suggest that the cyclohexyl linkers are ideal chromophore-protein link-
ers for biomimetic light harvesting, but experimental evidence proving that the dipole ori-
entation is preserved over the lifetime of the SRB exciton necessitates some kind of measure
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of the system’s anisotropy, which are measurements we did not perform at the time of this
study. Furthermore, even if the cyclohexyl linkers can indeed preserve the orientation of a
given SRB’s transition dipole, the relative orientations between proximal SRB chromophores
must still be in optimal configurations for efficient energy transfer. In other words, despite
mitigating potential dynamic fluctuations that can disrupt optimal dipole-dipole couplings,
the cyclohexly linked chromophores must still be attached to the cpTMV assembly in stati-
cally optimal configurations as well. But cyclohexyl linkers are certainly a step in the right
direction!

I’d like to point out that Leo Hamerlynck in the Ginsberg group has taken tremendous
strides to better understand these concepts and much more by studying fully-labelled cpTMV
assemblies with transient absorption anisotropy and nuanced simulations of energy transfer,
described in a manuscript in preparation at the time of this writing.

2.4.5 Reconciling differences between excited state dynamics of
Cyc-SS and Cyc-RR linkers

To explain the differences between the excited state dynamics of Cyc-RR and Cyc-SS-linked
chromophores, we investigated the dynamics of water molecules around the chromophore
and the protein surface. The molecular interpretation of chromophore dynamic retardation
due to slowed water molecules near biomolecular surfaces has been studied in depth by a
wide range of experimental and computational techniques and remains somewhat contro-
versial[102–111]. Mounting evidence suggests that water dynamics near protein surfaces are
not affected as much as previously thought, typically only slowing by a factor of 2–3 over
the first hydration shells, with the effect rapidly dropping off radially toward bulk water[102,
110]. As a result, the commonly observed order-of-magnitude retardation in the excited state
dynamics of chromophores located in the first few hydration shells is often attributed to slow
biomolecular motion affecting both water and chromophore dynamics in its heterogeneous
dielectric environment[102, 108, 112–114].

Figure 2.22 displays the rotational time correlation function of the water dipole moments
for molecules in the bulk (far away from the protein surface) compared to those within 5
Å of any of the chromophores’ xanthene heavy atoms in our cpTMV system. These simu-
lations show that the water dynamics near the chromophores are slowed by a factor of ∼2,
corroborating the aforementioned studies, but with the largest retardation occurring around
the Cyc-SS linker. The difference in water dynamics around Cyc-RR- and Cyc-SS-linked
chromophores is a priori surprising given that they reside a similar distance away from
the protein surface. The dissimilarity suggests that a mechanism based on specific chro-
mophore–protein–solvent interactions is responsible for the observed dynamic differences.

A closer look at the different chromophore orientations for the Cyc-SS and Cyc-RR
complexes in Figure 2.20b and Figure 2.23 reveals that the chromophore attached via Cyc-
SS resides primarily above the two helices of the same monomer, where a high density of
hydrophobic amino acid residues are located, whereas the chromophore attached via Cyc-RR
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Figure 2.22: Simulations of the water dipole moment rotational time correlation functions
of water molecules near chromophores and far from chromophores (bulk).

resides above a less dense region between adjacent monomers (Figure 2.23). To determine
a more detailed picture of slowed water dynamics, and whether it can be attributed to the
protein residues alone or to both the protein and chromophore, the dynamics of waters
within 5 Å of each protein side chain were analyzed for the model cpTMV system with and
without a chromophore (Figure 2.23). The water diffusion coefficients are plotted in false
color scale around the protein surface, with blue representing the greatest retardation in
water dynamics. Without the chromophore present (left), it is already apparent that water
dynamics are slowest around densely packed areas of the protein, such as the area between
the helices of a cpTMV monomer, and within deeper pockets or grooves along the protein
surface.

Strikingly, when the chromophore is present, the water dynamics around specific residues
are further slowed, suggesting that the chromophore also impacts the solvent dynamics.
This retardation is particularly noticeable for the Cyc-SS complex, which is constrained just
above a dense region of the protein surface. These observations suggest that water molecules
are effectively sandwiched between the chromophore and the protein surface, leading to
retardation near the surface that is a factor of ∼1.5 greater than in the absence of the
chromophore. For the ethyl complex, which mainly resides in a similar but more distant
region, water molecules near the surface are slightly slowed by a factor of ∼1.1 compared
to without the chromophore. Finally, the Cyc-RR complex, which primarily resides above
the more recessed and sparser groove between adjacent monomers, has a negligible effect on
water dynamics in the already fairly dynamically constrained groove compared to the system
without the chromophore.
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Figure 2.23: Simulations of water diffusivity on the protein surface with and without the
presence of chromophores with various linkers.

2.4.6 Hydration dynamics and protein motion is responsible for
dynamic retardation of chromphore dynamics

The differences in water dynamics correlate with the retardation trends observed experi-
mentally between Ethyl-, Cyc-SS- and Cyc-RR-linked complexes at S23C (yellow bars in
Figure 2.19) remarkably well. In the TA, the intramolecular and solvent dynamics for Et-,
Cyc-SS, and Cyc-RR-linked chromophores are slowed by factors of 3.3, 5.5, and 3.2, re-
spectively (Table 2.1). In the simulations, the compounded retardation of water molecules
between the protein and chromophore are by factors of ∼4.8, 6.4, and 4.6, respectively.
These results show that explicit inclusion of the chromophore in simulations is paramount
to accurately determine the system dynamics, and that in certain cases, the strong inter-
action between chromophore, protein, and solvent leads to a supracomplex with intricately
coupled dynamics. We therefore believe that a combination of slowed hydration dynamics
and protein motion, the latter being particularly effective at intracavity labeling sites where
chromophores are surrounded by protein residues, are responsible for the up to 14-fold re-
tardation (for Cyc-SS linked to inner cavity site Q101C) in solvent-chromophore dynamics
in our experiments. By engineering the distance from the protein surface and the volumes
sampled by chromophores in relation to specific protein residues, solvent–solute interactions
can be finely and predictively tuned. The complex interplay between protein, water, and
chromophore motions and dielectric interactions thus provides an exceptionally rich and
system-specific platform to control the excited state properties of biomimetic assemblies.

2.5 Conclusion

Toward developing biomimetic light harvesting assemblies, we have combined a highly tun-
able protein scaffold based on the tobacco mosaic virus coat protein with a library of chro-
mophore–protein linkers. This combination enabled us to systematically study the molecular
dynamics of chromophore–protein–solvent interactions and their effect on the ultrafast ex-
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cited state dynamics of the chromophores. Small modifications to the position, mobility, and
attachment orientation of the chromophores on the protein surface, achieved through alkyl
chain shortening or switching the chiral configurations of the linkers, suffice to control the
nuclear relaxation dynamics of the system considerably. These results therefore highlight
the often-overlooked importance of purpose-specific linker engineering in combination with
judicious attachment positioning to tune the properties of artificial light-harvesting systems.

On the basis of these findings, we describe below how our assemblies enable a modular
approach to tune the balance between chromophore–protein and interchromophore couplings,
and how such fine-tuning will permit further understanding of how nature has optimized its
complex photosynthetic environment for light harvesting.

2.5.1 Shorter and more rigid linking groups enable stronger
chromophore-protein-solvent couplings and leads to slower
excited state evolution

First, at the level of chromophore–protein interactions, we found that minor modifications
to chromophore–protein linker length and rigidity transform into pronounced differences in
the chromophore properties when bound to the protein assembly. For example, shortening
the butyl linker by just two bonds to ethyl reins in the chromophore closer to the protein
surface and into a region prone to chromophore–protein interactions. This shortening changes
the chromophore environment from being completely bulk-like to the more heterogeneous
protein–solvent interface. Consequently, a greater than 4-fold slowing of the Stokes shift
time scale occurs at the outside labeling position between butyl-linked and ethyl-linked
chromophores. Further rigidifying the chromophore to cyclohexyl-based linkers enhances
the retardation up to 6-fold. This strategy to tune the optical properties of chromophores
and preserve electronic excitations in the system by coupling the chromophore and protein
may be a crucial photosynthetic design principle, where chromophores are tightly bound
within protein pockets and thus necessarily interact with their biomolecular environment.

These considerations invite a more explicit comparison of our biomimetic light harvest-
ing platform with the natural ones that it seeks to emulate. In light-harvesting systems
where interchromophore energy transfer between identical chromophores is present, retard-
ing Stokes shift dynamics could enable a larger number of resonant energy hops to proceed
well out-of-equilibrium within the lifetime of an excitation. These energy hops can be more ef-
ficient than those initiated from structurally relaxed chromophores due to the larger spectral
overlap between adjacent chromophores prior to nuclear relaxation, thus aiding long-range
energy transport. A schematic of this potential scenario is shown in Figure 2.24, where a
protein-confined chromophore has relatively lower and higher rate constants, krel and khop,
for vibrational relaxation and hopping, respectively, than in the free chromphore case. Fur-
thermore, the preservation of excess energy within the system can help overcome unwanted
trapping in low-energy states that are inevitable in disordered environments.

While individual chromophore dynamics in natural light-harvesting systems are unknown
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Figure 2.24: Schematic energy diagram of a free chromophore and a protein bound chro-
mophore. In this hypothetical scenario, the protein bound chromophore has a comparatively
faster hopping rate and slower vibrational relaxation rate, leading to more efficient energy
transport while preserving higher energies.

due to our inability to study them in the absence of interchromophore coupling, their degree
of confinement, range of motion and distance from protein surfaces in complexes such as the
LH2 of purple bacteria or the FMO of green sulfur bacteria are on the same order as for our
cyclohexyl-based complexes[78, 115]. Chromophores in these natural systems are thus likely
subject to similar or greater dynamic retardation of their individual Stokes shift dynamics.
Our highly tunable scaffold will facilitate a bottom-up approach to test our hypotheses on
the role of relaxation retardation on light-harvesting and provide direct insight into whether
these mechanisms are also likely to be operative in photosynthetic organisms.

2.5.2 Chirality of linking groups enables more precise
chromophore-protein-solvent couplings

Second, looking toward the control of interchromophore interactions, we have shown that
further constraints on chromophore environments can be readily applied by locking the chro-
mophore into specific positions on the protein surface. To that end, we found that linker
chirality can be exploited: despite no major difference in length or rigidity, changing the
linker from (R,R)- to (S,S )-cyclohexyl leads to considerably slower excited state dynamics
due to different attachment positions. These different configurations lead to distinct chro-
mophore–protein bath interactions, including sandwiching water molecules in a tight space
between chromophore and protein. Furthermore, both cyclohexyl-linked chromophores ex-
hibit much longer orientational decorrelation times than the more flexible alkyl linkers. Over
the full course of the chromophores’ excited state lifetimes, this constraint enables greater
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control of the relative orientations of the chromophores with respect to each other and the
protein surface—a crucial feature to achieve long-range energy transport. The ability to ma-
nipulate the relative position and orientation of adjacent chromophores in easily configurable
artificial light harvesting constructs presents the further possibility to mimic and test the
characteristics of specific interchromophore motifs found in nature.

2.5.3 Towards the future of using a bottom-up design to learn
about photosynthesis

Having refined chromophore–protein interactions through our studies performed in the ab-
sence of interchromophore interactions, we are now poised to reintroduce these interactions
via saturating labeling densities to form complete biomimetic light harvesters. A key chal-
lenge will be to obtain the right balance between interchromophore and chromophore–protein
coupling for a range of energy transport regimes found in nature, from long-range dipole–dipole
to short-range excitonic processes, while maintaining systems free of contact quenching. The
degree of control over chromophore–protein interactions that we have demonstrated in our
bottom-up approach, and the flexibility over attachment positioning and hence interchro-
mophore distance afforded by our synthetic scaffold, will prove essential in finding the tuning
range over which energy transfer proceeds efficiently for different transport regimes. Exam-
ining the role of chromophore–solvent–protein interactions over the entirety of this tuning
range will enable testing and refining our current models seeking to explain the high quantum
efficiencies and vast diversity of photosynthetic organisms.

To mimic nature even further, the construction of extended arrays of cpTMV rings, anal-
ogous to the arrays of natural light harvesting complexes packed into lipid membranes, could
allow the exploration of longer range biomimetic energy transfer using recently developed
spatially resolved approaches[116, 117]. A schematic of such a system we have envisioned
for the cpTMV system is shown in Figure 2.25. Once the synthetic capabilities to asymmet-
rically couple cpTMV disks of varying chromophore identities are developed, we could try
and arrange cpTMV “donor” rings peripherally around cpTMV “acceptor” ring, in much
the same way LH2 complexes are arranged around LH1 complex in purple bacterial antenna
systems.

Ultimately, the fine level of control over linker properties achievable through well-known
synthetic procedures, along with high-throughput screening of candidate linkers using com-
putational modeling, represents a highly effective strategy to design purpose-specific biomimetic
tools to more easily test hypotheses regarding the molecular mechanisms of natural photo-
synthetic light harvesting. In particular, since nuclear-electronic coupling often dictates the
fate of molecular excited states following light absorption, harnessing chromophore–bath cou-
plings to affect the structural motion of electronically coupled arrays of chromophores[118–
121] could prove paramount to achieving long-range energy transport as efficiently as in nat-
ural photosynthetic systems. Such an achievement would help elucidate the molecular and
intermolecular origin of the unparalleled efficiency of photosynthetic light harvesting.
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Figure 2.25: Schematic of mesoscales cpTMV assembly emulating the bacteriochlorophyll-
containing light harvesting units found in nature

.
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Chapter 3

Correlative AFM Phase Imaging and
Widefield Single-Particle Tracking in
PEO thin films

Portions of this chapter are adapted or reprinted with permission from Roberts et al., “Di-
rect Correlation of Single-Particle Motion to Amorphous Microstructural Components of
Semicrystalline Poly(ethylene oxide) Electrolytic Films,” J. Phys. Chem. Lett. 2020, 11
(12), 4849–4858 Copyright 2020 American Chemical Society.

3.1 Introduction

Semicrystalline polymers constitute some of the most widely used materials in the world,
and their functional properties are intimately connected to their structure on a range of
length scales. Many of these properties depend on the micro- and nanoscale heterogeneous
distribution of crystalline and amorphous phases, but this renders the interpretation of en-
semble averaged measurements challenging. In this chapter, we use superlocalized widefield
single-particle tracking in conjunction with AFM phase imaging to correlate the crystalline
morphology of lithium-triflate-doped poly(ethylene oxide) thin films to the motion of indi-
vidual fluorescent probes at the nanoscale. The results demonstrate that probe motion is
intrinsically isotropic in amorphous regions and that, without altering this intrinsic diffu-
sivity, closely spaced, often parallel, crystallite fibers anisotropically constrain probe motion
along intercalating amorphous channels. This constraint is emphasized by the agreement
between crystallite and anisotropic probe trajectory orientations. This constraint is also em-
phasized by the extent of the trajectory confinement correlated to the width of the measured
gaps between adjacent crystallites. This study illustrates with direct nanoscale correlations
how controlled and periodic arrangement of crystalline domains is a promising design prin-
ciple for mass transport in semicrystalline polymer materials without compromising their
mechanical stability.
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3.1.1 Semicrystalline polymers

Solution processable semicrystalline polymers, such as polyethylene and its derivatives[122]
as well as numerous nylons and rubbers[123], are an important class of materials and con-
stitute one of the largest groups of commercially useful polymers. Intimately connected
to the polymer’s functional properties are the morphologies[124–127] resulting from various
means of preparation, wherein the distribution of crystalline and amorphous material is in-
homogeneous on a wide variety of length scales[128–130]. Crystallinity in such materials
typically corresponds to greater mechanical strength but renders the material more brittle,
and more amorphous character corresponds to greater flexibility at the cost of mechanical
strength[131]. It is well known that the polymer material is more fluid in its amorphous
state and more rigid in the crystalline state, as lamellar crystallites form when polymer
chains tightly fold upon themselves, which increases local material density and reduces free
volume[132–134]. A common procedure to create polymer films is to begin with a solution of
the polymer dissolved in a solvent and then to “cast” the polymer into a solid film by rapid
removal of the solvent via spincoating or dropcasting. Shown in Figure 3.1 is a schematic
overview of a semicrystalline polymer film, where the solution-cast film is composed of both
regions of highly ordered polymer chains (crystallites) and randomly distributed polymer
chains (amorphous polymer). Semicrystalline polymer films are intensely studied for a num-
ber of promising applications, like prolonged drug elution[135], charge transport in organic
semiconductors[3], and ion conduction [11], among others.

Polymer crystallinity can be very hierarchical. When polymer chains fold together into
local ordered lamellae, these lamellae can further assemble into larger superstructures, like
spherulites [136], where crystalline fibrils radially extend from a nucleus and the remaining
space is filled with amorphous polymer. Such superstructures can easily exceed diameters
100s of microns in length, and understanding how to leverage such macroscopic semicrys-
talline polymer superstructures for device applications (like semiconducting electronics) is
an active area of research [137]. Figure 3.2 shows a schematic detailing the hierarchy of
the crystalline and amorphous polymer material in spherulites as well as a polarized optical
microscopy (POM) image of a poly(ethylene oxide) spincoated thin film revealing numerous
spherulitic structures (indicated by the characteristic Maltese cross pattern) of various sizes.
It is important to reiterate that regardless of the size of these polymer superstructures, the
arrangement or separation of crystalline and amorphous regions can range from angstroms
to hundreds of nanometers [138] and ultimately the macroscopic properties of the polymer
are critically associated with the polymer’s morphology on these length scales.

3.1.2 Poly(ethylene oxide) as a solid-state electrolyte matrix

Poly(ethylene oxide) (PEO) is a particularly well studied semicrystalline polymer with ap-
plications for solid-state electrolytes, for example, in batteries[11]. The polar ether backbone
of PEO is amenable to solvating ions, like Li+, allowing deposits of PEO to behave as an
electrolyte component in devices. Solid-state electrolytes are an attractive alternative to
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Figure 3.1: Schematic of a semicrystalline polymer film prepared via a spincast-
ing/dropcasting procedure. Crystallites are highlighted as regions where polymer chains
are in a folded order, and amorphous polymer shown as polymer chains adopting random
configurations.

liquid electrolytes due to their promise of increased safety by removing flammable solvents
as well as supressing the growth of Lithium dendrites across electrode surfaces, which can
result in dangerous short-circuiting of battery cells [139]. As ambient temperature is between
the range of PEO’s glass transition temperatures (∼ -67 to -28◦ C), and melting temper-
atures (∼ 55 to 65◦) it offers desirable transport properties for ions as well as desirable
structural integrity for incorporation in devices. While the precise mechanism is still under
investigation, the conductivity, or movement, of Li+ ions in a PEO network is thought to
be facilitated by the polymer chain flexibility in the amorphous state, where the continuous
segmental rearrangement can allow lithium ions to migrate greater distances (Figure 3.3b).

Room temperature ion conductivity remains to be improved, however, and strategies to
improve conductivity often involve suppressing crystallinity, which is typically monitored as
a fractional composition in bulk[140–143]. It is generally believed that crystallites behave as
impermeable boundaries for the transport of ions, molecules, and other dopants in the amor-
phous state[144–147]. Additionally, when doped with ionic salts, some polymers can form
ordered polymer-ion crystalline complexes, where the polymer chain backbone tightly coor-
dinates around charged ions, as has been demonstrated for PEO[148–154]. Such crystalline
material may also serve to impede the transport of small particles.

Unfortunately, despite the heterogeneous morphology of semicrystalline polymer mate-
rials like PEO, most measurements of material parameters are made in bulk[11, 148, 153,
155–160], making it challenging to associate specific elements of the morphology with func-
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Figure 3.2: Polymer spherulite schematic and optical microscopy image of spherulites. (a)
Schematic demonstrating how the fibers of a spherulite are composed of crystalline polymer
domains, and that these domains are intercalated by disordered amorphous polymer material.
Adapted with permission from Ref [137]. (b) Example POM (polarized optical microscopy)
image of a spherulitic poly(ethylene oxide) thin film produced via spincoating. Spherulites
can often be distinguished in brightfield microscopy by a characteristic Maltese cross pattern
of alternating bright and dark contrast under polarized illumination and orthogonal polarized
detection. Spherulites shown here are as large as ∼ 100 µm in diameter.

tional attributes. For example, bulk conductivity measurements average the motion of ions
over length scales orders of magnitude larger than the separation between crystalline and
amorphous phases. A more explicit measurement of how small species – whether charged
or neutral - move as a function of the film microstructural components could help to more
explicitly identify optimal morphologies that balance mechanical and transport properties.
By characterizing the motion of a neutral probe specifically as a function of nanoscale spatial
coordinates and morphological composition, we stand to gain more insight into precisely how
crystallites influence transport. Furthermore, a nanoscale mapped correspondence between
morphological composition and motion of a probe would demonstrate whether probe motion
in amorphous regions is affected by region size and proximity to crystallites.

3.2 Experimental Method: Imaging methods

employed and the model system

We correlate the mechanical and morphological spatial map of a semicrystalline polymer via
atomic force microscopy (AFM) phase imaging with single-particle localization and dynamic
tracking (SPT) to map the motion of a probe in films as a function of composition and result-
ing morphology. Previous studies correlating AFM with fluorescence imaging demonstrate
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Figure 3.3: PEO and ion solvation. (a) Chemical structure of PEO. (b) Proposed mechanisms
for ion transport throughout a PEO network, where ions can hop from site-to-site along the
PEO chains in various ways. Adapted with permission from ref [11].

how the two characterizations can complement one another[161, 162] and even elucidate
discrepancies[163] between the two imaging modalities. We use a ternary system of PEO,
lithium triflate (LiOTf) and fluorescent Coumarin 6 (C6) to measure the nanoscale motion
of fluorescent C6 complexes at 40 nm precision and correlate it to film morphology obtained
via AFM phase imaging.

The nanoscale resolution of polymer morphology provided by AFM and the nanoscale
dynamics of probe particles provided by SPT enables explicit correlations to be drawn be-
tween polymer structure and function over relevant length scales. A description of each
imaging technique, as well as the model system investigated, follows.

3.2.1 AFM phase imaging of semicrystalline polymers

Tapping-mode AFM imaging is a widely used technique to characterize sample surfaces with
exquisite detail and resolutions substantially smaller than conventional optical microscopies.
Briefly, the essential components of common AFM set-ups are: a sharp tip (usually < 10 nm
in radius), a microcantilever, a laser, a cantilever deflection sensor, a piezoelectric positioner,
and an electronic feedback mechanism between deflection sensor and piezoelectric positioner
[164]. The laser is focused on the cantilever and is reflected onto a detector like a photodiode.
Upon interaction between the sample and tip, the cantilever’s motion is perturbed, which
is registered by consequently deflecting the focused laser into a slightly different position on
the photodiode. By registering how the laser deflection changes as a function of scanning
the tip over a sample, one builds an image where various physical properties are encoded
into the tip’s spatially-dependent response, like the height variation of a sample’s surface,
for example.
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Figure 3.4: Basic components of common AFM set-ups. Reproduced with permission from
[164].

In tapping-mode, the cantilever is made to resonate at a high frequency (in other words,
driven) prior to material interaction, and when brought into contact with the sample surface,
it will intermittently contact or “tap” the sample. The differences in both oscillation ampli-
tude and frequency of the signal upon interaction with a sample surface report on material
surface variability. Certain sample properties, like adhesive and viscoelastic properties[165]
or surface wetting[166, 167], can prevent the AFM tip from moving up and down at the
exact same time as the input signal, which induces an effective “lag” in the tip’s motion that
is registered as a phase shift[168].

In the case of semicrystalline polymers, the dramatic difference between the viscoelastic
properties of a polymer in the crystalline phase versus the amorphous phase yields excellent
contrast when comparing the relative phase shifts in tapping-mode AFM imaging. This is
particularly useful for characterizing a semicrystalline polymer film, where intricate mor-
phologies resulting from the distribution of the crystalline and amorphous polymer phases
may show little-to-no variability in the film’s height. Figure 3.6 demonstrates the clarity
AFM phase imaging provides in determining regions of crystallinity and amorphous polymer
in lithium triflate doped PEO thin films. Rod-like features that correspond to crystallites do
not register as clearly in the height images, but in the phase images there is an almost binary
distinction between crystallites (white, rod- or fiber-like features) and amorphous polymer
(relatively featureless blue regions).

Notably, the phase images from tapping-mode AFM provide sufficient resolution to image
the spatial separation between crystallites on the order of 10s of nm. Such sensitive spatial
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Figure 3.5: Cartoon depiction of AFM phase imaging. AFM cantilever oscillates at a resonate
frequency prior to contact with the sample. Differences in material properties, like those of
the blue and green regions, will impart different phase shifts into the AFM cantilever’s
oscillatory motion.

mapping is a key factor to determining the nature of how and the extent to which crystallites
influence small particle transport.
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Figure 3.6: Tapping-mode AFM imaging of semicrystalline PEO thin films. Shown are
AFM height images and corresponding phase images of two different fields of view of a
semicrsystalline PEO thin film. Rod-like features that register as darker signal (and therefore
lower height) are difficult to discern in the height images, but become unambiguous in the
phase images, where the higher phase values correspond to regions of crystallinity (white)
and the lower phase values correspond to regions of amorphous polymer (blue).

3.2.2 Widefield single-particle tracking

We use widefield single-particle tracking (SPT) to explain how morphological heterogeneities
on the order of tens of nm influence probe motion, which has also proven to be useful in
deducing nanoscale behavior in a variety of biological[169–171], polymer[172–178], and other
material[179] systems.

SPT enables one to monitor the spatial evolution of individual fluorescent probes as a
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function of time by recording consecutive images of the same field of view (i.e. a movie)
over a specified period of time and monitoring the spatial coordinates of a given probe
within each frame. The temporal resolution is determined by the overall time between the
beginning of one frame and the beginning of the consecutive frame, which includes both the
acquisition/exposure time of a given frame as well as the time-lag between ending one frame’s
acquisition, storing the data, and beginning the consecutive frame’s acquisition. The signal-
to-noise ratio is related to the frame rate, where longer acquisition times enable collecting
more fluorescent photons but at the expense of averaging dynamics out over longer periods
of time. For typical SPT measurements, the frame rate can range from 1 - 1000 ms in order
to observe particle dynamics on seconds to hours timescales.

SPT can naturally incorporate a post-processing analysis known as super-localization,
which is used extensively in the field of super-resolution fluorescence microscopy[180]. When
imaging fluorescent emitters in a conventional imaging system, like a wide-field epi-fluorescence
microscope, the resolution is ultimately limited by the optical diffraction limit (D = λ

2NA
,

where λ is the wavelength of the detected photons and NA is the numerical aperture of
the microscope objective) irrespective of whether the actual size of an emitter in question
is substantially smaller. That is, each individual emitter (typically 1 - 10 nm) will yield an
image with an effective microscope point-spread function (PSF) possessing a width (often
defined as the full-width at half-maximum, FWHM) that corresponds to the diffraction limit
(typically 150 - 250 nm). Super-localization is a clever analysis of emitter PSFs, which can
be explained using the equations provided by Carl Zeiss Microscopy Online Campus[181].
The procedure involves first fitting individual profiles with a 2D Gaussian function:

I(x, y) = Io exp

(
−(x− xo)

2 + (y − yo)
2

2s2

)
(3.1)

The centroid of this 2D Gaussian fit is the most probable location of the emitter within
the imaged PSF. The certainty, or precision, with which one can confidently localize the
emitter scales with number of detected photons:

σ2x,y =

(
s2 + q2

12

)
N

+
8πs4b2

q2N2
(3.2)

where σx,y is the localization precision in X,Y dimensions, s is the standard deviation of
the 2D Gaussian fit to the emitter PSF, N is the total number of detected photons, q is
the pixel size, and b is the background noise. Critically, Equation 3.2 demonstrates that
σx,y ≈ s2

N
, and therefore the localization precision becomes more certain (i.e. smaller) as the

number of detected photons increases. Provided the fluorescent emitters are bright enough
under the imaging conditions, localization precisions of 10’s of nm can be achieved. A
technically more rigorous approach would be to fit each emitter PSF to an Airy function,
which is more physically representative of a truly diffraction limited PSF, but Gaussians
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are computationally much less demanding and still yield sufficiently similar results to Airy
functions.

Figure 3.7: Super-localization analysis workflow. The raw image is a pixelated recording of
individual fluorescent probes. The point-spread functions, shown as the raw image’s surface
plot, are fit by 2D Gaussian functions. The centroids of the Gaussian fits are determined,
as well as the localization precision described by Equation 3.2. This information is rendered
into a new super-localized image, where each spot’s location is the estimate of the emitter’s
location, and the width of each spot is the precision from the fit.

The motion of a given emitter can therefore be characterized with 10s of nm precision
by monitoring its location in a time-series of consecutive images and super-localizing its
PSF in each image. Using the microscope setup in Fig 3.8, we acquire movies with 100 ms
exposure (∼ 130 ms frame-to-frame time) on an electron multiplying charge coupled device
(EM-CCD) camera with micromanager software[182] using continuous wave (CW) 532 nm
illumination.

Individual probes can then be followed over an average of 24 frames in order to learn how
they explore the film morphology. Probe super-localization is performed using the ImageJ
GDSC SMLM plug-in[183], and trajectories are reconstructed using MATLAB scripts. The
average localization precision of particles is ∼ 40 nm, and the distribution of particles and
corresponding measured signal is shown in Fig 3.9. There is a correlated increase with the
localization precision as the signal count is higher, as expected from Equation 3.2.

With regards to trajectory reconstruction, we chose to write our own analysis script in
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Figure 3.8: Schematic of single-particle fluorescence imaging, with 532 nm continuous wave
excitation of thin-film sample and emission detection between 565 and 605 nm. The laser
output is coupled through a multimode fiber to scramble its polarization and is shaken at a
sufficient frequency to spatially average the intensity pattern in each frame. The 532 nm is
then passed through a 532 nm excitation filter and 550 nm dichroic before arriving at the
objective.

part because various ImageJ plug-ins would, in one way or another, fail visual inspections
of the acquired movies. For instance, variability in signal intensity over the course of a
probe’s trajectory would yield erroneous fragmentation of trajectories or misassign particle
positions. While the more sophisticated nature of the algorithms used in ImageJ in principle
enable superior trajectory reconstruction for various circumstances, such as low signal-to-
noise, high particle density, systematic drift, or even temporary disappearance of particles
(i.e. “blinking”)[184], such analysis plug-ins are “black boxes” in some ways that prevents
us from easily determining the various input parameters required for successful trajectory
reconstruction. Given that most of our data have a sufficiently high signal-to-noise and that
the emitter density in any given frame is sufficiently low to accurately localize positions,
we felt confident in using our relatively more simplified scripts. To this end, we employ
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Figure 3.9: Precision and corresponding signal value of every emitter localized in a repre-
sentative data set. Fits assume an aberration free, two-dimensional Gaussian point spread
function.

a number of thresholding criteria to reconstruct trajectories accurately, some of which are
shown in Fig 3.10.

A representative super-localization image in Fig 3.18a is generated by fitting each emitter
in each frame to a 2D gaussian and then superimposing the collection of all gaussian fits.
The width of each spot represents the localization error, and the intensity represents the
density of distinct emitters found within the spot. The mean squared displacement (MSD)
of each reconstructed trajectory thus identified is obtained using a two-dimensional Brownian
diffusion model:

MSD(nδt) =
1

N − 1 − n

N−1−n∑
i=1

⟨(xi+n − xi)
2 + (yi+n − yi)

2⟩ = 4Dnδt (3.3)

where N represents the total number of frames in a given trajectory, n is the given frame
from the initial frame, and nδt is the corresponding time at which the MSD is calculated. As
we increase the time point by 1, the number of available data points for the MSD decreases
by 1. As a consequence, the effective uncertainty of MSD estimates grow with each step and
so we only fit the first 1/4 of the time points to avoid statistically unreliable data points.

We characterize the anisotropy of probe trajectories using a principal component analysis
(PCA) on vectors that represent each step and are repositioned to originate at the origin of
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Figure 3.10: Circumstances that terminate trajectory formation. Different colors represent
different trajectories. (a) Trajectories of two particles that become too close in space to
be distinguished. (b) The emission of a particle “blinks” off for a frame. (c) The nearest
neighbor between consecutive frames is too great a distance to be physically reasonable.

the coordinate system. Major and minor axes, along with their respective variances, Lmax

and Lmin, are extracted. We define the anisotropy parameter of a trajectory to be (Lmax -
Lmin)/ (Lmax + Lmin) (Fig 3.11). In our analysis, we consider only trajectories of probes
that we take to be mobile, i.e. whose diffusion coefficients are above a threshold of 0.0075
µm2/s.

3.2.3 Ternary system of PEO, Lithium Triflate, and Coumarin 6
aggregates as model system

To investigate the role crystallinity plays in dictating probe motion, we prepare spin-coated
thin films ( 100 nm) consisting of 600,000 Mw PEO, lithium triflate (LiOTf), and Coumarin
6 (C6). These samples serve as model semi-crystalline polymer systems, as the LiOTf is
present at relevant millimolar (mM) concentrations, and C6 is present at much lower nM
concentrations (Fig 3.12, and see below).

Degree and nature of crystallinity in PEO films

LiOTf is a common lithium salt used in Li-ion battery research[11], and we use the doping
concentration of LiOTf to tune the relative crystallinity and corresponding morphology of
the system at room temperature. According to the phase diagram describing the PEO-LiOTf
system[140, 154, 185], at 15 mM LiOTf doping, crystallites are likely PEO:LiOTf crystalline
complexes, and a significant amorphous component is also present possibly due to incomplete
crystallization[158], a likely outcome due in part to the spincoating procedure. In this study
we examine films prepared with a number of LiOTf co-doping concentrations between 1 to 15
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Figure 3.11: Schematic of immobile and mobile particle trajectories, with the major principal
component of the mobile trajectory shown in green and the minor principal component shown
in orange. The anisotropy parameter is defined as the difference between the maximum
eigenvalue and minimum eigenvalue divided by the sum of the maximum and minimum
eigenvalues generated by principal component analysis.

mM LiOTf, and these values are highlighted on the PEO:LiOTf phase diagram from Vallee
et al.[154] (Figure 3.13).

Determining the identity of our probes to be Coumarin 6 aggregates

Determining the nature of our fluorescent probes was not trivial. C6 is a versatile fluorescent
dye, with notable applications for sensing changes in a material’s pH due to its solvatochro-
maticity. Upon protonation, both the absorption and emission spectra of C6 substantially
redshift[186, 187]. It was actually this unique property we initially sought to leverage in
order to track Li+ ions, as we hypothesized that Li+ could potentially interact with C6 in
much the same way H+ does. Furthermore, we had developed the experimental workflow and
infrastructure required to monitor C6 in its protonated state in polymer systems from work
involving photoacid generators. By exciting the sample at 532 nm and detecting emission
between 565 to 605 nm (Fig 3.8), we exclusively monitor emission from C6 that has been red-
shifted in some way. A control measurement involving PEO thin films doped with C6 and
H2SO4 however revealed that single protonated C6 molecules in PEO were comparatively
much dimmer and more susceptible to photobleaching under the same imaging conditions
used to measure PEO films with LiOTf and C6. Figure 3.14 shows not only a markedly
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Figure 3.12: Ternary system used for SPT and AFM measurements. (a) 600 000 Mw PEO
is dissolved along with 100 nM Coumarin 6 and 1 - 15 mM LiOTf. (b) Average of over
200,000 single-particle spectra of 10 mM LiOTf and 100 nM C6 co-doped PEO thin film,
using 532 nm excitation. Spectrum acquired on separate, spectrally-resolved single-molecule
fluorescence microscope.

higher density of emitters in PEO films with C6 and LiOTF, but the relative brightness of
these emitters is ∼2x higher. It is worth noting that the background signal is higher in the
case of the H2SO4, and one possible explanation for this is that the density of emitters (in
this case, individual protonated C6 molecules) is actually quite high - so much so that indi-
vidual emitters are spatially indistinguishable, yet their overall brightness is comparatively
much lower.

C6 is hydrophobic, and so it may also form fluorescent aggregates with red-shifted ab-
sorption and emission spectra in polar media[188, 189]. Both the polar ether backbone of
PEO as well as the ionic environment via the inclusion of LiOTf may instigate the formation
of such aggregates.

Additional spectrally resolved single-molecule fluorescence microscopy measurements[190,
191] (Fig 3.12b), conducted in collaboration with the Xu group at Berkeley, confirm that the
probes in films also containing LiOTf are not individual C6 molecules redshifted as a con-
sequence of direct proton interaction, as initially hypothesized, but are likely C6 aggregates
(Fig 3.15). The nature of the probe is further substantiated by the averaged single-particle
spectrum, which shows much broader features than unprotonated or protonated individual
C6 molecules, which can be seen in Fig 3.15e.

Furthermore, the average probe emission spectrum is not correlated to particle mobil-
ity and does not depend on the identity of the salt cation. Single-molecule displacement
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Figure 3.13: Phase diagram of PEO:LiOTF with 1 mM and 15 mM LiOTf co-doping con-
centrations highlighted. Figure adapted with permission from [154].

mapping (smDM) imaging[54], developed by our collaborators in the Xu group, is another
way of measuring particle diffusion - rather than follow a single particle’s trajectory over
multiple frames, this technique measures local statistics of the instantaneous displacements
of diffusing single particles. Higher frame-to-frame displacements correspond to higher dif-
fusivity. We use this method and analysis, in tandem with spectrally resolved single-particle
emission detection, to verify if there are correlations between particle mobility and spectra.
Both Figure 3.15a and 3.15b demonstrate that the emission spectrum does not vary with the
size of the frame-to-frame probe displacement, and therefore the emission spectrum does not
vary with probe diffusivity. Since spectral shifts are often used as a proxy for aggregate size
and are not apparent in our measurements of the probe spectra corresponding to different
diffusivities, we posit that the fluorescent aggregates that we track have an approximately
uniform size distribution to within the sensitivity of our measurements, such that the dy-
namics of different C6 complexes can be directly compared. To substantiate the notion that
the polar ionic environment is responsible for the formation of C6 aggregates independent of
directly interacting with Li+ ions, we prepared films of PEO and C6 but replaced LiOTf with
triphenysulfonium triflate (TPS-OTf). The triflate anion is the same, but the Li+ cation
is replaced by a more sterically bulky TPS cation which should in principle frustrate direct
interactions with individual C6 molecules. We find that the averaged single-particle emis-
sion spectra at different salt concentrations in Figures 3.15c (LiOTf) and 3.15d (TPS-OTf)
appear similar. Together, these data suggest that the probe emission scarcely depends on
both the salt concentration and identity.

The averaged probe spectrum shows a minor, if any, dependence on the concentration of
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Figure 3.14: Comparison of fluorescence imaging between PEO films doped with 100 nM C6
and 10 mM H2SO4 and PEO films doped with 100 nM C6 and 10 mM LiOTf.

salt, yet increasing the LiOTf concentration markedly increases the C6 aggregate fluorescence
from a film. Figure 3.16 shows films both without (a) and with (b) LiOTf that are illuminated
with 532 nm continuous wave widefield excitation with a laser intensity of ∼75 W/cm2. The
emission intensity increases with the addition of LiOTf to the PEO films doped with 10 µM
C6, suggesting the presence of a fluorescent species that is sparingly or not at all present in
the C6-only films.

To this end, we find that for a fixed C6 concentration, the number of single fluorescent
aggregate particles detected per imaging frame is linearly proportional to the salt concen-
tration. Figure 3.17a plots the average number of emitters detected in PEO thin films
prepared with different loading concentrations of LiOTf (but the loading concentration of
C6 in every film is 100 nM) shown as grey data points. We note that the average number
of emitters detected per film increases with the LiOTf concentration ranging from 0.5 to 10
mM. Importantly, a control film prepared with only 10 mM LiOTf (red data point) shows
very few emitters (possibly trace fluorescent impurities intrinsic to the PEO and/or LiOTf
materials) and suggests that only the combination of C6 and LiOTf is what results in the
comparatively higher density of emitters. We also find that although increasing the LiOTf
loading concentration results in a higher density of emitters, the average integrated signal of
the individual emitters remains constant within experimental error, shown in Figure 3.17b.
Taken together, the data presented in these two plots recapitulate our observations from the
spectrally-resolved single-particle measurements: that LiOTf plays a role in inducing the
generation of these fluorescent species, but the identity of this species remains roughly the
same for different LiOTf loading concentrations.

Overall, the numerous above findings strongly support the assertion that the fluorescent
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Figure 3.15: Spectrally-resolved single-particle imaging shows that the probes that are im-
aged consist of spectrally uniform Coumarin 6 aggregates. (a) Average emission spectrum
of probes in spin-cast PEO films with 1mM LiOTf and 100 nM C6. Each curve corresponds
to a different range in the size of the probe displacement between two consecutive frames.
(b) Similar results from PEO films with a higher 10 mM concentration of LiOTf. (c) Av-
eraged single-particle emission spectra at 3 different LiOTf concentrations show a weak, if
any, dependence, on LiOTf concentration. (d) Averaged single-particle spectra in PEO films
doped with triphenylsulfonium trifluoromethanesulfonate (TPS-OTf) also show weak, if any,
dependence on salt concentration. (e) Normalized bulk emission spectra from unprotonated
and protonated Coumarin 6 in a PEO thin film (dashed green and orange curves, respec-
tively) compared to the averaged single-particle spectrum of a PEO thin film with 100 nM C6
and 10 mM LiOTf (solid red curve). The unprotonated and protonated C6 emission spectra
peak near 515 and 550 nm, respectively; the averaged single-particle spectrum peaks near
580 nm. In addition, the averaged single-particle spectrum shows an additional shoulder
around 610 nm not present in the protonated C6 spectrum. This comparison shows that the
fluorescent probes that we track are not single protonated C6 molecules.

probes in this study are LiOTf-induced C6 aggregates of roughly similar sizes. Peculiarly,
despite other reports that microscale aggregates or crystals of C6 result in dramatic decreases
in the fluorescence quantum yield [189], we find the nanoscale aggregates in this study to be
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Figure 3.16: LiOTf enhances C6 complex fluorescence in PEO thin films. (a) PEO thin film
doped with 10 µM Coumarin 6 (C6) and (b) PEO thin film prepared with 10 µM C6 and
10 mM LiOTf.

comparatively bright and robust emitters that suitably enable multi-frame tracking for SPT
measurements.
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Figure 3.17: Average number of emitters detected and average single-particle signal strength
as a function of LiOTf concentration. (a) Plot of the average number of single-particle
emitters detected in PEO thin films prepared with different LiOTf loading concentrations.
For each black point, a different PEO thin film was prepared with 100 nM Coumarin 6 and a
different LiOTf loading concentration ranging from 0.5 to 10 mM. The red point represents
a PEO thin film prepared with 10 mM LiOTf without any Coumarin 6. The number of
emitters detected is averaged over 10 fields of view. Each field-of-view is sampled for at least
30 frames and the number of distinct emitters detected is averaged. (b) Plot of the average
integrated signal of single-particle 2D gaussian fits of the same PEO thin films plotted in
(a).

3.3 Correlative imaging enables explicit observation

of structure-function properties in semicrystalline

PEO films

3.3.1 Directly comparing AFM phase images with dynamical
maps from SPT

Comparing dynamical and structural information within the same field of view enables a
variety of important correlations to be established. The super-localized fluorescence image
of the SPT data (Fig 3.18a) provides a representation of trajectories obtained in a given
movie recording, where the false color intensity indicates the emitter density. There is a
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higher density of emitters in the top left as compared to the bottom left of the frame.
Furthermore, thin, elongated patterns can be identified on the right-hand side of the image,
whereas no such patterns are apparent in the top left of the frame. The AFM height map
used to prepare Fig 3.18b has an original height range of -78 to 523 nm, and this large range
is due to some very tall continuous structures identified with red overlay. Upon thresholding
to remove these structures, the image height variation becomes limited to -31 to 32 nm. The
AFM phase image in Fig 3.18d has a range of 82 degrees and is marked by a series of thin, rod-
like shapes at lower phase angle (darker) than the uniform background (lighter), and these
shapes agree with other AFM phase images of semicrystalline PEO[192–195]. Fig 3.18c plots
the trajectories of fluorescent probe centroids obtained from Fig 3.18a, color-coded by the
anisotropy parameter defined in Fig 1d. Blue colors represent the most isotropic trajectories
(approaching 0), yellow colors represent the most anisotropic trajectories (approaching 1),
and green colors represent intermediate values of the anisotropy parameter. Only trajectories
of emitters that fluoresced for at least 15 consecutive frames and for which the diffusion
coefficient D > 0.0075 µm2/s are shown. Like in Fig 3.18a, the trajectories in the bottom
right in this representation also show more rod-like shapes.

We next relate the AFM and SPT data in Fig 3.18 to compare and contrast crystallite rich
and amorphous rich regions. The bottom right corner of the ROI in Fig 3.18a-d, corresponds
to a PEO crystallite-rich region where anisotropic probe trajectories are most common. The
directionality of the crystallites appears to be imprinted onto the probe trajectories as well.
In contrast, the top left corner of the region of interest (ROI) is primarily composed of
amorphous material, and probe trajectories there are mostly isotropic in nature. Even
within regions of dense crystallites, ∼1-2 µm2 pockets of amorphous polymer yield isotropic
trajectories (more isolated blue spots in Fig 3.18c).
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Figure 3.18: Correlative single-particle tracking and AFM imaging. (a) Superlocalized flu-
orescence image with superimposed 2D Gaussian fits to individual Coumarin 6 aggregates
integrated over 8000 frames with 100 ms of exposure per frame. (b) Tapping-mode AFM
height image in same region of interest as (a). (c) Plot of trajectories, which are color-coded
by anisotropy parameter. (d) Tapping-mode AFM phase image of same ROI as (b).(e)
Distribution of anisotropy parameters of mobile trajectories corresponding to red and blue
squares in (d). (f) Normalized distribution of 1D diffusion coefficients along the major axes
of trajectories.

3.3.2 Comparison of anisotropy and diffusivity in crystallite rich
and amorphous rich regions

The dynamical data can be further represented by statistically characterizing the distri-
butions of anisotropy parameters and diffusion coefficients associated with each trajectory
within various subregions of the region of interest (ROI) in Fig 3.18a-d. The grey histogram
in Fig 3.18e shows the total distribution of anisotropy parameters for all trajectories found
in both boxed regions in Fig 3.18d. The red distribution presented over the top of it includes
the anisotropy parameters for trajectories only in the red box in Fig 3.18d, and the blue
distribution includes the anisotropy parameters for trajectories only in blue box. The red
distribution is skewed much more toward high anisotropy parameter, peaking at 0.95, and
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the blue distribution is broadly isotropic, peaking at 0.15. In Fig 3.18f we also compare
distributions of trajectory diffusion coefficients for each of the boxed regions in Fig 2d. To
obtain each of the diffusion coefficients, each step of a trajectory is first projected along the
major axis of motion determined by PCA, and a diffusion coefficient is computed by equat-
ing the mean squared displacement of these projected steps to 2Dt, for diffusion coefficient
D and trajectory duration t. This procedure is employed for both isotropic and anisotropic
trajectories in order to compare them using a common metric. Interestingly, both the data
from the blue and red regions in Fig 3.18d have similar distributions of diffusion coefficients.
Both distributions peak near 0.03 µm2/s and tail off at 0.4 µm2/s.

3.3.3 Correlative AFM and SPT findings are reproducible in
separate films

We find similar results upon repeating the correlative AFM and SPT experiments in addi-
tional films independently prepared with the same composition. Figure 3.19 demonstrates
the reproducibility of our experimental findings, wherein regions of dense crystallites, shown
as darker contrast, thin fibers (Fig 3.19d), correspond to more anisotropic trajectories (Fig
3.19c), and similarly regions of amorphous polymer (lighter contrast, featureless) correspond
to more isotropic trajcectories. Interestingly, in this experiment the AFM tip used to mark
a fiducial did not fully remove the polymer in the square seen in the top right of Fig 3.19c.
Before carving the fiducial, AFM images (3.19 b and d) demonstrate crystalline properties.
In this particular case, carving the fiducial destroyed the crystalline fibers in the top right
corner of the ROI, as seen in panels 3.19a and 3.19c. As a consequence, we note that the
trajectories therein are isotropic in nature!

3.3.4 Spread in distributions of anisotropy parameters is likely
due to finite sampling

The distribution of major axis diffusion coefficients for both primarily amorphous and pri-
marily crystalline regions are very similar, suggesting that probe trajectories in crystallite
rich regions are unhindered along the direction of crystalline fibers. In addition to the peak
anisotropy parameter values, the blue and red distributions in Fig 3.18e each have a sub-
stantial spread. To further explore the origin of the spreads in each of the two distributions,
we simulated isotropic and anisotropic random walks of various trajectory step lengths. 2D
random walk simulations were performed using a diffusion coefficient of 0.15 µm2/s and 0.1
s step size in order to emulate our experimental observations. Further, every position gener-
ated in the simulation is modified by a random number generated by a Gaussian distribution
whose standard deviation is 40 nm, which is the average precision of the single-molecule lo-
calizations. Figure 3.20a and b show histograms of the anisotropy parameters resulting from
PCA of 1000 simulated trajectories, each with 30 steps, with the notable difference that the
simulations in 3.20b had avoided boundaries of 50 nm width on one of the two dimensions
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Figure 3.19: Correlative AFM and single-particle tracking of another PEO film prepared
with 15 mM LiOTf. (a) The super-localized fluorescence image. (b) The tapping mode
AFM height image. (c) Trajectories color coded by their anisotropy parameters. (d) The
AFM phase image corresponding to the height image in (b).

to simulate confined diffusion. The widths of the distribution appear similar to those of Fig
3.18e, yet if we simulate the same conditions of Fig 3.20a and b with 1000 steps instead of
30, shown in Fig 3.20c and d for free and confined diffusion, respectively, we note a signif-
icant narrowing of the distributions. Thus, the spread in our observed distributions of the
anisotropy parameter are primarily a consequence of finite trajectory length, suggesting the
values at which the distributions each peak are more representative of the probe motion than
the spreads.
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Figure 3.20: Simulations with various degrees of probe confinement to show the effect of
trajectory length (number of frames) on expected distribution of the anisotropy parameter.
(a) The distribution of anisotropy parameter from the simulation of a two-dimensional free
random walk, with 30 steps. (b) Anisotropy parameter distribution upon applying avoided
boundaries (50 nm width) on one of the two dimensions to simulate confined diffusion, with
30 steps. (c) Same conditions as (a), but with 1000 steps. (d) Same conditions as (b), but
with 1000 steps.

3.3.5 Visually and quantitatively demonstrating crystallite
orientation is imprinted upon probe trajectories

To compare SPT trajectories and AFM-derived morphology more directly we overlaid the
data for Fig 3.18c and Fig 3.18d in Fig 3.21a,b. The overlay shows that the majority of
locations where the probes are observed fall within lighter contrast regions of the AFM data,
which we take to represent amorphous PEO. In fact, the trajectories generally conform to
the boundaries delineated by crystalline fibers, even when these fibers are curved. Generally,
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trajectories residing in more narrow channels between crystalline fibers are more anisotropic
(yellow), and trajectories residing in larger pockets of amorphous material between crys-
tallites are more isotropic (bluer). Exceptions to these categorizations could be due to
out-of-plane amorphous channels crossing beneath the surface structure that we primarily
map with AFM, though these exceptions are a small minority. Based on the similarity of the
amorphous channel depth (up to 60 nm, Figure 3.18b) and film thickness (∼100 nm), the
similarity of major axis probe diffusivities measured in confined amorphous PEO and in un-
confined regions as well as the comparable diffusivities observed in annealed PEO films (see
Fig 3.25 and discussion in Section 3.4.1), we infer that the probes diffuse within, as opposed
to on the surface of, the amorphous PEO. In any case, the absence of isotropic trajecto-
ries in the crystallite-rich region remains as strong evidence for the structural/dynamical
correlation.
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Figure 3.21: Overlay of mobile trajectories color-coded by anisotropy parameter with AFM
phase image. (a) Full, 40 × 40 µm2, field of view of Figure 3.18c,d. (b) Magnification
of 15 × 15 µm2 dashed box in (a). (c) Pixel-binned and binarized 40 × 40 µm2 AFM
phase image from Figure 3.18d, where each pixel is color-coded according to the semicircle
inset and corresponds to the average orientation of crystallites relative to the lab frame
horizontal. (d) Probe trajectories from the same 40 × 40 µm2 ROI as (c) possessing an
anisotropy parameter greater than 0.75 with each step of each trajectory color-coded by the
orientation of a trajectory’s major axis relative to the lab frame horizontal. (e) Distribution
of values corresponding to the difference between a trajectory’s major axis orientation and
the crystallite orientation in the location of the trajectory’s average position.

Additional information regarding the extent to which crystalline fibers constrain probe
motion can be obtained by further quantitating the degree of correlation between crystallite
boundary orientation and the major axes of nearby probe trajectories, which we do in Fig
3.21c-e. Fig 3.21c shows a color-coded map of crystallite orientation obtained by thresholding
and binarizing the AFM phase image shown in Figures 3.18d and 3.21a. Shown in Fig
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3.22 is a schematic demonstrating how the image in Fig 3.21c is rendered. We begin with
a small ROI extracted from the binarized AFM image in black and white, where white
represents crystallites and black represents amorphous material. We use the bwlabel function
in MATLAB to determine connected groups (4 in the example, each filled with a random
color to the right of the binarized black and white image) and their angles relative to the
lab frame horizontal axis. The average orientation of crystallites for this 16×16 pixel bin is
reported as one consolidated color (yellow in this case, to the right of the arrow) according
to the orientation map in the semicircle inset (Fig 3.21d). The spatial bin is scanned over
the binarized image in steps of 8 pixels, where each pixel is 15.6 nm long on a side, until we
have rendered a new image corresponding to the orientation of the crystallites color-coded
by their orientation relative to the lab frame horizontal axis.

Figure 3.22: Workflow for generating AFM and trajectory orientation maps. (a) Schematic
representing the analysis to generate a pixel in Fig 3.21c. The pixel is actually a small ROI
of the original AFM phase image binarized, and the pixel value is the average orientation of
crystallites within the ROI. (b) Schematic of a trajectory color-coded by the angle its major
axis forms with the lab frame horizontal axis.

Similarly, Fig 3.21d shows a map using the same orientational color-coding for the major
axis of tracked probe trajectories shown in Figures 3.18c and 3.21a possessing an anisotropy
parameter greater than 0.75. A schematic of such is shown in Fig 3.22b. Visually, there
is a high degree of spatial correlation between the structural and dynamical orientational
maps in Fig 3.21c and Fig 3.21d. To further quantify this correlation, Fig 3.21e shows the
distribution of orientational mismatch between proximal crystallites and anisotropic probe
trajectory major axis orientations, |Θtrajectory−Θcrystallite|. The distribution is peaked around
zero mismatch with a half-width of ∼15 degrees. This half-width is within the error of the
average crystallite spacing calculated in Fig 3.23.

3.3.6 Comparison between probe trajectory widths and
crystallite spacing

In addition to quantitating the orientational correlation between structural and dynamical
information, we investigate the correlations of spatial scales in our two types of measurements
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that relate to the apparent confinement of dynamical trajectories within narrow channels
between crystalline fibers (Fig 3.23). To do so we first perform a 2D fast Fourier transform
(FFT) on the same thresholded and binarized AFM phase image as in our orientational
analysis (Fig 3.22). Each pixel in Fig 3.23a is color-coded to represent the local period of, or
spacing between, adjacent crystalline fibers, as calculated using the Fourier transform. To
create this map, the 2D FFT is performed in spatial bins of 33×33 pixels, and the spatial
bin is scanned over the thresholded, binarized image in steps of 16 pixels (Fig 3.23b). The
distribution of spacings in Fig 3.23a is shown in Fig 3.23d (black) and ranges from 40 to 150
nm, peaking at 50-55 nm. Spatial periods larger than 150 nm are not reported on account
of the size of spatial bins in the 2D FFT.
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Figure 3.23: Comparison of crystallite spacing to trajectory width. (a) A heat map of
crystallite spacing extracted from the AFM phase image using a 2D FFT. The method is
illustrated in (b). The left black and white image is a cropped, binarized AFM phase image,
in which the black and white regions correspond to amorphous and crystallite regions, re-
spectively. Its 2D FFT generates the heat map of spatial frequency (at right). (c) Schematic
to illustrate definition of the minor axis width (red) of a trajectory (black stars connected
by solid black lines), as compared to the major axis width (black). (d) The distribution of
crystallite spacing obtained from 2D FFT analysis is shown in black. The distribution of
trajectory widths on the minor axis for anisotropic trajectories (anisotropy parameter ¿ 0.75)
is shown in red. The distribution of trajectory widths of simulated trajectories that sample
confinement from the black distribution of crystallite spacings and a localization error from
a 40 nm Gaussian distribution is shown in green.
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We next relate the spacings between crystallite fibers to the spatial extent of confined
probe trajectories measured via SPT. For each trajectory possessing an anisotropy param-
eter value greater than 0.75, we consider the greatest distance between trajectory particle
positions along the minor axis, as reported by PCA (schematic shown in Fig 3.23c). This
minor axis width distribution peaks at 150 nm (Fig 3.23d, red).

To reconcile this difference between the distribution of crystallite spacings reported by
the 2D FFT analysis of the AFM phase image and the distribution of trajectory widths along
the minor axis, we numerically simulate confined random walk trajectories. Each simulated
trajectory is 29 frames long (median number of frames for anisotropic trajectories), and the
degree of confinement for a given trajectory is drawn from the distribution of crystallite
spacings extracted from AFM (Fig 3.23d, black). Furthermore, a random error drawn from
a Gaussian distribution (σ = 40 nm) is added to each position of a given trajectory to
incorporate the effect of the 40 nm experimental localization error. The minor axis width
distribution of these simulated trajectories is shown in Fig 3.23d in green and peaks at 150
nm. These simulations suggest that to within the 40 nm localization uncertainty of our
SPT measurements, the peak trajectory minor axis width of 150 nm is consistent with the
crystallite fiber spacing of 50-55 nm determined via FFT analysis.

Figure 3.24: Simulated two-dimensional random walks to determine the effect of confine-
ment convolved with localization precision error. (a) Distributions of the minor axis width
extracted from trajectories simulated with varying degrees of confinement along one dimen-
sion convolved with a 40 nm localization error. (b) Plot of the median minor axis width
extracted from simulated trajectories as a function of confinement. Different colored data
represent a series of simulations with varying localization error.

Additional confined random walk simulations recapitulate the assertion that at least
within our localization uncertainty there is agreement between trajectory width and crys-
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tallite spacing. Fig 3.24a show distributions of the minor axis widths of simulated random
walks, where each distribution represents a different confinement value along one dimension.
The distributions are effectively convolved with the localization uncertainty of 40 nm (by
using a similar practice as the simulations in Fig 3.20). With this localization error, one can
distinguish 50 nm and 150 nm confinement by comparing minor axis trajectory widths, but
smaller differences between crystalline fiber spacings would be difficult to discern. While we
note that as the confinement decreases the distributions broaden and shift to higher mean
values as one would expect, there is a systematic overestimation of the actual confinement
value via the simulated trajectory width distributions. Fig 3.24b reports the median of 1000
simulated minor axis trajectory widths as a function of confinement for a series of differ-
ent localization uncertainties. With 0 nm localization uncertainty, the simulated trajectory
widths perfectly recover the confinement value, but as the localization uncertainty increases
the simulated minor axis widths disagreement correspondingly increases.

3.4 Potential design principles for semicrystalline

polymers

The above results present an opportunity to further establish relationships between probe
motion within semicrystalline PEO and its structural features. The discussion below focuses
on the influence of the configuration and shape of crystallites on probe motion and on
suggestions for how these findings serve as design principles for controlling crystalline growth
within semicrystalline polymers. We consider the collection of our observations and analysis
of location, orientation, and length scale correlations between the semicrystalline morphology
map obtained by AFM and the probe motion within this morphology obtained by SPT.

3.4.1 Anisotropy of particle motion is a faithful reporter of film
crystallinity

Comparing the locations where the probes are observed to the locations of crystalline and
amorphous components of the PEO film microstructure in the overlays in Figure 3.21 allowed
us to similarly establish that the probes are forced out of crystalline regions. This segregation
is a probable result of the crystallization process, as crystallization often purifies the material
composition, forcing out impurities, such as the fluorescent probes. We also learned that the
motion of the fluorescent probes within the amorphous PEO where they reside is isotropic,
provided that the extent of the amorphous region exceeds a typical diffusion length of the
probe. If, however, the extent of an amorphous region is smaller than the intrinsic diffusion
length of the probes along a given axis, then the probe motion is confined along that axis,
generating anisotropy in the probe trajectory.

Incidentally, we also found that measuring single-particle trajectories in a given film
before and after removing its crystalline microstructure via thermal annealing shifts the
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original anisotropy parameter distribution to become substantially more isotropic, while
preserving the value of the unconfined diffusion coefficient. Figure 3.25 shows the distribution
of the anisotropy parameters and diffucsion coefficients along the major axis for probes in
PEO films co-doped with 1, 10, and 15 mM LiOTf (black border). As we increase the LiOTf
co-doping concentration, the relative amorphous component of the films increase due to
frustrated crystallization of pure PEO cyrstals[154], and we note a relative increase of more
isotropic valued trajectories in the anisotropy distributions. The distributions of diffusion
coefficients along the major axis of travel appear similar.

When the films are annealed, however, we note that the distributions of the anisotropy
parameters in each of the 1, 10, and 15 mM LiOTf doped films shift significantly towards the
isotropic values. Annealing was accomplished by placing samples on a 100 oC hotplate to
melt the polymer and temporarily destroy the crystalline structure. Again, the distributions
of the diffusion coefficients along the major axis appear similar between the different loading
concentrations and importantly appear similar to the distributions in the pre-annealing case.
Given these distributions appear similar in different LiOTf concentrations as well as before
and after annealing reinforce the notion that crystallites anisotropically constrain the motion
of probes but do not affect their diffusivity.
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Figure 3.25: Anisotropy parameter and major axis diffusion coefficient distributions before
(black box) vs after (red box) annealing of 1, 10, 15 mM LiOTf films.
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The orientation of these anisotropic trajectories correlates strongly to the orientation
of the crystalline boundaries, and the extent of this anisotropy is directly correlated to the
extent of confinement between adjacent crystallites, which are often parallel to one another.
Furthermore, the width of probe trajectories on the minor axis and its nearby crystallite
spacing agree in size to within the uncertainty of our measurements. Though quantitatively
correlating the extent of confined probe trajectories and the widths of amorphous channels
beneath the SPT localization uncertainty of 40 nm is not currently possible, the degree
of probe trajectory anisotropy is able to report on the specific spatial configurations of
crystallites in the film morphology. In fact, the most extreme case of anisotropic probe
motion is achieved by lowering the LiOTf concentration from 15 to 1 mM, which creates more
densely packed, presumably pure PEO, crystallites configured in a spherulitic morphology,
as compared to ones we primarily study in this work composed of a PEO–salt complex[185].
While PEO–salt crystallites and pure PEO crystallites differ in height, width, and spacing,
it is interesting to note that both appear to behave functionally as impermeable barriers
that geometrically confine the probe transport.

Figure 3.26a shows an AFM height image of a 1 mM LiOTf doped PEO thin film in a
25×25 µm2 field of view. The distinguished dark lines represent the boundaries between
two spherulite superstructures, which typically result as a consequence of impinging on one
another over the course of growth. A zoomed in height (b) and phase (c) image of the
spherulite’s structure in a 1×1 µm2 reveal amorphous channels to be even thinner than in
the case we explored in detail with 15 mM LiOTf loading concentrations. Beyond the severely
anisotropic nature of the probe motion in these spherulites, the orientation of trajectories
relative to a given spherulite’s nucleus match one’s expectations (see schematic in Fig 3.26d.
This is quantitavely supported by the distribution of angle mismatches between a trajectory’s
orientation and the angle relative to the nucleus, which peaks near 0.

Our findings therefore suggest that the degree of anisotropy observed in fluorescent probe
motion in SPT is an excellent reporter for lamellar crystallinity and that the semicrystalline
microstructures observed in AFM phase images also report well on each of the location,
confinement, and trajectory orientation of particle motion. This deduction is also well-
supported by bulk conductivity measurements reported by Li and co-workers[145] that show
ions preferentially travel parallel, and not perpendicular, to crystalline plates of PEO.

3.4.2 Controlled arrangement of crystallites for deterministic
mass transport

Furthermore, our findings indicate that pursuit of a controlled arrangement of crystallites
could be quite worthwhile for material design. Interestingly, such design strategies have
been discussed in the context of semicrystalline semiconducting polymers, wherein charge
transport actually occurs predominantly in crystalline domains, and intercrystallite trans-
port can behave as a bottleneck[3, 196]. In the case of ion motion in solid-state electrolytes,
suppressing crystallinity has historically been the strategy to improve ion mobility, with
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Figure 3.26: 1 mM LiOTf co-doped PEO thin films with spherulitic morphology. (a) 25 ×
25 µm2 tapping-mode AFM height image. (b) 1 × 1 µm2height image of the boxed region
within (a). (c) Phase map for the same 1 × 1 µm2 field-of-view as in (b). (d) A schematic
of the angle a trajectory’s major axis forms relative to line formed between the trajectory’s
average position and the spherulite nucleus. (e) The distribution of values corresponding to
the angle defined by (d). (f) The distribution of anisotropy parameters for probe trajectories
measured within spherulitic PEO thin films.

the drawback of compromised mechanical strength. Rather than an exclusively negative
property for transport, if aligned and ordered, crystalline domains could serve as channel
boundaries to deterministically guide dopant transport, a concept that has only recently
begun to be explored[142, 144]. In fact, Li and co-workers demonstrated that manufacturing
single-crystalline plates of PEO can be used to anisotropically improve conductivity between
plates [145]. We show here that spontaneously formed crystalline structures in an as-cast
film also anisotropically guide dopants over substantial length scales. This phenomenon
bears analogies to what occurs in block copolymer assemblies, where one block is mechani-
cally strong and impermeable to dopant transport, which has also been demonstrated with
SPT studies[176]. Whereas block copolymer applications make use of two different polymer
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components that must be carefully synthesized, here we suggest the possibility to take advan-
tage of a single-component polymer with two different structural phases to achieve the same
goal. To fully harness the potential of such an approach with a semicrystalline polymer, one
could envision leveraging methods of controlled polymer or small organic molecule crystal
growth[197, 198] and taking inspiration from pre-existing strategies used for the directed
self-assembly of block copolymers[133, 199, 200].

3.5 Conclusion

Instead of relying on bulk approaches, we have directly measured strong correlations between
nanoscale mobile probe dynamics obtained by SPT and the nanoscale microstructure of PEO
thin films obtained by AFM. Specifically, we confirmed by direct measurement that parti-
cle, and potentially molecular, motion occurs preferentially, if not exclusively, in amorphous
regions of the semicrystalline microstructure. The single-particle tracking that we employed
affords not only these spatial correlations but also provides access to statistical distributions
of the parameters associated with probe motion. Our correlated SPT and AFM phase imag-
ing strategy could be readily adapted to study other semicrystalline polymers in order to
learn how various crystalline and amorphous phases dictate transport in polymers known
to have different melting or glass transition temperatures or other bulk properties. Future
experiments could be performed to track ionic species or species sensitive to ions[201], com-
paring the resulting dynamics to those measured with our hydrophobic fluorescent aggregates
in this study. Differences between experiments employing charged and neutral probes could
yield key insights to enable the deconvolution of size and charge in polymer–ion interactions
important for ion diffusion in a solid-state electrolyte.

The strategies presented here could also be of great use in the study of impurity mi-
gration within materials composed of polymers quite different from the polymer electrolyte,
for example, in plastics whose properties depend critically on eliminating impurities but
where elimination strategies are neither systematic nor effective. Finally, our findings pro-
vide design principles to guide the current efforts for controlled crystalline domain growth in
semicrystalline polymers. By arranging and aligning crystallites in an organized manner, the
diffusion of dopants could be deterministically guided by bounded repeating arrays of crys-
talline and amorphous material[142]. This strategy would provide the necessary mechanical
strength for device incorporation without compromising the transport of ions, drugs, and
other dopants.
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Chapter 4

TRUSTED microscopy: An ultrafast
transformation of STED microscopy
to probe nanoscale exciton migration

4.1 Introduction

In light harvesting materials and many semiconductors, the ability of light induced excita-
tions to efficiently migrate through a material is critical for optimal energy conversion, yet,
often, material imperfections or heterogeneities impede such transport. Correlating material
morphology with its energetic landscape and transport functionality therefore necessitates
optical resolution on both spatial scales relevant to material heterogeneities (nm - µm) and
temporal scales (ps – ns) relevant to transport in the vicinity of such heterogeneities. More
generally, the ability to precisely measure excitation migration, even when it is comparatively
small, will lead to better informing design principles for systems used for exciton transport
- perhaps most readily in their earliest stages of development.

Towards this end, our group developed a novel means to track excitons in materials using
a one-of-a-kind microscopy. STED, or stimulated emission depletion microscopy[202], is a
super-resolution microscopy and time-resolved ultrafast STED, or TRUSTED, is an ultra-
fast transformation of this super-resolution technique capable of spatiotemporally resolving
exciton migration in optoelectronically active materials[116]. This chapter will provide an
overview of the fundamentals of STED microscopy (Section 4.2), explain how our own imag-
ing system operates (Section 4.3), and will then introduce TRUSTED (Section 4.4). As I am
part of the second generation of TRUSTED experimentalists, I will conclude by emphasizing
new challenges that came to light via my experiences applying TRUSTED to various ma-
terials with more complex photophysics. TRUSTED results on quantum dot superlattices
(QDSLs), which serve as a focal point of my work with the approach are the topic of the
following chapter.
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4.2 STED super-resolution microscopy

Stimulated emission depletion (STED) microscopy is a super-resolution fluorescence imaging
technique, which was a part of the suite of super-resolution methodologies awarded the 2014
Nobel Prize in Chemistry. Hell and co-workers developed and refined the technique [202, 203]
to yield remarkable resolution enhancement, profoundly enriching the amount of information
one can gain from fluorescence imaging in biological and non-biological contexts alike.

Briefly, STED microscopy achieves super-resolution in the far-field by coupling two
coaligned light sources through a scanning microscope objective - the first is a traditional
Gaussian excitation beam and the second is an annular (I prefer to say, “donut”) shaped
depletion beam, also referred to as the ‘STED pulse.’ The excitation beam generates an
excitation profile that represents the diffraction limited focal intensity distribution. The de-
pletion beam is tuned in wavelength to de-excite, or “quench,” chromophores via stimulated
emission. Photons emitted from the sample as a result of stimulated emission are rejected
via fluorescence filters and, in the case of pulsed laser beams, detector timing. At sufficiently
high intensities, the depletion beam can saturate the stimulated emission transition, rele-
gating the chromophores solely to their ground state (i.e. “off state”). Because the focal
intensity distribution is donut shaped, with an effective “zero”-intensity point in the center
of the beam profile, the depletion beam’s quenching efficiency radially decreases away from
the central null. Chromophore excitations located on the periphery of the excitation profile
are more readily quenched and fluorescent photons are only collected from the fluorescent
region around the depletion beam’s null. The volume of the effective fluorescent region af-
ter the action of the depletion beam therefore depends on the beam intensity. Figure 4.1
demonstrates a simple simulation of the resolving power of STED for two different depletion
beam intensities.

STED is quite a different means to achieve super-resolution than techniques that rely on
stochastic photoswitching of fluorophores between bright and dark states with subsequent
super-localization image analysis, like PALM, PAINT, or STORM. Here, the excitation
profile, or microscope point-spread function, is physically narrowed in real time with no
post-processing necessary1. One advantage of STED microscopy is that it can achieve super-
resolution in systems without requiring spatial or temporal sparsity of fluorophores for post-
processing, though a related disadvantage of STED is its far more stringent requirements of
the chromophore’s photophysics and consequent narrower scope of effective probes.

1This is not strictly true if the depletion beam generates a certain amount of fluorescence from the
sample, either via 2-photon or direct excitation. STED fluorophores are typically those with properties that
avoid this issue. This will be discussed in more detail later in Section 4.3.4.
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Figure 4.1: Simulation of resolution enhancement via STED on a collection of closely spaced
point emitters. (a) Diffraction limited image generated with only the excitation beam. (b)
Super-resolved image generated from the combined action of the excitation and depletion
beams. (c) Super-resolved image, but with a higher intensity depletion beam. Isat is the
saturation intensity, or the intensity of the STED beam at which 50% of excitations are
quenched to the ground state. The field of view in each image is 1.8×1.8 microns.
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4.3 Key ingredients of STED microscopy

This section will describe in more detail the conditions necessary to achieve STED resolution
enhancement. Note that the following discussion will be framed using pulsed laser sources
as the context, but it is similarly possible to achieve super-resolution with CW sources for
the excitation and STED lasers.

4.3.1 Nonlinear saturation of optical transitions

The conditions required to achieve stimulated emission in fluorescent materials is very anal-
ogous to those in laser systems. It’s helpful to consider the target chromophore to be a
pseudo four level system, schematically shown in Figure 4.2. We first excite the system from
an electronic ground state (g0) to an electronic excited state surface. Because the excited
state geometry that minimizes the system energy along the excited state surface is in a differ-
ent nuclear configuration than the ground state, the transition with the strongest oscillator
strength corresponds to a higher lying vibrational energy level within the excited electronic
surface (e1) (e.g. Franck-Condon overlap). Shortly after promotion from g0 to e1, the system
will vibrationally relax along the excited state surface to a lower vibrational level, e0. The
radiative transition couples from e0 to a higher lying vibrational level along the ground state
surface, g1, which will be driven via the STED pulse to achieve stimulated emission. The
energy difference between the transitions from g0 to e1 and e0 to g1 is the Stokes shift.

Figure 4.2: 4-level energy diagram of a hypothetical chromophore amenable to stimulated
emission depletion.

Here, an equilibrium is established between the e0 and g1 states, and in order to achieve



CHAPTER 4. TRUSTED MICROSCOPY: AN ULTRAFAST TRANSFORMATION OF
STED MICROSCOPY TO PROBE NANOSCALE EXCITON MIGRATION 97

stimulated emission with greater than 50% efficiency we require a population inversion (like
in lasers). The population inversion is guaranteed by the rapid vibrational relaxation along
the ground state surface to the lowest lying level, g0.

The rate equations to describe this process in space and time are:

∂Ne1(r, t)

∂t
= kpump(r, t)Ng0(r, t) − kvib,eNe1(r, t)

∂Ne0(r, t)

∂t
= kvib,eNe1(r, t) − kSTED(r, t)Ne0(r, t) + kSTED(r, t)Ng0(r, t) − kradNe0(r, t)

∂Ng1(r, t)

∂t
= −kvib,gNg1(r, t) + kSTED(r, t)Ne0(r, t) − kSTED(r, t)Ng1(r, t) + kradNe0(r, t)

∂Ng0(r, t)

∂t
= −kpump(r, t)Ng0(r, t) + kvib,gNg1(r, t),

(4.1)

where kvib,e and kvib,g are the rate constants for vibrational relaxation along the excited and
ground state surfaces, respectively, krad is rate constant for radiative relaxation, and Ng0 ,
Ng1 , Ne0 , Ne1 are the density of excitations within the denoted states. kpump and kSTED

have space and time dependence owing to the focal intensity distribution(Ipulse(r)) and time
duration (τpulse) of the pump and STED pulses, respectively, which are described as:

kpump(r, t) ∝ Ipump(r)e−t2/(2τ2pump)

kSTED(r, t) ∝ ISTED(r)e−t2/(2τ2STED),
(4.2)

τpump is sufficiently short (< 1 ps) that the excitation process promoting g0 to e1 is effectively
impulsive given the timescales under consideration. The duration the STED pulse, τSTED,
used in the experiment should consider kvib,g and kvib,e, as, in order to most efficiently quench
excitations via stimulated emission, the action of the STED pulse should occur over the entire
duration of the excited and ground state vibrational relaxation. In other words, efficient
depletion requires τSTED > k−1

vib,g, k
−1
vib,e. One strategy is to offset in time the STED pulse

from the pump pulse to allow the system to vibrationally relax along the electronic excited
state surface per kvib,e, but the consideration for kvib,g still stands. And of course, the STED
pulse should be shorter in duration than the radiative lifetime, krad, of the chromophore, as,
otherwise the sample will be able to emit photons before or concurrent with the action of
the STED pulse.

Provided the conditions prescribed by the above rate equations are met, we note that the
transition from e0 to g1 is saturable, meaning we can achieve Ne0 = 0 with sufficiently high
kSTED (determined by the intensity of the STED pulses, ISTED(r)). This nonlinear saturation,
in combination with the donut-shaped structured transverse mode of the STED pulse, is what
enables narrowing the excitation distribution to sub-diffraction limited volumes!
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4.3.2 Donut-shaped transverse mode of STED beam

Stimulated emission depletion of the excited state population of a target chromophore can
occur with any arbitrary beam mode, but in order for this to be useful for imaging the
beam mode needs to be structured in a particular manner. One way to achieve resolution
enhancement is to use a donut shaped beam mode, which enables quenching of the periphery
of the excitation distribution but still allows excitations remaining in the center to fluoresce.

One way to achieve a donut-shaped beam mode is to control the spatially distributed
phase of the light field via the use of a phase mask. A phase mask can be generated using
a spatial light modulator or more simply using a vortex phase plate optic, which has a
special polymer coating with azimuthally-dependent thickness. The thickness of the polymer
introduces a relative phase delay between 0 to 2π. This is what is known as a helical phase
ramp, which is graphically shown in Figure 4.3.

Figure 4.3: Schematic of a helical phase ramp. Figure adapted with permission from Ref
[204].

Pupil function simulations of the beam mode imaged on a hypothetical isotropic point
emitter are a useful way to visually understand the effect of the phase contribution on the
resulting beam profile. A pupil function is the 2-dimensional Fourier transform of the image
of an isotropic point source. The point-spread function amplitude is thus related to the pupil
function via the following relationship:

PSFA(x, y) = A

∫ ∞

−∞

∫ ∞

−∞
P (fx, fy) exp[−i2π(fxx + fyy)]dfxdfy (4.3)

where x,y are the spatial coordinates and fx, fy are the frequency coordinates. P (fx, fy)
is the pupil function, which has both real (amplitude) and complex (phase) parts. Note
that what we image is the modulus of the PSF amplitude, |PSFA(x, y)|2. We numerically
simulate the point spread functions using the Fast Fourier Transform (FFT) capabilites in
MATLAB, constructing grids of any arbitrary amplitude and phase distribution.

Figure 4.4 provides two examples of different phase delay patterns and their resulting
microscope point-spread functions for a given wavelength and numerical aperture, assuming
the same 2D Gaussian amplitude distribution. If the phase pattern is a helical ramp, with
the phase smoothly varying from 0 to 2π as shown in the Fig 4.4a, then the beam profile
results in a characteristic donut shape. One way to rationalize this is to consider the very
center of the phase delay distribution as a singularity, where all phases coexist simultaneously
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Figure 4.4: Pupil function simulations of beam profils for a given amplitdue and phase
distribution. (a) A Gaussian amplitude distribution with a phase distribution that varies
azimuthally from 0 to 2π results in a donut shaped beam profile. (b) A Gaussian amplitude
distribution with a phase distribution that is a 0 to π mismatch in the center results in a
double-lobe beam profile.

(in practice this isn’t really possible owing to finite discretization of SLM grids or optics),
and as a consequence the only solution to Maxwell’s equations is for the PSF amplitude to
be zero in this position. Similarly, if there is a 0 to π phase mismatch in the phase pattern,
like the binary phase pattern shown in Fig 4.4b, this also generates a condition where the
amplitude of the PSF must be zero. Note that the beam profile in Fig 4.4b can be considered
for so-called “1D” STED, where the depletion field confines the fluorescence from the target
chromophore along one axis. The use of such binary phase masks has recently demonstrated
great utility in new algorithmic approaches in improving STED image quality in aberration
sensing[205] and tomographic image reconstruction[206].

In practice, achieving a STED beam mode where the intensity at the center of the donut
(i.e. null) is exactly zero is next-to-impossible, and care must be taken to try to minimize the
intensity to levels below at least 1%. The greater the relative intensity of the null, the more
excitations at the center of the distribution will be quenched, resulting in fewer fluorescent
photons and an overall lower signal-to-noise ratio in super-resolved images. Shown in Figure
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4.5 are data and fits to one dimensional line cuts of the microscope point spread functions
of the pump and STED pulses in our own set-up, imaged via scattering off of a 80 nm gold
nanoparticle. The null is estimated at ∼0.6% of the maximum intensity of the STED pulse,
which is sufficiently low for imaging purposes.

Figure 4.5: Linecut of the pump and STED beam PSFs superimposed on one another. Black
data represent relative the intensity values of the individual pixels, and the green and red
curves represent fits to the pump and STED PSFs, respectively. Note that the scaling of the
profiles is only for clarity of overlap.
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4.3.3 Resolution scaling in STED microscopy

The concepts of the nonlinear saturation of the optical transition driven via stimulated
emission combined with the donut shape of the STED beam mode determine the resolution
scaling in STED microscopy.

Harke and co-workers[203] developed a formalism to describe how the geometry of the
STED donut and the rate of stimulated emission results in a resolution enhancement that
scales with the intensity of the STED pulse as 1√

ISTED
. The metric used to evaluate an

imaged feature’s resolution is the full width at half maximum (FWHM) of a Gaussian fit to
the feature PSF.

The rate constant of stimulated emission at any point in space and time is equivalent to
the stimulated emission cross section weighted by the intensity of the STED pulse

kSTED = σSEISTED, (4.4)

where σSE is the stimulated emission cross-section of a given chromophore. The probability
of stimulated emission event occurring is therefore:

η(ISTED) = e−σSEISTED . (4.5)

Here it is useful to define a parameter known as the saturation intensity, Isat, which is the
STED intensity at which 50% of the population is quenched via stimulated emission.

η(Isat) = e−σSEIsat = 0.5. (4.6)

This saturation intensity definition allows us to replace the σSE in Equation 4.5 with σSE =
ln(2)/Isat

To determine the probability of a stimulated emission event occurring as a function of
space, we consider an approximate focal intensity distribution of the STED pulse, ISTED(x),
that is within the nearest vicinity of the pump distribution:

η(x) ≃ exp

(
− ln(2)

ISTED(x)

Isat

)
, (4.7)

Formally, a STED pulse can be described radially as:

ISTED(r) = r2e−r2/2σ2

(4.8)

so similarly, along one dimension is defined as:

ISTED(x) = x2e−x2/2σ2

(4.9)

but for the purposes of this derivation, it is useful to consider only the radial portion of the
STED pulse that encompasses the diffraction limited pump distribution, where ISTED(x)
can be approximated as a parabola:
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ISTED(x) ≃ 4ISTEDa
2x2 (4.10)

where a describes the steepness of the approximated parabola.
The combined actions of the pump and STED pulses yields a new effective point-spread

function:

PSFeff (x) = PSFc(x)η(x) (4.11)

where the original confocal point spread function of the pump in isolation, PSFc(x), is well
approximated by a Gaussian.

PSFc(x) ≃ e−x2/2σ2

= e−x24 ln(2)/FWHM2
c . (4.12)

Figure 4.6: Schematic of one-dimensional linecuts of pump and STED PSFs annotated with
parameters used in deriving Equation 4.14. FWHMc is the FWHM of the pump (confocal),
and the hand-draw red dashed line outlines the parabola used as an estimate for the inner
part of the STED distribution, which corresponds to 4ISTEDa

2x2

Figure 4.6 schematically demonstrates the overlay of one dimensional renderings of the
PSFs resulting from a pump (green) and STED (red) pulse.The FWHM of the the confocal
PSF resulting from pump excitation, FWHMc, is a proxy for the resolution without the
action of the STED pulse and is an initial condition. The dashed handdrawn red line tracing
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out a parabola from the interior part of the STED pulse is of the form described in equation
4.10.

Considering all of the factors for equation 4.11:

PSFeff (x) ≃ exp

−4 ln(2)
x2(

FWHM2
c + 1

a2
ISTED
Isat

)
 . (4.13)

and solving for the effective FWHM,

FWHMeff =
FWHMc√

1 + FWHM2
c a

2 ISTED

Isat

. (4.14)

Equation 4.14 is a powerful statement, as it suggests that one can predict the resulting
resolution with the action of the STED pulse provided we know the saturation intensity and
steepness of the interior of the STED donut. Furthermore, equation 4.14 is often approxi-
mated in a more simple form assuming FWHM2

c a
2 ≈ 1:

FWHMeff ≈ FWHMc√
1 + ISTED

Isat

. (4.15)

The resolution scaling we’ve arrived at indeed depends on 1√
ISTED

, and moreover would
suggest we can achieve infinitesimal resolution provided we have a large enough ISTED. In
practice, various limitations preclude this possibility and will be discussed in later sections.
The effect of the saturation intensity, and how it impacts the final resolution, is schemat-
ically represented in Figure 4.7. One dimensional linecuts through a STED pulse profile
demonstrate that at higher intensities more of the STED pulse’s spatial profile exceeds the
saturation intensity, resulting in a smaller detection region.

To see the resolution scaling in action, Figure 4.8 compiles an example image series
of super-resolving dewetted clumps of CdSe/CdS core-shell quantum dots. Every image
was collected with the same pump power (measured outside of the microscope) but with
a different STED pulse power, listed in microwatts in the top right corner in each image.
Visually inspecting the images demonstrates the features become smaller as the intensity
of the STED pulse is increased. Even a relatively modest STED power of 25 µW allows
us to verify that the rather large bright feature in the top left of the 0 µW image FOV is
actually two closely spaces clumps of QDs. We observe fairly dramatic differences between
the lower STED powers, but as we increase the STED power beyond 250 µW the resolution
enhancement becomes less obvious.

More quantitative verification of equation 4.15 can be demonstrated by fitting linecuts to
extract an approximate FWHM of a feature at each STED power. Overlaid on the image in
Figure 4.8 measured at a STED power of 100 µW are colored lines, which represent the line
cuts used for a fitting procedure in each of the images. The corresponding FWHM from the
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Figure 4.7: Schematic of a one dimensional linecut across a STED donut PSF at two different
intensities. The higher intensity linecut results in a greater amount of the linecut intensity
distribution exceeding Isat, which results in a smaller detection region.

linecut fits, assuming a simple Gaussian function, plotted against the power of the STED
pulse for the 4 linecuts, is shown in Figure 4.9. The data are fit well by equation 4.15, and
the Isat values resulting from each of the fits are close to one another, within error. The
resolution appears to “bottom out” between 100 and 200 nm, depending on the feature,
whereas the initial FWHM were at least twice as large in each case.
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Figure 4.8: Series of modulated excitation STED images of CdSe/CdS quantum dot clumps
collected with varying STED powers. The pump wavelength was 540 nm and power was
1 nW for all images. The STED powers are listed in each image in the upper right. The
colored lines in the image corresponding to 100 µW STED are the linecuts used to estimate
various features’ FWHM in every image, the data of which is shown in Figure 4.9.
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Figure 4.9: FWHM vs STED power trends corresponding to 4 different linecuts analyzed
for each image in the series shown in Figure 4.8. The color of the box matches the color
of the corresponding linecut. Each data point is a FWHM extracted from a Gaussian fit of
the linecut. In each dataset, the red curve represents a fit using equation 4.15, and the Isat
extracted from each fit is listed.
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4.3.4 Requirements for STED chromophores

STED microscopy’s super-resolving capabilities are intimately connected to the photophysics
of the chromophores that serve as the probes used in imaging. Even in systems that are
ostensibly optimized for use in STED microscopy, care must be taken to avoid sample damage
or imaging artifacts that are invariably a consequence of the extremely high STED pulse
intensities necessary for efficient stimulated emission. For reference, the typical pump and
STED pulse powers employed in our measurements with a 200 kHz repetition rate are 1
- 10 nW and 10 - 150 µW at the sample plane , respectively, so the STED pulses are
orders of magnitude higher in intensity. Here we’ll briefly summarize the ideal photophysical
properties of chromophores to be used with STED and their implications for applying STED
to the non-traditional systems targeted with TRUSTED.

Absorption and emission spectra

The ideal chromophore is one in which the STED pulse exclusively drives stimulated emission
without directly exciting the sample. Absorption of the STED pulse results in potentially
destructive heat build-up from the chromophore’s non-radiative relaxation and promotes
deleterious effects for image contrast if the chromophore radiatively relaxes, effectively gen-
erating an unwanted background signal. This process, which we’ll refer to as STED-induced
fluorescence, is a critical concern for the later discussion of TRUSTED. In fact, absorption
of the STED pulse could outcompete the desired stimulated emission, necessitating even
higher STED intensities to achieve significant resolution enhancement and further exacer-
bating heat build-up and poor image quality. The high intensities mean that spectrally
overlapping the STED pulse with the chromophore absorption, even where chromophores
very weakly absorb, poses challenges.

To avoid this complication, chromophores chosen for STED are those with large Stokes
shifts between their absorption and emission profiles [207]. In addition, the tails of the
absorption spectra should not extend deeply into the emission spectra. The extent of the
Stokes shift determines the optimal wavelength and bandwidth of the STED pulse, where less
absorption/emission overlap enables a STED wavelength with greater oscillator strength with
the transition corresponding to stimulated emission. Figure 4.10 schematically represents
such a concept, where the greater Stokes shift in Fig 4.10b over Fig 4.10a results in placement
of the STED pulse closer to the emission resonance.

Two photon absorption

Another concern related to the spectral characteristics of chromophores to be used with
STED is their potential for two photon absorption. Two photon absorption is nonlinear and
scales with the square of the pulse intensity. Despite the STED pulse being energetically
displaced from a resonant transition, the high intensity could lead to a two photon absorption
event whereby the energy of two photons corresponding to the STED wavelength leads to
chromophore excitation [208]. For example, if the STED pulse is placed at 800 nm to overlap
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Figure 4.10: Schematic of the Stokes shift between a chromophore’s absorption and emission
spectrum and its consequence for STED. (a) A relatively small Stokes shift, so the STED
pulse is placed towards the tail of the emission spectrum. (b) A relatively large Stokes shift,
so the STED pulse can be placed closer to resonance.

with the emission profile, but the sample also strongly absorbs at 400 nm, the two photon
absorption event could present non-trivial competition to stimulated emission. For this
reason, one may wish to avoid chromophores with relatively broad absorption spectra.

Chromophore excited state characteristics

Beyond their steady-state spectral properties, the excited state behavior of chromophores is
of paramount concern for STED. Excited state pathways that compete with the transition
driven by stimulated emission will reduce the super-resolving ability of STED. For example,
excited state absorption induced by the STED pulse, where the chromophore is promoted to
an even higher lying excited state, could be a competitive pathway. If the system undergoes
intersystem crossing from a singlet excitation to an optically forbidden triplet, then the
stimulated emission efficiency can also suffer.

As discussed previously, the rates of vibrational relaxation, within both the excited and
ground electronic surfaces, are critically important for efficient stimulated emission. The
excited state vibrational relaxation is ideally quick, as this process supplies the initial state
that the STED pulse will drive. Similarly, because the STED pulse creates an equilibrium
between the ground and excited states, the ground state vibrational relaxation must be
rapid in order to “siphon” excitations out of the quenched state populated by the STED
pulse. This enables a population inversion for greater than 50% quenching efficiency. For
this reason and others, STED pulses are typically stretched in time to 100s of ps or even a
few ns to fully capture this ground state vibrational relaxation.
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Chromophore photostability

Perhaps one of the most challenging aspects of applying STED microscopy to new systems
of chromophores (successfully, at least) is ensuring that the high pulse intensities do not
damage the target sample in question. As resolution scales with the STED pulse intensity,
the resolution can in principle become infinitesimally small provided the laser power can
reach high enough. In practice, the damage threshold of a chromophore is often what places
a ceiling on the achievable resolution. Extremely robust materials, like fluorescent color-
centers (nitrogen-vacancies) in diamond have demonstrated resolution on the order of ∼6
nm [209], which represents one of the best examples of STED resolution enhancement.

Many conjugated organic compounds, like staple fluorophores used in imaging experi-
ments, are susceptible to oxidation by reactive oxygen species (ROS). After photo-excitation,
energy transfer between the fluorophore and triplet oxygen can lead to a more reactive sin-
glet oxygen species. ROS can subsequently disrupt the π-bonding network of a fluorophore
via oxidation reactions and photo-bleach the compound. STED-induced fluorescence only
contributes to this issue, but the use of oxygen scavengers[210] or imaging the sample under
inert nitrogen environments[211, 212] can help with this.

Perhaps the most common cause of sample damage in our experiments is thermal damage.
Absorption of the STED pulse creates additional thermal buildup in a material beyond the
resonant pump excitation, and if the material in question possesses a thermal conductivity
too low to efficiently remove the local heat build-up, the sample can undergo bleaching and
even worse material deformation, like melting. Figure 4.11 shows an example of a brightfield
image of a flake of a fluorescent covalent organic framework (COF) that suffered thermal
damage as a consequence of the STED beam. Unfortunately for this system, even using
STED powers to achieve just 40% quenching efficiency resulted in too much thermal build-
up causing irreversible burning and warping of the material. Raster scanning the sample
position to reduce a given sample spot’s exposure to the laser beams can help with this issue,
provided the change in position is a distance somewhat greater than the size of the STED
pulse (∼1 micron).

Another consideration for sample stability is the potential for ionization via the high
intensity STED pulses, or laser ablation. The ionization event leads to further ionization
within the material and instigates the formation of a plasma, which rapidly removes material.
This requires very high peak powers, but it has been demonstrated in our own set-up - if we
accidentally allow too high of a STED power through the objective while imaging our gold
nanoparticles for beam mode verification, the gold bead will “explode” and disintegrate into
vanishingly small fragments.

Implications for STED microscopy with optoelectronically coupled
chromophores

The STED set-up we use for both imaging and time-resolved measurements was designed
with the intention to study samples wherein exciton migration occurs. The individual build-
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Figure 4.11: COF sample as well as absorption and emission spectra prepared by Niklas
Keller of the Bein group (Ludwig-Maximilians-Universität München). Exposure to the STED
beam results in the black burn marks on the COF flake in the brightfield image.

ing blocks of such materials are often chromophores that electronically couple to their neigh-
bors to facilitate the exchange of excitation energy. These samples are a rather unique focus
for STED microscopy, because the chromophores that participate in stimulated emission
also compose the material of interest, which is unlike biological imaging where STED dyes
are used as labelling agents to report on the underlying biological structure. In a way, the
“labelling” density of our systems are substantially higher than a conventional STED mi-
croscopy measurement, as chromophores need to be packed within very close distances (e.g.
< 10 nm) for energy transport.

The chromophore requirements that we detailed above are not always compatible with
the photophysics necessary for efficient transport of excitons in materials. For example,
chromophores possessing a large Stokes shift, which is ideal for STED, typically preclude
long-range energy transport in systems where the operative mechanism depends on the
spectral overlap of constituent chromophores (e.g. FRET). In fact, fluorescent molecules
that can self-assemble into higher order electronically coupled aggregates can yield spectra
that have an overall smaller Stokes shift than the monomer spectra, often in the form of
J-aggregates [213–215]. While such J-aggregates might make an excellent model system for
excitation transport, their reduced Stokes shift poses complications for STED. Alternatively,
molecular dye systems can also aggregate into so-called H-aggregates, which often have
dramatically increased Stokes shifts relative to the monomer species. The excitations in such
systems, however, are typically non-radiative and difficult to detect with a fluorescence-based
readout. Figure 4.12 provides a schematic of these kinds of aggregates and representative
spectra for a Cyanine dye, a common dye used in imaging and FRET studies alike [213].
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Figure 4.12: Schematic demonstrating how the coupling between monomers of a Cyanine
dye molecule may result in H- or J-aggregates. Figure adapted with permission from Ref
[213].
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4.3.5 TRUSTED: Optical Table layout

Figure 4.13: Schematic of the STED/TRUSTED optical table layout. Figure adapted with
permission from the Supplementary Information of Ref [116].

A brief description of the optical system used for this chapter follows, as depicted in
Figure 4.13. For a more complete description, see pages 78-81 of Sam Penwell’s thesis[216].

Regeneratively amplified laser pulses at 1030 nm and 200 kHZ repetition rate are coupled
into two commercial non-collinear optical parameteric amplifiers (NOPA). One NOPA uses
the second harmonic generation of the 1030 nm as its pump and serves as the laser source
for our STED path, while the pump path is from a NOPA that uses the third harmonic
generation of the 1030 nm as its pump.

The pump beam is coupled to a single-mode fiber to ensure a high quality Gaussian
beam mode. After the fiber, the pump is sent through a rotatable half-waveplate and then
a fixed polarizer combination for power attenuation control. The beam is then sent down an
optomechanical delay line to control the relative arrival of the pump relative to STED1. The
pump is then sent through a telescope to increase/decrease the beam size, with a chopper
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wheel placed in between the lenses roughly at the pump beam focus. After the telescope, the
pump beam is coupled into the microscope objective via a dichroic longpass mirror, where
the beam is of a diameter that overfills the back aperture of the microscope objective.

The STED beam is sent through a commercial grating stretcher to increase its duration to
∼120 ps. Next, the STED beam is split by a polarizing beam splitter cube, which generates
an arm for STED1 and an arm for STED2. The STED2 path is coupled to an optomechanical
delay stage, to control the arrival of STED2 relative to STED1, and sent through a rotatable
half waveplate, followed by a fixed polarizer for power attenuation control. The STED1
path is similarly sent through its own half waveplate and polarizer. The STED1 and STED2
beams are recombined through a second polarizing beam splitter cube, and the recombined
beam is then coupled through a single-mode fiber. The fiber is a crucial element towards
ensuring that the beam modes of the STED1 and STED2 pulses are identical and possess
minimal wavefront distortion. The STED beam is then expanded in size via a telescope
to match the size of the vortex phase mask, the optic responsible for generating the donut
shape. After the phase mask, the beam is further expanded via another telescope to overfill
the back aperture of the microscope objective, and is coupled into the objective through a
dichroic shortpass mirror.

Both the pump and STED beams are sent through a quarter waveplate just before en-
tering the microscope objective. Fluorescence from the sample is filtered through both the
dichroic mirrors used for the pump and STED beams. A removable mirror enables coupling
the sample fluorescence to our SPAD detector. Atop of the sample stage is a second objective
with a white light LED. We use this objetive and light source to image the sample plane in
brightfield to assist with finding regions of interest on a sample-containing substrate. The
white light is coupled to a Thorlabs CMOS camera by removing the mirror just before the
SPAD.
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4.3.6 Modulated excitation removes contributions from
STED-induced fluorescence

Our goal to study systems of electronically coupled chromophores with efficient energy trans-
port places us in a position where STED-induced fluorescence is a very high probability. Our
target exciton population is that which is created by the pump and then a given portion
of said population is subsequently quenched by the action of the STED pulse. This tar-
get exciton population can intermingle with excitons created by the STED pulse. Because
these STED induced excitons will be present regardless of whether the pump has excited the
sample or not, by measuring the sample fluorescence with only the STED pulse, and then
measuring the sample fluorescence with the combined action of pump and STED pulses, we
can isolate the target exciton population by subtracting the two signals from one another.
This is similar in spirit to the lock-in detection employed in other ultrafast spectroscopies
where changes in the target signal are small and ride atop a comparatively large background
(though to be clear, here we are not using lock-in detection).

Herein, we employ a modulated excitation scheme to remove contributions from STED-
induced fluorescence to our target signal. Developed previously by our group[217], modulated
excitation demonstrated a significant improvement in the image contrast for super-resolving
nanoparticles formed from a conjugated polymer (poly 2,5,2,5-tetrahexyloxy- 8,7-dicyano-
di-p-phenylene vinylene , or CN-PPV). An optical chopper wheel placed in the pump path
chops at a 500 Hz frequency, creating a pulse train sequence with “pump on” and “pump
off” contributions. The chopper’s frequency signal is synced with the computer responsible
for processing the data acquisition from the detector. Each pixel of a differential image is the
difference of two measurements: the average “pump on” and the average “pump off” signals.
We perform this measurement pixel by pixel, with the 500 Hz chopper, to better average out
the noise than simply measuring an entire image with “pump on” and then an entire “pump
off” image and subtracting them. Examples of similar STED-induced fluorescence filtering
can be achieved by measuring a line of pixels with the pump on and a line of pixels with the
pump off[218], but these imaging systems employ much higher repetition rate laser systems
(e.g. 80 MHz) than our 200 kHz system, and in my experience it’s necessary to perform the
subtraction pixel by pixel for quality of image rendering.

Figure 4.14 provides an overview of the modulation scheme and an example of modulated
excitation imaging of CdSe/CdS quantum dot clumps. Fig 4.14a shows the chopper and the
corresponding pump + STED (“pump on”) and STED only (“pump off”) conditions. Fig
4.14b shows two different examples of the subtraction from the two different signals, denoted
by shapes that are found overlaid on the corresponding pixels in the modulated channel image
in Fig 4.14c. In one situation, denoted by the star, the pump + STED signal has a higher
intensity than the STED only signal, and subtraction of the two channels yields the true
pump signal. In the other situation, denoted by the diamond, the pump + STED and STED
only signals are the same, so the subtraction yields a 0 intensity pixel, revealing there was
no pump contribution to the fluorescence signal in this location.‘

In Fig 4.14c we observe the efficacy of modulated excitation imaging. The pump only
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Figure 4.14: Overview of modulated excitation STED imaging. (a) A chopper wheel in the
pump path intermittently blocks the pump, leading to the pump+STED and STED only
sequences. (b) Examples of the subtraction between pump + STED and STED only channel
pixels that result in the modulated channel pixel. The pixel colors correspond to the false-
color representing to the intensity in the images in (c). These examples are taken from the
modulated channel image in (c) and are annotated by the star and diamond shapes. (c)
From left to right are images of different nature but of the same sample region: A pump
only diffraction limited image, a pump + STED channel image, a STED only channel image,
and finally a modulated channel image. The false-color corresponds to the intensity, with
blue representing the lowest intensity; yellow, the highest.

image on the left represents a diffraction limited rendering of CdSe/CdS quantum dot clumps
(individual particles did not possess a strong enough signal). The next two images to the right
are the signal channels corresponding to pump + STED and STED only, respectively. The
STED-induced signal is so severe in this case that it nearly swamps out the target signal
in the pump + STED channel, and we can actually see the shapes of the STED donuts
outlined in the STED only channel fairly clearly. But, as each pixel of these two images were
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generated, their difference is also recorded and constructs the modulated channel image
shown on the right. Comparing the pump only image and the modulated channel image, we
observe clear resolution enhancement.

SPAD detector pile-up correction

One important consideration related to the subtraction of STED-induced signal is the suscep-
tibility of avalanche diodes, like our single-photon avalanche diode (SPAD), to non-linearity
in their response to sample emission. Because the detector relies on an “avalanche” of charge
upon detection of a single-photon, the detector will actually turn off for a period of time to
recover its charge, and we allow a period of 300 ns for this recovery for all experiments. The
period of time the detector turns off is referred to as the “dead time,” and it is the reason
many time-correlated single-photon correlation (TCSPC) measurements are conducted with
signal count rates below 10% of the excitation source repetition rate[219]. At high laser in-
tensities, if the sample were to emit two photons for one laser pulse, the photon that arrives
later in time would be rejected. This artifact would make it appear as though the sample
has a shorter radiative lifetime, among other issues. This condition sets an upper bound on
the count rate we can physically observe, which is our 200 kHz laser repetition rate, because
there can be no more than a single photon detected per excitation pulse in our system.

To characterize this non-linearity present in our detector, we measure the scattering signal
from a glass coverslip at a series of carefully measured laser powers (we used the STED laser
to do this, but we could have equally used the pump laser). The laser powers we use are
sufficiently low that the scattering intensity should scale linearly with laser power. Figure
4.15 plots the experimentally measured count rate on the detector as a function of laser
power, shown in grey. Also plotted in red are data linearly extrapolated from the lowest few
powers. We note that at count rates near and above 20 kHz, we begin to deviate from the
expected linear trend.

This measurement of this so called pile-up effect is important because we can use it as a
way to re-calibrate the data in post-processing, which is helpful for imaging, and crucially
so for time-resolved measurements of exciton migration. Furthermore, when comparing the
results of our measurement in 2021 to those from 2015, we found that the range of the linear
response had shrunk fairly significantly. Previously, the detector readout would follow a
linear trend at count rates up to 70 kHz, whereas now the threshold is closer to 20 kHz. We
believe the SPAD’s age and amount of time it was continuously on (we would collect data
for days at a time) would diminish the linear response range. We did purchase a new SPAD,
but reinstallation might require adapting the older Labview software to a newer version, and
the presumed time required for troubleshooting was not within my budget of remaining time
at Berkeley.

In post-processing data, we apply corrections based on interpolations between the mea-
sured count rate and linearly extrapolated count rate to reconcile the detector non-linearity
in the pump + STED and STED only channels. This enables us to extract the true value
for our target exciton population. Our confidence in this correction scales inversely with the
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Figure 4.15: Pile-up effect measurement using scattered laser light, with both experimental
data (grey) and data determined from a linear extrapolation of the lowest few powers (red).

count rate, so conservatively, we try to keep the pump + STED count rate below 40 kHz for
our experiments.

This 40 kHz value, or our “pile-up correction limit,” has consequences for our experimen-
tal signal-to-noise ratio. Figure 4.16 is a schematic representing why large STED-induced
signal poses an issue with the pile-up correction limit. Fig 4.16a represents signal collected
from the sample with only the action of the pump. The pump + STED channel and target
channel read the same number of counts due to no counts being present in the STED only
channel. In Fig 4.16b, we now add the action of the STED pulse. The STED pulse causes
quenching of the target population created by the pump, but also generates counts, which
are registered in the both the pump + STED and STED only channels. In order to achieve
more quenching (i.e. better resolution enhancement), Fig 4.16c shows an increase in the
STED power, resulting in more quenching of the target population but also greater counts
in the pump + STED and STED only channels. The count rate of the pump + STED
channel exceeds the pile-up correction limit, so to address this we insert a neutral density
filter in front of the detector to sufficiently lower the count rate, seen in Fig 4.16d. While
the pump + STED channel is now safely below the pile-up correction limit, the signal in our
target channel is now quite small, due to both the quenching action of the STED pulse and
the neutral density filter.

Had we realized this issue sooner when working with the STED set-up and understood
that our quantum dot samples, the focus of Chapter 5, bear relatively large STED-induced
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Figure 4.16: Schematic overview of modulated excitation with consideration for the pile-up
correction limit. The target channel is the difference between the pump + STED and STED
only channels. (a) Channel readings with only the action of the pump. (b) Channel readings
with the action of the pump and STED. The target population is lowered due to quenching,
indicated by the smaller green bar in the dashed outline. (c) Channel readings with the
action of the pump and higher intensity STED. The pump + STED channel counts now
exceed the pile-up correction limit. (d) Channel readings for the same intensities of pump
and STED as (c), but with a neutral density filter applied to the detector.

signals, replacing the SPAD would have been a worthwhile investment of time from the start.
Should someone take over this instrument in the future, I strongly encourage them to do so.



CHAPTER 4. TRUSTED MICROSCOPY: AN ULTRAFAST TRANSFORMATION OF
STED MICROSCOPY TO PROBE NANOSCALE EXCITON MIGRATION 119

Examples of modulated excitation STED imaging

Figures 4.17 - 4.19 below provide some examples of using modulated STED imaging to
achieve resolution enhancement in systems composed of densely packed chromophores. These
systems are examples of where STED or other structured illumination super-resolution tech-
niques are necessary to achieve resolution enhancement. Techniques that rely on photo-
switching of individual chromophores and then reconstituting a super-resolved image in
post-processing would ultimately not work here, as the individual chromophores that con-
stitute these structures are not spatially or temporally distinct from one another.

Figure 4.17: CN-PPV nanoparticles super-resolved with modulated excitation STED imag-
ing. These particles were prepared in the same manner as they were in 2015 with this
set-up(Ref [217]), and we used this as a sample to ensure everything was working properly
after a few years of inactivity.
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Figure 4.18: Resolution enhancement of impartially formed CdSe/CdS quantum dot super-
lattice film. These quantum dots are 22 nm in diameter, with an emission peak at ∼700 nm.
The defects/vacancy of material is much more obvious in the modulated STED image. This
is personally my favorite STED image I’ve collected.

Figure 4.19: Resolution enhancement of microcrystals formed via precipitation of ATTO 590
fluorescent dye. Atto 590 is actually a stellar STED dye, but when it crashes out of solution in
aggregates/microcrystals, its relative brightness decreases fairly significantly. Still, although
faint, we were able to achieve resolution enhancement in a congested bundle of ATTO 590
microcrystals, when comparing the diffraction limited image (left most) and modulated
excitation STED image (center). The right image is a brightfield optical image taken in
the same microscope as these microcrystals. Unfortunately, I was unable to reproduce these
crystals in future sample preparations.
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4.4 Time-resolved ultrafast STED, or TRUSTED,

microscopy

As mentioned in various instances within our discussion of STED microscopy, our own STED
set-up was designed with the intention to monitor the migration of excitons in materials.
To do so, it required a significant reworking to transform the microscopy to an ultrafast
spectroscopy capable of probing exciton migration on relevant nm length and ps time scales.
This development was achieved by Sam Penwell, Lucas Ginsberg, and Naomi Ginsberg, and
one particular (though certainly not exclusive) fruit of their work was measuring an exciton
diffusion length of 16 ± 2 nm in CN-PPV conjugated polymer films, a remarkably sensitive
result[116]. One can refer Sam Penwell’s thesis[216] for details of this experiment. Below I’ll
provide the general concept of TRUSTED, the various nuances I learned over my time with
the instrument, and the samples we tried to investigate using this method.

4.4.1 TRUSTED: General Concept

TRUSTED uses pulsed lasers for the pump and STED beams, and couples a second STED
pulse (STED2) with identical characteristics to the first STED pulse (STED1), yielding an
overall 3 pulse sequence. The pump pulse excites the sample and immediately the STED1
pulse will narrow the distribution, yielding a sub-diffraction limited exciton volume. In the
material of interest, excitons will sample the space available to them via diffusion, which
will cause this initial sub-diffraction limited volume of excitons to expand outward. At a
controllable time delay, the STED2 pulse is introduced, which quenches excitons that have
migrated across the optical quenching boundary imposed by the STED2 pulse. After the
action the STED2 pulse, we turn our detector on via its gated-detection capability (see
Section 4.4.2 below) and collect sample fluorescence. Figure 4.20 schematically represents
this pulse sequence and the corresponding changes to the exciton profile.

The key that enables sensitivity to migration is the introduction of the STED2 pulse
at controllable times after the action of STED1. As the time between STED1 and STED2
increases, the exciton distribution has more time to spatially expand due to diffusion. This
leads to greater fractions of the exciton profile overlapping with the STED2 quenching bound-
ary. Thus, we would expect to collect fewer fluorescent photons at longer time delays be-
tween STED1 and STED2 because more of the excitons traverse the quenching boundary.
By recording the fluorescence of the excitons remaining after the action of STED2 at various
time delays, we can generate a plot like that shown in Figure 4.21. We note the data points
trend downward as the time delay between STED1 and STED2 increases, where the data
represent fluorescence signal converted to the fraction of excitons remaining. Encoded in the
slope of the fit to the data is the diffusivity of the excitons - a steeper slope represents a
higher diffusivity as more excitons were able to cross the STED2 quenching boundary in a
given period of time. Provided we know the lifetime of the excitons in question, converting
the diffusivity to a diffusion length is a straightforward calculation via the definition:



CHAPTER 4. TRUSTED MICROSCOPY: AN ULTRAFAST TRANSFORMATION OF
STED MICROSCOPY TO PROBE NANOSCALE EXCITON MIGRATION 122

Figure 4.20: Schematic of TRUSTED pulse sequence and corresponding excitation profile in
film. Figure adapted with permission from Ref [116].

LD =
√
Dτ. (4.16)

Figure 4.21: Example TRUSTED data that reveals the exciton migration length in CN-PPV
thin films. Figure adapted with permission from Ref [116].
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4.4.2 TRUSTED: Migration Signal Isolation

In order to isolate the signal presented in Figure 4.21, a fairly nuanced normalization scheme
is required, the development of which was a non-trivial endeavor for the predecessors of
TRUSTED. This normalization scheme, as well as the various control measurements, merits
discussion here as it highlights the care required to be confident that our TRUSTED observ-
able is indeed due to migration, as opposed to other sample photophysics. As will become
apparent, our experience trying to apply TRUSTED to various samples with photophysics
that differs substantially from the CN-PPV films on which this normalization scheme was
first developed, demonstrate that the originally developed scheme, if used blindly, can erro-
neously suggest an exciton diffusivity that is too high or even present when it should not be
in a given sample.

Gated detection

The SPAD detector is a state-of-the-art fast-gated detector[220], which allows us to control
the time that the detector “turns on” relative to the arrival of our STED2 pulse. The
detector is triggered by the laser system, and we can program an offset time (i.e., “gate-
offset”) relative to this trigger. This SPAD in particular has the capability to turn on
remarkably fast, with a < 200 ps rise time. The ability for the detector to follow the STED2
pulse at each time-delay is important, as this allows us to reject photons emitted from the
sample before interaction with the STED2 pulse.

We define the quenching efficiency of the STED pulse as:

quenching efficiency = 1 − [modulated counts with pump + STED]

[counts with pump only]
. (4.17)

where recall from Section 4.3.6 the modulated counts are those in which the STED only
counts are subtracted from the pump+STED counts to yield the true pump-only counts.
In order to maximize the quenching efficiency of a sample, the STED pulse should arrive
shortly after the pump pulse (to account for vibrational relaxation). Introducing the STED
pulse at much later times will allow photons to be emitted from the sample, per its radiative
lifetime, and lead to a reduced quenching ratio. To emphasize this, Figure 4.22 is an example
dataset measuring the modulated signal intensity vs the time delay between pump and STED
pulses. The sample in question is a crystal formed via precipitation of ATTO 590, a common
STED dye. At negative time delays, when the STED pulse arrives before the pump, there
is no signal reduction because stimulated emission cannot occur. At ∼200 ps time delay,
we observe the greatest reduction in the signal counts. At time delays longer than 200 ps,
the count rate steadily increases, because more excitons are relaxing and emitting from the
sample before the STED pulse has a chance to quench them. If we were to measure the
efficiency per equation 4.17 at each time delay, then the value would be decreasing in time
for time delays longer than 200 ps. But, if we were able to redefine what the pump-only
counts were at each time delay in a way that ignores the signal prior to the action of the
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STED pulse, we would notice that the efficiency would remain constant as function of time
delay.

We therefore gate the detector on only after the time delay corresponding to the arrival of
the STED pulse, and calculate the quenching efficiency by normalizing the time-delay trace
to the time-delay trace of the pump only signal (by blocking the STED pulse) using the
same detector gating time relative to the STED2 arrive time (with a fixed offset). Although
the overall count rate decreases as we wait longer and longer to turn the detector on, the
quenching efficiency will not change as a function of STED time delay. Essentially, the
variable detector gate enables us to normalize the signal with and without the action of the
STED pulse at each time delay, which removes the effect of the sample’s lifetime!

Figure 4.22: Plot of signal intensity vs. time delay between pump and STED pulse. Data
collected from ATTO 590 microcrystals. Various time-delays are annotated with a graphic
representing the overlap between pump and STED pulses in time. The maximum quenching
efficiency, corresponding to the data point at a 250 ps time delay, is 65%.

In addition to this gating procedure, we also perform a series of measurements that involve
blocking one or both STED pulses to ensure proper normalization. Here, we describe these
4 individual measurements and how they are used to verify the migration observable in
TRUSTED.

pump-only

In this measurement, fluorescence signal collected from the sample induced by the pump is
measured with both STED1 and STED2 blocked. We measure the modulated pump only
signal at each would-be STED2 time delay, because we still need a record of the decreasing
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pump only signal as we turn the detector on at progressively later times. The overall trend in
the pump only signal as function of detector gate (i.e. time delay) should reflect the exciton
lifetime of the sample. This measurement is agnostic to exciton transport.

pump + STED1

This measurement is similar in spirit to the pump only measurement, except that we measure
the modulated pump signal with the action of STED1. Neither the pump nor STED1 arrival
time changes throughout the course of the measurement, and so measuring the modulated
pump + STED1 signal at each would-be STED2 delay serves to account for the lifetime of
the excitons that survive STED1. In other words, this provides a lifetime trace whose initial
condition is the sub-diffraction exciton distribution created by the combination of pump +
STED1, and the modulation serves to reject fluorescence occurring due to the undesired
absorption of the STED pulse. In principle, the data we measure here should follow the
exact same trend as the pump only data but with a constant offset due to the quenching
action of STED1. However, if for whatever reason, the dynamics of the system change due
to the action of STED1, this measurement should reflect that and allow us to account for it.

Furthermore, because the rate of signal change due to shifting the detector gate is nomi-
nally the same here as in the pump only measurement, the quenching efficiency recorded at
each time delay should be the same. That is, the 1 - [modulated pump+STED1]/[modulated
pump] should be constant as a function of time delay. Cases in which this is not true (within
error), serve as a red flag that the TRUSTED observable may not reliably report diffusion.
I will discuss instances of this in Section 4.6. The pump + STED1 measurement is similarly
agnostic to exciton transport.

pump + STED1 + STED2

Here, both STED beams are unblocked and the combination of pump, STED1, and STED2
is where the “magic happens,” so to speak. This combination of pulses enables sensitivity
to exciton migration and, in principle, this sensitivity can be controlled via the intensities of
STED1 and STED2. Using more intense STED1 will result in a more narrow sub-diffraction
limited initial exciton distribution. This more narrow initial condition makes relative changes
to the spatial profile of excitons due to diffusion more obvious (see also Section 4.5.1). There
are of course other considerations for higher STED intensities, like sample damage, STED-
induced fluorescence, and non-linear interactions between our target exciton population and
excitons inadvertently created by the STED pulse.

In order to achieve the data presented in Figure 4.21, we normalize the signal at each
time delay for the pump + STED1 + STED2 combination by the corresponding pump +
STED1 signal. Because the change in the pump + STED1 signal should nominally just be
a consequence of the lifetime of the target exciton population, this allows us to isolate the
change in our signal due strictly to the action of the STED2 pulse. We call this ratio of
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the measurements the “normalized detection volume fluorescence,” or NDVF. Also, when
we refer to “TRUSTED data,” we are referring to this ratio:

NDVF =
[pump + STED1 + STED2]

[pump + STED1]
(4.18)

Keep in mind, as well, that in each permutation of the 3 pulses being on or off, we
are always modulating the pump via our chopper (as detailed in Section 4.3.6) to remove
contributions to the signal from STED-induced fluorescence and to isolate our target exciton
population.

pump + STED2

This pulse combination involves blocking the STED1 pulse, and it is an important control
measure to ensure that our interpretation of the migration observable is valid. In many cir-
cumstances, we might expect this signal, normalized to the pump-only signal, to be constant
in time. One potential concern with this technique is, however, that changes in the signal
as a function of the time when STED2 is introduced may be due to changes in its relative
quenching efficiency, for example as the exciton distribution redshifts, irrespective of exciton
diffusion. In principle, introducing the STED2 pulse at later time delays will similarly quench
a greater number of excitons due to their diffusion within the optical quenching boundary
imposed STED2. But, because when we block STED1 we do not narrow the distribution of
excitons created by the pump, changes in the relative spatial profile of the diffraction limited
exciton distribution due to diffusion are less significant.

Therefore, the relative signal change over time of
[pump + STED2]

[pump only]
should be strictly

smaller than the relative change over time of
[pump + STED1 + STED2]

[pump + STED 1]
.

For example, in the investigation of exciton migration in CN-PPV from Ref [116], the
TRUSTED data demonstrated a ∼4% change in the NDVF, while the pump + STED2
data showed no change in the NDVF within error. This not only confirms that there are
negligible changes to the STED2 pulse’s quenching efficiency as a function of time delay,
but also illustrates the power of using a sub-diffraction limited initial condition. The initial
FWHM in the pump + STED2 condition was ∼280 nm, while the initial FWHM with pump
+ STED1 + STED2 was ∼85 nm. Using this super-resolved initial distribution rendered
the relative change in the spatial evolution of the excitons much more obvious, such that the
exciton diffusivity could actually even be measured.

By contrast, in Chapter 5 I will show an example in which the
[pump + STED2]

[pump only]
does

change in time, allowing us to use this control measurement in another important way.
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Visualizing signal changes

To assist in visualizing the effects of the above pulse combinations on the readout for a
TRUSTED measurement, Figure 4.23 demonstrates simulations of the integrated signal vs
time for three different STED2 time delays. The green trace represents a pump only mea-
surement. It is decaying in time according the exciton’s radiative lifetime (in this simulation,
7 ns). The red trace represents a pump + STED 1 measurement. The integrated signal has
an initial drop corresponding to the quenching efficiency of STED1. The signal then proceeds
to decay at the same rate as the pump only trace. The blue trace represents the pump +
STED2 measurement. The signal decays according to the pump only trace, until the arrival
time of the STED2 pulse which instigated a drop corresponding to the quenching efficiency
of STED2. Subsequently, the signal once again decays per the exciton lifetime. The STED2
time delay is increasing from left to right. Finally, the black trace represents the pump +
STED1 + STED2 measurement. There is an initial signal drop present due to the quenching
action of STED1 in all three time delays, and at each time delay there is an additional signal
drop due to the quenching action of STED2. In each of the three figures, the detector gate
is signified by the light grey line 250 ps after the action of the STED2 pulse. For these
simulations, the collection duration is only 1 ns (for computational reasons), but for our
experiments the it is often 30 - 100 ns in duration.

It is worth pointing out that as we introduce the STED2 pulse at later times, we can just
ever so begin to see that the blue trace (pump + STED2) is a bit lower than the red trace
(pump + STED1). These simulations also propagate diffusion, so the slightly lower signal
in the blue trace is due to more excitons diffusing into the STED2 quenching boundary.
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Figure 4.23: Simulations of the integrated signal vs time of the exciton profile in each of
the 4 pulse configurations: pump only (green trace), pump + STED1 (red trace), pump
+ STED2 (blue trace), and pump + STED1 + STED2 (black trace). The thin grey lines
represent the detector gate start and finish used in the simulation. The three different plots
correspond to three different time delays between STED1 and STED2, with the time delay
increasing from left to right.
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4.4.3 TRUSTED data fitting

The procedure to fit TRUSTED data utilizes a custom fitting function developed previously
by Sam Penwell[116]. The fitting function is based on a model of the experiment, and requires
3 inputs: the diffraction limited standard deviation of the pump intensity distribution from
measuring its PSF, the standard deviation of the STED pulse intensity distribution from
measuring its PSF, and the estimated FWHM of the target exciton population after the
combined action of the pump and STED1. We assume the pump intensity distribution is a
Gaussian, and the STED pulse distribution is that described by equation 4.8. Figure 4.24
from Ref [116] is a schematic of the key steps involved in the fitting procedure to extract a
diffusivity. The first step, (panel a) is to determine the ISTED to be propagated throughout
the modelled experiment. The actual value of ISTED is arbitrary, and it is used as a scaling
factor used to determine the appropriate rate of stimulated emission that will narrow the
FWHM of the exciton distribution from the diffraction limited pump PSF to the FWHM
after the action of STED1. The kinetics of this first step are those outlined in equation 4.1,
with the exception that we do not consider the radiative rate (krel) as that is accounted
for in the data via normalization. We assume the rates of vibrational relaxation along the
ground and excited states is sufficiently fast that there is no signficant repopulatin of the
excited state via the STED pulse.

Once the value of ISTED is determined, we propagate an exciton distribution that is
Gaussian shaped with the specified super-resolved FWHM forward in time via diffusion.
At each time delay, the action of the STED2 pulse using the ISTED determined earlier is
applied. Then, the normalized detection volume fluorescence (NDVF) is calculated by taking
the ratio of the exciton population after vs before the action of STED2. This is schematically
represented in Fig 4.24b. Both the diffusion of the exciton population and the action of the
STED pulses can be described analytically, which renders the simulation more amenable to
a fitting scheme in which we may need to iteratively simulate the dynamics many times.

This scheme is then incorporated into a least squares fitting procedure, varying the
free parameters until the simulated trace of the NDVF vs time delay best matches the
experimental data. One free parameter is the diffusion coefficient, which can either be
constant for a strictly diffusive fit or time-dependent and more generally described by a power
law (D(t) = Dot

α−1, where α < 1 represents subdiffusive behavior and α > 1 represents
superdiffusive behavior). The other free parameter is a constant offset applied to the data
to correct the initial value for any imperfection in the experimental pulse profiles.

The uncertainty in the diffusivity extracted from this fitting procedure takes into account
the uncertainty of the free parameters, the experimental error, and the fitting residuals using
an adapted procedure[221]. (For those seeking a more thorough explanation of this, see the
supplementary information of Ref [116] or Ref [216]).

The above treatment assumes that the super-resolved exciton population is Gaussian,
which is generally a good approximation if the STED beam mode is donut-shaped. If more
exotic transverse modes were used for the depletion beam, then the initial distribution of
excitons may be one that does not possess an analytical solution to the diffusion equation.



CHAPTER 4. TRUSTED MICROSCOPY: AN ULTRAFAST TRANSFORMATION OF
STED MICROSCOPY TO PROBE NANOSCALE EXCITON MIGRATION 130

Figure 4.24: Graphical overview of the model used in the TRUSTED data fitting procedure.
(a) The fit will scale ISTED until the FWHM matches that of the input corresponding to
the FWHM of the exciton distribution that remains after the action of pump and STED1.
(b) The exciton distribution is then propagated via diffusion and at each STED2 time delay
a STED pulse with the same ISTED as that determined in (a) is used. The normalized
detection volume fluorescence is calculated as the ratio of the integrated exciton volume
after and before STED2. Figure adapted with permission from Ref [116].

This would pose an issue for the current fitting procedure, as numerically simulating the
diffusion of the exciton population would be very computationally taxing in a least squares
fitting scheme.

Typically, the greatest source of uncertainty in the extracted diffusivity lies in the esti-
mation of a particular input parameter: the initial FWHM following the action of STED1.
As discussed in Section 4.4.2, for the same diffusivity, a more narrow initial exciton profile
will lead to greater relative changes in the NDVF vs time delay curve (i.e., a steeper slope).
We therefore perform a measurement on nanoscale fragments of the investigated material,
which determines the STED resolution at a series of STED powers. We fit this measurement
to the functional form from equation 4.15, examples of which are shown in Figure 4.9. The
uncertainty in the fit-generated FWHM at the STED power we use for TRUSTED often
determines the lower and upper bound for the diffusivity extracted from fitting TRUSTED
data.
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4.5 Advantages and challenges of TRUSTED

TRUSTED is not the only time-resolved microscopy capable of probing exciton transport
in materials[16]. For example, ultrafast transient absorption microscopy (TAM)[222, 223],
stroboscopic scattering (stroboSCAT) [117], and time-resolved photoluminescence imaging
(TRPL) [39, 224] are a selection of other techniques with the ability to monitor the spa-
tiotemporal evolution of energy carriers. I say energy carriers, because techniques that
employ scattering or absorption can also probe non-excitonic species. In light of these and
other rapidly emerging techniques with the capabilites to measure exciton transport in mate-
rials, it warrants a discussion of what TRUSTED may be able to uniquely offer and similarly
what remains challenging for TRUSTED’s more general application.

4.5.1 Potential advantages of TRUSTED

Super-resolution

In principle, techniques that use an optical excitation source to generate energy carriers rely
on monitoring a diffraction limited distribution. One powerful promise of TRUSTED is its
unique ability to controllably narrow the initial distributions of excitons significantly below
the diffraction limit (see Section 4.4.1). Let’s assume that the exciton profile obeys simple
diffusion, then the distribution of excitons ϕ(r, t) can be described by the diffusion equation:

∂ϕ(r, t)

∂t
= D∇2ϕ(r, t), (4.19)

where D is the diffusion coefficient. Let’s assume that the initial distribution, ϕ(r, t) is
Gaussian and matches the focal intensity distribution of the excitation source. In many
techniques that image the distribution of energy carriers at various points in time after
excitation, the standard deviation of a Gaussian fit to the imaged carrier distribution is
recorded. The mean - squared displacement, or MSD in one-dimension is typically defined
as:

σ2(t) − σ2(t0) = 2D(t− t0). (4.20)

For a given diffusion coefficient, relative changes in the width of the Gaussian profile will be
more subtle the larger the initial Gaussian width is. For particularly small diffusivities (e.g.
10−4cm2/s), a diffraction limited distribution (e.g. ∼200 - 300 nm FWHM) will demonstrate
only very subtle changes over the lifetime fo the excitation. By narrowing the initial dis-
tribution significantly, relative changes in the profile become more obvious. The Laplacian
term in equation 4.19 is responsible for this - steeper gradients will erase themselves more
quickly. Figure 4.25 plots the results of simulating diffusion for two Gaussian distributions
of different initial FWHM one is diffraction limited, and the other is super-resolved, but the
same diffusion coefficient.
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Figure 4.25: Simple simulation of 1D diffusion for a diffraction limited and super-resolved
Gaussian with the same diffusion coefficient. The wider black Gaussian evolves to the cyan
curve after diffusion over a given time; the narrower Gaussian, the red curve. The inset in the
top right represents the relative expansion of the Gaussian width vs time for the diffraction
limited (cyan) and super-resolved (red) cases.

We note that that the larger, diffraction-limited Gaussian evolves to the cyan curve in
a given time period, while the more narrow STED super-resolved black curve evolves to
the red curve within the same amount of time, given an identical diffusivity. Visually, the
change in the normalized distribution appears more obvious in the super-resolved case. If
we plot the relative expansion width vs time (inset in the top right), we see that the slope
of the super-resolved case is steeper than the diffraction limited case. This ability to more
sensitively measure migration is, of course, predicated on the assumption that the signal-to-
noise ratio of the readout of the remaining exciton distribution after the action of the STED
pulse is sufficient.

Another potential advantage of super-resolution is the ability to characterize exciton
transport heterogeneity on length scales significantly below the optical diffraction limit (e.g.
from ∼250 nm to ∼20 - 40 nm). For instance, grains in polycrystalline perovskite films are
often on ∼100 nm length scales[225–227] and the ability to characterize transport within and
at the boundary between individual grains in these and other polycrystalline materials would
provide invaluable mechanistic insight. Diffraction limited approaches would be restricted
to averaging dynamics over multiple grains and their interfaces.

Figure 4.26 is a schematic depicting a “dream” TRUSTED measurement. Suppose that
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there is nanoscale heterogeneity present that is obfuscated by a diffraction limited excitation
spot size. If we were to measure energy transport with a diffraction limited distribution,
we would average the dynamics corresponding to the underlying structure. But, if we were
able to super-resolve this structure, not only would we have a better idea of the distribution
of material at the relevant nanoscale, but we could selectively probe these regions with
TRUSTED to more accurately capture local transport dynamics and more explicitly relate
a material’s transport properties to its structure.

Figure 4.26: Schematic representing the “dream” of a TRUSTED measurement capable of
both super-resolving a sample’s structure well below the diffraction limit and characterizing
transport at various spots in this landscape, something impossible to do in the diffraction
limited case. The simulated “material” is composed of a 40x40 grid of point emitters spaced
20 nm apart with random removal sites to generate the heterogeneity. Each emitter in the
diffraction limited case contributes a Gaussian intensity distribution of the same amplitude
and a FWHM of 200 nm. The FWHM shrinks to 80 nm and 40 nm in the lower and higher
intensity STED images, respectively. Scale bars are 200 nm.

Unfortunately, a sample corresponding to this dream scenario never presented itself to
me over my time with TRUSTED, which is described in the challenges section.

Fluorescence based readout

Fluorescence is often referred to as a “background free” measurement, which enables the use
of sufficiently low excitation densities to study exciton dynamics in what we refer to as a linear
excitation regime. In transient absorption based measurements, changes to the absorption
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spectrum sometime require substantial excitation densities in order to become measurable,
and as such the dynamics reported by these signatures may be a consequence of non-linear
interactions between the sample and the light source or even excitations interacting with one
another (e.g. exciton-exciton annihilation).

Similarly, fluorescence/photoluminescence only occurs when an electron and hole radia-
tively recombine. This provides confidence that changes in our fluorescence signal are a re-
flection of exciton dynamics. This can arguably be an advantage when absorption/reflection
based approaches have multiple convolved contributions in their readout[117, 228], such as
excitons, charge carriers, heat, etc. While this sensitivity to only excitons can be advanta-
geous in certain contexts, it similarly limits the scope of samples TRUSTED can study to
only those with bright excitons.

4.5.2 Challenges for TRUSTED

Ideal samples need to satisfy numerous conditions

In order to achieve the “dream scenario” of leveraging the super-resolved excitation spot
size outlined in Figure 4.26, a number of conditions must be satisfied. Samples ideal for
TRUSTED should possess:

• the relevant photophysics for efficient stimulated emission (see Section 4.3.4)

• the durability to withstand high intensity STED pulses for good super-resolution

• electronic coupling amongst chromophores in the material amenable for exciton trans-
port

• a sufficiently long exciton lifetime (e.g. > 1 ns)

• an emission spectrum red enough to access with our STED pulse (720 - 850 nm in our
apparatus)

• a sufficiently low amount of STED-induced fluorescence, either via direct or 2 photon
excitation

Furthermore, the signal-to-noise ratio in this scenario would have to be substantially
better than the experiments I’ve conducted. The changes in the normalized fluorescence
signal due to migration are sometimes only a few percent, and requires at least 14-18 hours
of stable data collection, averaging multiple spatial locations to obtain such data. I suspect
that the detector/detection scheme would have to be improved to be able to realize this
scenario, in addition to addressing the sample that criteria above.
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Current set-up limitations

There are a few challenges associated with the experiment that are related to the set-up
in its current state. In principle, these challenges can be addressed with either technology
upgrades or reconfiguration of the table optics.

For example, we use a commercial grating stretcher in the STED beam path in order to
stretch the pulses to ∼120 ps in time. Because the intensities required for sufficient stimulated
emission are high, stretching the pulses in time allows us to lower the peak intensity in an
effort to not damage the sample. The stretcher is optimized for 800 nm, and the efficiency
of the stretcher output decreases at both shorter and longer wavelengths of 800 nm. The
NOPA responsbile for generating the STED beam in our experiment can be tuned from 650
to 900 nm, but the stretcher limits this range to 720 - 850 nm effectively for our experiments
(the STED beam power is otherwise too low). We purchased the necessary optics to build
a similar grating stretcher that can access bluer wavelengths more efficiently and I would
recommend the next user implement this upgrade.

The time-delays between STED1 and STED2 are currently using an optomechanical delay
line. This limits the dynamic range we can study to ∼3 ns. In order to study dynamics
beyond the first 3 ns after the creation of excitons, one has to increase the STED2 pathlength
relative to STED1, which we do for TRUSTED measurements in Chapter 5. Here, we insert
a mirror in the STED2 path after the first polarizaing beam splitter cube (see Section 4.3.5)
and send the beam for a ‘walk’ corresponding to 2 ns. This allows us to probe a dynamic
range ∼1.7 - 4.8 ns after the action of the pump pulse. Such a workaround still requires
multiple, separate measurements and later post-processing of the data. If there were a way
to implement an electronic delay, so that STED2 could arrive at much later times than
STED1 (e.g. 10 ns), this would permit characterizing dynamics more carefully in systems
where the exciton lifetime is comparatively longer than organic systems, as is the case for
quantum dots.

Sample thickness

This issue is not strictly limited to TRUSTED alone. Probing 3D diffusion of carrier trans-
port in materials is often an additional challenge for ultrafast microscopy techniques. More-
over, if the sample is much thicker than the focal depth of the microscope (e.g. ∼250 - 500
nm), then contributions to the signal from beyond the focal plane can contribute to the
background. So to generally avoid the higher background, sample thicknesses are typically
kept below the 100s of nm range. Such thin materials are often more fragile and susceptible
to photodamage.

Fitting model assumes isotropic transport

Our ability to extract a diffusivity is predicated on the assumption that an initial Gaussian
shaped distribution is evolving in time according to a kinetic model we specify. This fails to
capture more nuanced dynamics, like anisotropic transport within the material, which is often
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readily available information when generating sequential images of exciton transport[229–
231]. There are potentially solutions to this, like using the 1D STED beam profile (Section
4.3.2) to selectively quench excitons migrating along a given axis and then comparing to the
measured diffusivity as a function of rotating the 1D STED PSF in the plane of the sample.

4.6 Examples of TRUSTED attempts on organic

samples

This section will very briefly present a few of the samples we preliminarily investigated with
TRUSTED before moving on to the Te-doped CdSe/CdS quantum dot superlattice, which
is the focus of Chapter 5. These examples will demonstrate some of the challenge associated
with TRUSTED and the care that must be taken when selecting samples.

4.6.1 Polycrystalline PDI thin films

Perylene diimide (PDI) molecules are a promising class of organic semiconductors. Simple
synthetic functionalizations of a PDI molecule’s imide position enables tuning the slip angle
formed between individual PDIs in a crystalline solid and thus results in control over the
nature and degree of intermolecular orbital overlap. Previous work by the Roberts group
using a prototypical series of PDIs demonstrated that the singlet-fission rate can be optimized
by inducing a particular slip distance (∼3 Å) along the long axis of the PDI molecule[24].
Although not sensitive to optically forbidden triplet species, we sought to use TRUSTED
to measure the diffusivity of singlet excitons in such films to complement investigations of
singlet-fission. PDI configurations optimal for producing triplet excitons via singlet-fission
may not necessarily be optimal for transport of excited state species, so understanding
structural paradigms that sufficiently balance both is critical. Figure 4.27 is a schematic
representing how the electronic properties of PDI films can be tuned via the short and long
axis slipping angles as well as the interchromophore distance between PDI molecules.

Our collaborator in the Roberts group at UT Austin, Cam Li, prepared polycrystalline
films of a novel PDI derivative, also synthesized by the Roberts group. Unfortunately,
attempts to super-resolve small, isolated fragments of the PDI films with even modest STED
pulse energies were unfruitful due to sample bleaching. We found that the photobleaching
due to the STED beam was less severe when applied to a film that contiguously spanned 100s
of microns. This may suggest that heat deposited by the STED pulse can more efficiently
diffuse away in the case of a film, but with small islands the heat build-up is more locally
concentrated.

Although we did not obtain a resolution measurement after the action of pump and
STED1, and therefore did not know the FWHM of the initial exciton distribution in our
measurements, we attempted TRUSTED measurements to verify if the data we obtain could
conceivably represent exciton migration. Figure 4.28 represents a series of TRUSTED mea-
surements acquired with different detector gate-on times relative to STED2. Recall from
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Figure 4.27: Schematic rendering of a PDI film, where the film’s properties are determined
by the short and long axis slip angles, as well as the interchromophore distance, of the
constituent PDI molecules.

Section 4.4.2 that we can turn our detector on at a specific time relative to the arrival of
STED2 at each time delay. Because the lifetime is relatively short in this sample, < 2 ns,
we initially used a detector gate-on time of 0.5 ns after the arrival of STED2 to maximize
the signal detection. The TRUSTED data, shown in the top row, initially seems promising
as there is an overall downward trend in the NDVF as a function of time-delay. Inspection
of the pump + STED2 and pump + STED1 measurements, however, reveal concerns. As
discussed, in Section 4.4.2, the pump + STED1 data should nominally be constant with
time-delay, and in cases where it is not there is concern that the exciton lifetime is not ade-
quately accounted for. Furthermore, the data in the pump + STED2 measurement appear to
be trending downward at an almost equivalent rate as the data in the TRUSTED dataset. If
the change in the TRUSTED data were due strictly to migration, then the pump + STED2
data may only change by a smaller magnitude to corroborate this.

Peculiarly, we note that as we increase the detector gate-on time (right 3 columns of
Fig 4.28), there appear to be systematic changes in the trends of each TRUSTED, pump
+ STED1, and pump + STED2 measurement. As the gate-on time increases from 0.5 to 1
ns, the downward trends in the 3 datasets become less prominent, but from 1 ns to 1.5 ns
we observe the data at later time delays actually begin to increase relative to early times.
This is particularly so in the pump + STED1 measurement. From 1.5 to 2 ns, we note
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Figure 4.28: TRUSTED, pump + STED1, and pump + STED2 datasets of a PDI film at
various detector gate on times. Each experiment with a different detector gate on time was
conducted with the same pump and STED pulse characteristics - spectra, power, and PSF.
The red traces in the TRUSTED data are fits assuming an arbitrary FWHM - we are unable
to extract an actual diffusivity from these data.

that a trend in the TRUSTED data becomes less prominent, and both the pump + STED2
and pump + STED1 measurements trend upwards. (Note, the data become systematically
noisier as we increase the gate-on time, as we’re progressively rejecting a greater number of
emitted photons).

Clearly, there are complicating photophysics present in this PDI film that render inter-
preting exciton migration challenging. One speculation regarding the varying TRUSTED
trends is that there are multiple excited state species present with different lifetimes, but
they vary in their response to the STED pulses. In other words, the quenching efficiencies
of each excited state species are different, and as we change the detector gate-on time, we
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bias our detection more towards the species with the longer lifetime.

Numerical simulations of TRUSTED experiment

To obtain a qualitative handle on the effect of having two different excitation species present
in TRUSTED, we turn to numerical simulations of our TRUSTED experiment. The simu-
lation assumes the distribution of excitons created by the pump pulse is composed with two
different species. One species possesses a lifetime of 500 ps, contributes 60% amplitude to
the distribution, and cannot be quenched via STED. The other species has a lifetime of 2000
ps, contributes 40% amplitude to the distribution, and can be quenched via STED. Figure
4.29 summarizes the simulation results for a given STED pulse power at 0.25 ns and 2 ns
gate-on times. We simulate the experiment in both the case where excitons may diffuse with
some diffusivity (filled data) and the case where excitons are stationary (open data).

The simulation results emphasize a few key concepts. One is that the magnitude of the
change in the data points is different between the two different gate-on times (note that the
axis ranges are smaller in the 2 ns gate on condition). Second, even in the case with no
diffusion, we observe a downward trend in the TRUSTED and pump+STED2 curves! The
time-dependent change in the data values corresponding to no diffusion become less promi-
nent in the 2 ns gate-on condition, but this still raises the point that if our system is composed
of multiple excitations with unique stimulated emission cross-sections, the TRUSTED data
are not a strict reflection of migration. In fact, when comparing these simulations to our
TRUSTED measurements in Figure 4.28, we note that as we increase the gate on time, the
downward trends in the data become less prominent between 0.5 and 1 ns. The simulations
do not, however, capture the emergence of the upward trending data at longer gate-on times,
which may be the result of a third excitation species or other photophysics.

4.6.2 P3HT polymer films

P3HT (Poly(3-hexylthiophene-2,5-diyl) is a well studied polymer in the field of organic
semiconductors. It has demonstrated high exciton and charge mobilities[232, 233] and,
as a semicrystalline polymer, it exhibits different properties in the amorphous and crys-
talline state[3, 234]. In fact, one of the proposed future directions for TRUSTED after its
first demonstration with CN-PPV was to investigate regio-regular (more crystalline) and
regio-random (more amorphous) P3HT films to further understand how the different struc-
tural order and energetic landscapes lead to higher exction diffusion lengths in regio-regular
P3HT[116].

To begin, we first tested whether disordered fibers of regio-regular P3HT that has been
crashed out from solution (pipetting a small volume of the dissolved polymer into water,
in which P3HT is insoluble) were amenable to our STED imaging set-up. Figure 4.30 is a
darkfield image of such P3HT fibers of varying lengths.

We then proceeded to image these fiber-like structures with a 2 nW pump (540 nm)
and 50 uW (760 nm) STED beam (powers measured at the sample plane), an example of
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Figure 4.29: Numerical simulations of the TRUSTED experiment with a distribution of
excitations composed of two different species. One species contributes 60% to the distribution
amplitude, has a lifetime of 500 ps, and cannot be quenched by the STED pulse. The other
species contributes 40% to the distribution amplitude, has a lifetime of 2000 ps, and can be
quenched by the STED pulse. Simulations generate data corresponding to the TRUSTED,
pump + STED1, and pump + STED2 measurement assuming the excitons can diffuse with
some constant diffusivity (filled points) as well as assuming the excitons are stationary (empty
points). We perform these simulations for a detector gate on time of 0.25 ns (top row) and
2.0 ns (bottom row).

which is shown in Figure 4.31. Visually, it seems as though the features in the modulated
excitation STED image are relatively thinner than in the diffraction limited case, but these
images are not ideal for quantitative resolution assessment given the relatively large pixel
size (100 nm). Unfortunately, this size of a field of view (5x5 microns2) and pixel size were
the best conditions we found for modulated excitation imaging. Attempts to zoom-in and
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Figure 4.30: Darkfield image of regio-regular P3HT fibers deposited on a glass substrate.

measure the resolution using finer pixel sizes led to irreversible sample warping under the
STED pulse before image acquisition could be completed.

Despite being unable to use nanoscale regio-regular P3HT objects as resolution targets,
we tried TRUSTED with spincoated films to see if we could observe migration. The results
were surprising and admittedly confusing. Strikingly, under the action of the STED pulses,
the fluorescence from the spatial locations we investigated appeared to increase relative to
before we began an overnight TRUSTED measurement. Figure 4.32 is a fluorescence image
of the sample taken after the TRUSTED measurement, where one can actually see enhanced
fluorescence signal in the shape of the STED donut PSF in each of the investigated spots
within the film. Also, the tracks of the Piezo stage movement pattern we program to sample
spot-to-spot are imprinted. My speculation is that the STED pulse thermally annealed
out either the local crystallinity or residual solvent, both of which could lead to removal of
excitonic trap states.

The data corresponding to this experiment did not yield a clear migration observable.
The TRUSTED data set appears flat within the experimental noise. But more concerning
is the systematic trend in the pump + STED1 and pump + STED2 trends. The increase at
each time delay of the NDVF of pump + STED1 suggests the lifetime is not appropriately
accounted for in the measurement, which is perhaps unsurprising given how short P3HT’s
lifetime is (∼600 ps) relative to our time resolution (∼120 ps). The increasing pump +
STED2 could be a related issue to the lifetime, or this could suggest some time-dependent
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Figure 4.31: Diffraction limited (left) and modulated excitation STED (right) images of
regio-regular P3HT fibers.

Figure 4.32: Pump only fluorescence image of a spincoated regio-regular P3HT film after a
TRUSTED measurement.
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quenching efficiency, where as we introduce STED2 at later times its ability to quench P3HT
excitons is reduced, owing to the spectral evolution in the sample.

Figure 4.33: TRUSTED, pump + STED1, and pump + STED2 datasets for a P3HT spin-
coated film.

4.7 Conclusion

STED microscopy is a potent super-resolution imaging technique that takes advantage of
both the nonlinear saturation of the stimulated emission of chromophores from their ex-
cited to ground state as well as a donut-shaped transverse beam mode. Applying STED
microscopy to systems of electronically coupled chromophores bears challenges that, to some
degree, can be overcome with modulated excitation, as demonstrated with conjugated poly-
mers, quantum dots, and fluorescent dye crystals. TRUSTED brings STED super-resolution
imaging into the ultrafast frontier, and leverages the optical quenching boundaries of STED
pulses to spatiotemporally monitor exciton migration. The super-resolving capabilities of
TRUSTED make it sensitive even to very small diffusivities, but there are certain challenges
in applying this approach to any given material with electronically coupled chromophores.
TRUSTED involves a number of pulse sequence permutations that help determine whether
our data exclusively represent exciton diffusivity or not, and this proved useful in deducing
that systems bearing complex photophysics, like P3HT and polycrystalline PDI films, will
require adapting the current TRUSTED approach in order to isolate signatures of exciton
migration. We did, however, find success in applying TRUSTED to measure exciton migra-
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tion in Tellurium doped CdSe/CdS quantum dot superlattice monolayers, which is the focal
point of the following chapter.
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Chapter 5

Characterizing Non-equilibrium
Exciton Transport in Te-doped
CdSe/CdS Quantum Dot Superlattice
Monolayers

The content presented in this chapter is, at the time of this writing, still an ongoing in-
vestigation. The hypotheses, analyses, and speculations of the accumulated data presented
herein reflect our current assessment of the project but are potentially subject to change.
This work is a highly collaborative endeavor. Rongfeng Yuan and I worked together with
the TRUSTED apparatus and each performed various spectroscopic characterizations of the
samples and as well as simulations. Rafaela Brinn (Alivisatos group) synthesized all quan-
tum dots, prepared the superlattice films, and performed various characterizations of the
quantum dot quality and superlattice formation.

5.1 Introduction

Colloidal Quantum dot (QD) nanocrystals are highly tunable building blocks for next gener-
ation solid-state devices, like displays[235–237], lasers[238], or solar cells[239–245]. By virtue
of changing their size, the emission spectra of QD nanocrystals can be tuned owing to the
quantum confinement nature of the exciton, aptly analogous to the particle in a box model.
Exciton transport is a critical process for the function of many solid QD devices, albeit in
different ways. For example, light harvesting architectures are designed with the intention
for long range exciton migration for efficient charge collection. Yet, QD solids in display
applications ideally have little-to-no exciton transport to prevent photoluminescence losses,
where bluer emitting QDs will transfer their energy to redder emitting acceptors prior to
emission (or even transfer to quenching sites)[237]. Thus, strategies that afford control over
exciton migration improve our ability to tailor QDs for specific applications.
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QD solids are typically prepared by dropcasting or some other solvent evaporation tech-
niques, but such methods often result in spatially disordered QD films. Another important
consideration in preparing ordered QD solids is nanocrystal size polydispersity, which affects
both the energetic and spatial disorder. Provided their size distribution is sufficiently narrow,
colloidal quantum dots can readily assemble into crystalline superlattices[246]. Superlattices
are sometimes referred to as “artificial solids” because the nanocrystals take the place of
a hypothetical atom in a traditional crystalline lattice. Superlattice systems have been de-
veloped and leveraged extensively over the past 20 years because of their predisposition as
excellent model systems to explore material properties, like thermal and electronic transport
[247]. In this study, the high degree of spatial order present in superlattices provides a plat-
form to isolate the effects of energetic disorder on exciton transport, which is traditionally
coupled to spatial disorder owing to the relationship between QD size and bandgap.

A commonly sought design principle for QD solids is a so-called energy “gradient,” which
spatially arranges QDs such that their bandgap energies go from high-to-low as a function
of a given spatial coordinate. Such a design promotes directional exciton transport, as
transfer from higher to lower bandgap QDs is favored. These gradients can be formed
through layer by layer deposition of films composed of QDs of different sizes[248–251], but
using different sized QDs renders preserving the high degree of spatial order present in
superlattices challenging. Towards this end, isovalent atomic doping of QDs enables control
over their optoelectronic properties[30, 31, 252–254], without perturbing the nanocrystal’s
size and shape, and, consequentially, their arrangement with respect to other nanocrystals
in a QD solid. The role midgap states (that result from dopants) play in charge transport
has been explored in the context of QD solids [245, 255], but herein we seek to understand
the role isovalent atomic dopants play in modulating exciton migration.

In this study, we measure the exciton transport dynamics in Tellurium-doped CdSe/CdS
(CdSe:Te/CdS) core-shell quantum dot superlattices (QDSL) using a combination of tran-
sient microscopy (TRUSTED, described in Chapter 4) and time-resolved emission spec-
troscopy (TRES), which allows us to characterize the spatial and spectral evolution of exciton
transport, respectively. We complement these measurements with single-particle emission
spectroscopy of both doped and undoped particles to explicitly characterize the intrinsic
and inhomogeneous spectral contributions. We find evidence for non-equilibrium exciton
transport within CdSe:Te/CdS superlattice monolayers, and our results suggest that exci-
tons in doped systems that can participate in energy transfer possess competitive diffusivities
within the earliest timescales of their non-equilibrium transport. Our study suggests bet-
ter control over the distribution of dopants among QDs will prove necessary in order to
minimize energy loss. Furthermore, more precise doping levels could enable systems with
well-defined energy gradients to take advantage of the observed high initial diffusivities in
excitons’ non-equilibrium transport from higher to lower site energies.
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5.2 Background: QD Material Properties and Sample

Characterization

5.2.1 Core-shell quantum dots and band engineering

Core-shell quantum dot architectures have been extensively explored owing to their rich
optoelectronic properties. One can exquisitely tune the band structure of a given QD via the
selection of core and shell materials[256–259]. Additional control over the QD’s band energies
is determined by the relative and absolute sizes of core and shell material[260]. Depending
on the relative energy levels of the core and shell materials’ valence and conduction bands,
the electron and hole wavefunctions of an exciton may sample different regions of the QD’s
space. Core-shell QDs can be classified as: Type I, where both the valence and conduction
band of the core material are lower in energy than the shell material, strongly localizing
both electron and hole wavefunctions to the core, Inverse Type I, where the shell material
has lower energy valence and conduction bands than the core, leading to localization of
electron and hole to shell, and Type II, where the valence band of the core material is at
a lower energy than that of the shell but the conduction band of the shell material is at
a lower energy than core, leading to localization of the hole to the core but localization of
the electron to the shell. Finally, in a quasi-Type II band alignment, the valence band of
the core material is at a lower energy than that of the shell, but the conduction bands of
the core and shell material are energetically close enough such that the material mismatch
poses a small-to-negligible barrier for the electron wavefunction. Thus, the electron can be
delocalized across the extent of both core and shell.

Figure 5.1, from Ref [258], shows the relative energy differences between the valence and
conduction bands of CdS, CdSe, and CdTe materials resulting from first-principle calcula-
tions. CdSe/CdS core-shell quantum dots are an example of a quasi-Type II band structure
and have a wide array of applications, such as imaging[261, 262], lasing[238], solar cells[263],
and more. CdSe/CdS QDs have demonstrated enhanced photostability and exceptional
brightness, with recent measurements demonstrating they can reach near unity photolumi-
nescence quantum yields[9]. The hole wavefunction is strongly localized to the CdSe core,
while the electron wavefunction is delocalized over the extent of the CdSe core and CdS
shell, schematically represented in Figure 5.2.

5.2.2 Isovalent Te doping lowers the bandgap energy of
CdSe/CdS QDs

In addition to the selection of core and shell materials, atomic doping of QDs enables further
control over their optoelectronic properties[30, 31, 252–254]. Dopants enable the transforma-
tion of a nanocrsytal’s optoelectronic properties without perturbing the nanocrystal’s size,
shape, or arrangement to other nanocrystals in a QD solid. This is a potentially powerful
design tool as traditionally in order to achieve specific optical characteristics, such as PL
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Figure 5.1: Energy differences (in eV) between valence and conduction bands of CdS, CdSe,
and CdTe materials as well as their respective offsets from one another. Reprinted from ref
[258] with permission.

Figure 5.2: Schematic overview of CdSe/CdS core-shell quantum dots and their band struc-
ture with and without Te dopants. Without Te, the hole wavefunction is localized to the
CdSe core, while the electron is delocalized out to the shell. With Te, the hole wavefunction
is further localized to the Te dopants, resulting in a smaller bandgap energy, and provided
there are many Te dopants, a density of Te dopant states may form.

spectra, one has to change the size of the nanocrystals in question. This chapter focuses
on the role Te dopants play in modulating the exciton transport properties of Te-doped
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CdSe/CdS QD superlattices, in particular.
Isovalent doping of CdSe matrices with Te leads to a pronounced redshift and broadening

in the emission profile of the nanocrystal[32, 264]. We hypothesize that the Te dopants are
incorporated into the CdSe/CdS band structure such that the effective bandgap energy is
decreased. While much of the literature concerning Tellurium doping of CdSe proposes that
Te dopants are hole trap sites that introduce midgap states, this is inconsistent with the
spectra we measure, presumably because Te should couple to the Cd atoms within the CdSe
matrix. Te dopants effectively lower the energy of the valence band[32]. The timescale of
hole transfer from CdSe to Te is typically less than 1 ps[265], which, for the purposes of
our fluorescence-based measurements, is effectively instantaneous. Figure 5.2 schematically
represents the changes to the CdSe/CdS energy diagram upon addition of Te dopants. One
hypothesis put forth by Franzl et. al. is that upon addition of multiple Te dopants a
density of states can be formed[264], and as each Te incorporated into the band structure
will slightly differ in relative energy, this can lead to substantial broadening of an individual
QD’s emission spectrum.

5.2.3 CdSe:Te/CdS QDs

Te-doped CdSe/CdS core-shell quantum dots, synthesized by our collaborator Rafaela
Brinn in the Alivisatos group at Berkeley, were prepared using a previously reported pro-
tocol. The nanocrystals are synthesized colloidally with 5% (as well as 2 and 7%) Te doping
stoichiometrically added during the seeded growth synthesis of wurtzite CdSe and grown ∼4
- 5 nm in diameter. Layer-by-layer shell growth is then performed resulting in a thin 3 mono-
layer CdS shell, ∼1 - 2 nm thick, grown around the CdSe:Te core, yielding nanoparticles
∼6-7 nm in diameter. Finally, the nanocystal surfaces are passivated with a combination of
oleic acid and oleylamine ligands for stability.

The shapes of the nanocrystals, once the CdS shell growth is complete, are similar to
a hexagonal prism. The nanocrystal in the XY plane has an approximate diameter of 7-8
nm while a 4-5 nm diameter in the Z plane. Figure 5.3 shows a schematic representation
of these nanocrystals in 3D. Note that this is a cartoon representation to help visualize
the constituent components of the QD, but there is actually NO free volume between the
CdSe core and CdS shell interface. The hexagonal prism shape of these nanocrystals could
facilitate the ordered packing requisite of superlattice formation, and furthermore increases
the relative surface area interactions between adjacent QDs.

5.2.4 Steady-state absorption and emission spectra of CdSe/CdS
and CdSe:Te/CdS QDs

Steady state absorption and emission spectra verify the successful incorporation of the Te
dopants within the CdSe matrix, shown in Figures 5.5 and 5.4. The absorption spectra of
undoped CdSe/CdS and doped CdSe:Te/CdS systems are shown as solid curves and their PL
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Figure 5.3: Schematic of the 3D shape of our CdSe:Te/CdS quantum dots.

emission are shown as dashed curves. The absorption spectra are scaled to aid in comparison,
and the emission spectra are normalized to their peak emission intensity.

It is important to mention here that the 2% and 7% Te-doped systems were developed at
a later date using a newly synthesized batch of nanocrystals. While we include the spectral
characterization of the 2% and 7% systems to provide a sense of the effects of the Te-doping
concentration in our system, we have some concerns about the relative quality of superlattice
formation using characterization discussed in the following section. Figure 5.4 presents the
same absorption and emission spectra as presented in Figure 5.5, but with only the undoped
and 5% doped systems for clarity, as the 5% doped system is our primary sample focus for
transport measurements.

The undoped QD solution PL emission peaks at ∼632 nm, and the doped emission profiles
peak at ∼646 nm, ∼632 nm, and ∼648 nm for the 2, 5, and 7 % Te doping, respectively. In
addition to the redshift of the emission profiles of the doped QDs, the width of the doped
emission spectra are substantially wider. The FWHM of the undoped CdSe/CdS QDs in
solution is ∼21 nm (∼65 meV), and for the doped profiles, ∼53 nm (∼155 meV), ∼92 nm
(∼280 meV), and ∼100 nm (∼284 meV) for the 2, 5, and 7 % Te doping, respectively.

When measured in the superlattice solid-state, the PL emission of all 4 systems redshift.
The undoped QDSL PL emission peaks at ∼634 nm, and the doped emission profiles peak
at ∼645 nm, 646 nm, and 670 nm for 2, 5, and 7 % Te doping, respectively. The FWHM of
the undoped QDSL emission profile is ∼24 nm (∼72 meV), and for the doped profiles, ∼56
nm (∼159 meV), 86 nm (∼247 meV), and 96 nm (∼264 meV) for 2, 5, and 7 % Te doping,
respectively. We observe that although the emission peak changes very little between the 2
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Figure 5.4: Steady state absorption and emission spectra of just undoped and 5% doped
systems. (a) Solution absorption and solution emission. (b) Solution absorption and super-
lattice emission.

and 5% Te doping conditions, there is a substantial change in the breadth of the emission
profile. Note that this comparison is made cautiously given the different nanocrystal batch
synthesis.

The absorption spectra are also dramatically altered with varying Te dopant concentra-
tion. We note a blueshift of the first excitation peaks in the absorption spectra between the
undoped, at ∼625 nm, and the 2% doped, at ∼613 nm. The well-defined absorbance peaks
present in the undoped and 2% systems are comparatively “smeared” in the 5 and 7%, ren-
dering the assignment of first excitation peaks less obvious. If we fit the absorption profile
of the 5 and 7% spectra with the a sum of 2 Gaussians, one to capture the redder shoulder
and one to capture the absorption progression in the blue, we obtain a peak of ∼586 nm for
the first excitation peak of both 5 and 7% doping. By defining the apparent Stokes shift as
the energy difference between the first excitation peak in the absorption spectrum and the
emission peak in the QD solution PL profile, then we observe a Stokes shift of approximately
9 nm (28 meV) for the undoped system, and approximately 42 nm (103 meV), 46 nm (153
meV), and 62 nm (202meV) for the 2, 5, and 7% systems.
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Figure 5.5: Steady state absorption and emission spectra of undoped and 2, 5, and 7 %
Te-doped CdSe/CdS QDs. (a) Absorption and emission spectra of all 4 systems, collected in
hexanes solution. (b) The same solution absorption spectra as (a), but the emission spectra
are collected from the superlattices of all 4 systems.

5.2.5 Te-doped CdSe/CdS QDs form highly ordered
superlattices

Once synthesized, CdSe:Te/CdS QDs are self-assembled into a highly ordered hexagonal
superlattice structure using a liquid subphase method[266, 267]. Briefly, the QDs are soluble
in a non-polar solution phase floating atop of a polar solvent in a Teflon well. As the non-
polar solvent evaporates, the QDs gradually merge closer to one another due to the reduction
in the non-polar solvent free volume, and eventually this leads to ordering in a close-packed
hexagonal superlattice film. Films may then be “scooped” out of the Teflon well onto a
desired substrate, such as a TEM grid or glass microscope coverslip.

Verification of quality superlattice formation is conducted through a few key imaging
characterization tools.

TEM

Transmission electron microscopy (TEM) enables imaging each individual nanoparticle in a
superlattice monolayer. Figure 5.6 is a representative TEM image from a superlattice of 5
% doped CdSe:Te/CdS QDs, where there is notable long-range (∼500 nm) ordering of QDs.

Figure 5.7b shows an image where each QD of the imaged superlattice is false colored by
the magnitude of the single particle hexagonal bond order parameter (|Ψ6,j|) generated by
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Figure 5.6: TEM image of 5% doped CdSe:Te/CdS QDSL. Image collected by Rafaela
Brinn.

an analysis involving the following definition:

Ψ6,j =
1

Nnn

Nnn∑
k=1

e6iθj,k (5.1)

where Nnn is the number of neighboring particles, and θj,k is the angle between the bond
vector connecting particle j and particle k. |Ψ6,j| for each particle ranges from 0 (blue) to
1 (yellow) and specifies the local order of the particles within the superlattice monolayer.
Visually, one can see large grains of high order present within the superlattice in addition to
sparse regions of comparative disorder, reminiscent of grain boundaries.

In addition to more quantitatively establishing the relative order of the superlattice from
the representative TEM image, we can also gain a sense of the center-to-center particle
separation by histogramming the distribution of calculated center-to-center distances for all
neighboring particle pairs (Figure 5.7c). The mean and median interparticle center-to-center
distance is 8.9 nm, with a standard deviation of 0.7 nm. Subtle size polydispersity amongst
the QDs or the sparser disordered regions within the lattice could contribute to the width
of the distribution.
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Figure 5.7: TEM image analysis for relative order and center-to-center distance. (a) TEM
image of 5% doped CdSe:Te/CdS QDSL. (b) Hexagonal bond order parameter, |Ψ6,j|, anal-
ysis of QDs in the TEM imaged superlattice. (c) Center-to-center distance distribution of
all closest neighbor pairs of QDs.

AFM

AFM height mapping is useful in determining whether the large area superlattice structures
we investigate are monolayers, bilayers, or higher order thicknesses. Figure 5.8 is a repre-
sentative AFM height map of a piece of superlattice film. The central, relatively featureless
surface is approximately 6-7 nm in height and agrees well with the estimated 5 nm height
of our CdSe:Te/CdS QDs (inclusive of the ligand layer). The additional lighter contrast
features adorning the periphery of the superlattice fragment represent smaller subregions of
bilayers, with an approximate height of 12-13 nm. The lightest contrast features are larger
scale structures, possibly thicker disordered aggregates of QD material.

Brightfield optical microscopy

Atop of the sample stage in the STED microscope is a second object with a white light LED
for widefield illumination that allows us to more quickly select desired sample regions as well
as to aid in focusing. The transmitted white light is then coupled into a ThorLabs CMOS
camera, enabling us in real time to image the sample in a brightfield configuration.

Figure 5.9 shows an example image of a region of predominantly CdSe:Te/CdS monolayer
superlattice (left) and a region of predominantly CdSe:Te/CdS superlattice bilayers (right).
In both cases, owing to the 10s of nm thickness, we often have to sligthly defocus the image
in order to more easily see the superlattice fragments.
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Figure 5.8: AFM height image of a CdSe:Te/CdS superlattice fragment. Labeled in the
image are regions of monolayer and bilayer superlattice formation.

Figure 5.9: Brightfield images of CdSe:Te/CdS fragments.

Photoluminescence imaging

Before performing TRUSTED measurements on a given superlattice fragment, we collect a
photoluminescence image to determine which spatial coordinates correspond to areas that
are indeed monolayers. Figure 5.10 is one such image. The bottom of the image, where
the counts are close to 0, represents bare substrate with an absence of photoluminescent
material. The lighter blue material between 20,000 to 40,000 counts represents a superlattice
monolayer, which makes up the majority of the imaged structure. Sparse, higher PL intensity
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areas represent portions of the superlattice fragment with additional layers of QDs and are
avoided in TRUSTED measurements.

Figure 5.10: Photoluminescence image of a predominantly monolayer fragment of
CdSe:Te/CdS superlattice. Sparse higher intensity regions are impartially formed bilayer
or multilayer structures.

5.3 Measurements of Energy Transport

5.3.1 Time-resolved emission spectroscopy (TRES)

Time-resolved emission spectroscopy (TRES) is a simple extension of time-resolved fluores-
cence spectroscopy. Operationally, one collects a fluorescence/photoluminescence lifetime
trace of a sample at each specified spectral component within its emission spectrum using
the same laser fluence and integration time for all traces. By combining each of these traces,
we effectively achieve the time-dependence of the emission spectrum, where at each time
measured after excitation the sample spectrum is reported. This simple, yet powerful, tech-
nique reveals much more comprehensive information about a system’s spectral properties
than steady-state measurements alone. For instance, if there are two different molecular
species within a solution that have overlapping spectra but different radiative lifetimes, their
individual spectra may be decoupled using a global fitting scheme. For our purposes, TRES
provides an opportunity to more readily characterize the spectral heterogeneity present in our
QD superlattices and, provided there is spectral heterogeneity, verify if there are signatures
of energy transport within the system.
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If we follow the emission peak as a function of time after excitation, we find that our
QDs suspended in hexanes solvent show a minor dynamic redshift (∼ 50 meV at most, in
the case of the 7% Te doped sample), but when organized into a solid superlattice structure,
the dynamic redshift is substantial, greater than ∼ 50 meV for all Te doping concentrations
over the course of the 60 ns shown in Figure 5.11. As a reminder, the 2% and 7% samples are
from a different batch of nanocrystals, precluding making quantitative comparisons between
their time-resolved emission traces and those of the undoped and 5% samples. Figure 5.12
shows both the solution and superlattice emission peak as a function of time for the undoped
CdSe/CdS system.

Figure 5.11: Time-resolved emission (TRES) of 2, 5, and 7 % Te doping of CdSe/CdS QDs
in solution (black data) and in superlattice (colored data).

A pronounced redshift observed when the QDs are arranged in a close-packed solid is typ-
ically attributed to energy transfer[39, 250, 268–270], where spectral inhomogeneity present
in the ensemble (due to variation in QD size, surface defects, doping, etc.) results in a
distribution of higher and lower energy “sites” within the superlattice. As the photoexcita-
tions approach equilibrium in the excited state manifold, the excitation energy will progress
“downhill” via energy transfer from higher to lower energy sites and consequentially redshift
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Figure 5.12: Time-resolved emission (TRES) of undoped CdSe/CdS QDs in solution (black
data) and in superlattice (blue data).

the emission profile. Figure 5.13 schematically represents two scenarios: a QD superlattice
with a perfectly homogeneous spectral landscape such that there is no observable change
in the emission profile as a function of time, and another where spectral inhomogeneity in
the superlattice leads to a time-dependent shift in the emission profile towards the redder
energies.

We speculate that the subtle redshift over the course of 60 ns present in the QD solution
observations is due to variability in the relative doping density among QDs and small ag-
gregates of QDs. As individual QDs are in close enough contact with one another in small
aggrgates, higher-to-lower site energy transfer could still take place. If the variability in the
amount of dopants among QDs is substantial, there could be a distribution of much bluer
and much redder QDs.

If we assume the density of site energies follows a Gaussian distribution of states, then
from these time-resolved emission traces one can estimate the inhomogeneous broadening
components from the following expression, provided the energy relaxation in the system
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Figure 5.13: Schematic representing the spectral evolution as a function of time for two
different energetic landscapes. (a) A perfectly homogeneous energy landscape results in no
changes to the emission spectrum as a function of time. (b) An inhomogeneous energy
landscape results in the emission spectrum progressively becoming redder as a function of
time as energy progresses downhill.

follows Boltzmann statistics and is within a “hopping” regime[271]:

∆E = ∆E∞[1 − e−k∆Et], (5.2)

where k∆E is the rate constant corresponding to the rate of energy change in the system
and ∆E∞ represents the equilibration energy, which can be related to the inhomogeneous
broadening via:

∆E∞ =
−σ2

ih

kBT
(5.3)

where σih is the inhomogeneous broadening component of the spectral linewidth. Bässler
demonstrates that Equation 5.3 is a result of assuming an excitation reaches an “equilibrium”
amongst lattice sites within its lifetime, where the equilibration energy is the expectation
value of the system energy using a Gaussian multiplicity of states (e−E2/2σ2

ih):

⟨∆E∞⟩ =

∫∞
−∞E(e−E2/2σ2

ih)(e−E/kBT )dE∫∞
−∞(e−E2/2σ2

ih)(e−E/kBT )dE
(5.4)
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Note that the above treatment is only strictly valid if we assume the exciton transfer
rate has an energy dependence that follows a Boltzmann distribution[272], which is very
unlikely, but still provides a sense of the relative disorder in the energetic landscape of our
QD superlattices[39]. A more appropriate treatment would explicitly account for the correct
model of energy transfer that describes exciton transport in QD superlattices, but as will
be discussed in detail later, such a model is presently still in development for our system
(Section 5.6).

Next, assuming both the homogeneous (σhomo) and inhomogenous(σih) components of
the steady-state emission spectrum adopt Gaussian lineshapes, then determining the homo-
geneous broadening component is a straightforward deconvolution:

σhomo =
√

σ2
ss − σ2

ih (5.5)

where σss is the standard deviation of the steady state emisson spectrum in energy.
For our 5% doped samples, this deconvolution leads to an estimate of ∼97 meV for σhomo.

(Note, this is likely an overestimate of the homogeneous component, as Ref [272] shows that
Boltzmann statistics understimate the inhomogeneity).

Comparing the relative k−1
∆E values extracted from fits of the QD superlattice traces from

the first 10 ns, we find for the undoped system k−1
∆E is ∼3.2 ns, and for the doped systems

we extract ∼8.4 ns, ∼6.7 ns, and ∼7.0 ns for the 2, 5, and 7% doping, respectively. Figure
5.14 shows the peak energy change traces of the 4 QDSL systems and a blow up of the first
10 ns to aid in comparison. The magnitude of the peak energy change is much smaller in
the undoped case than in the doped cases, but this is largely due to the much more narrow
ensemble emission linewidth. If we normalize each of the TRES traces by the amplitude of
the decay fit, shown in the right panels of Fig. 5.14, the relative rates of energy decay become
more clear (note for the undoped case, we consider the value at 10 ns to be the amplitude,
as the data becomes quite noisy at longer timescales. This is because the undoped particles
have a much shorter lifetime than the doped particles).

Assuming the mechanism of excitation energy transport is the same across each of these
4 systems would suggest that excitation diffusivity is greater in the undoped superlattice
than in the doped systems, as the k−1

∆E is ∼2× smaller for the undoped than the 5% doped
sample. Extracting a diffusion coefficient, D, from this analysis would require an explicit
model of energy transport, but D should in principle be proportional to the rate of energy
decay, k−1

∆E [39, 272]. Among the doped systems, the relative diffusivity would be highest in
the 5% case and lowest in the 2% case (though again, these relative differences could be due
in part to the different nanocrystal batches of the 5% and the 2%/7%) .

TRES of each of our 4 systems demonstrates that when arranged in a superlattice solid,
there is a much more pronounced time-dependent redshift of the emission spectrum than
when the QDs are suspended in solution, which is strongly indicative of energy transport,
as higher energy excitons are able to sample lower energy sites by virtue of the spatial prox-
imity afforded by the superlattice structure. Moreover, the mean exciton energy decreasing
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Figure 5.14: Plots of the change in energy of the peak emission for superlattices of all 4
doping conditions. The left plots show the absolute changes in energy of all 4 superlattices
with a zoom-in of the first 10 ns. The right plot shows each trace divided by the amplitude
of the decay to more readily observe the time-rate of energy decay in each system.

as a function of time suggests transport within the earliest timescales is occurring out of
equilibrium.

5.3.2 TRUSTED measurements of exciton diffusivity

To more directly probe the diffusivity of excitons in CdSe:Te/CdS QDSL monolayers, we
use TRUSTED to monitor the spatial evolution of an exciton profile via optical quench-
ing boundaries, and we describe extensively in the previous chapter. We performed these
measurements on 5% CdSe:Te/CdS QDSL monolayers. Our pump (excitation) source is
centered at 550 nm with a 20 nm bandwidth and a 5 nW power at the sample plane to gen-
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erate a distribution of excitons. This power corresponds to an exciton density of ∼7.7×10−5

excitations/nm3. Our STED pulses are centered at 740 nm with a 16 nm bandwidth and
a 25 µW power at the sample plane. We collect emission from the sample in the 687.5 to
712.5 nm wavelength range.

Figure 5.15a provides a schematic of exciton migration in a QDSL monolayer, recapitu-
lating the notion that at longer times a greater number of excitons will migrate within the
quenching boundary imposed by the second STED pulse in our TRUSTED experiment. Fig
5.15b represents the aggregated data from multiple TRUSTED datasets collected over a 4.8
ns dynamic range. TRUSTED data are plotted as the value of the normalized detection
volume fluorescence (described in Section 4.4.2) vs time delay with a fit that assumes a con-
stant diffusivity. Fig 5.15c represents the same data plot but with a fit to a time-dependent
diffusivity model of the form D(t) = Doe

−kdt + Dc.
If we assume a constant diffusivity, we obtain a diffusivity of 2.7 ± 0.3 x10−3 cm2/s. For

a time dependent diffusivity, we obtain 4.4 ± 2.7 x10−3 cm2/s for Do, 1.7 ± 1.2 x10−3 cm2/s
for Dc, and 0.0008± 0.0011 ps−1 for kd. These fits respectively result in an exciton diffusion
length of 35 ± 1.5 nm and 35 ± 4.3 nm over the first 4.8 ns of exciton evolution. If we
assume that the diffusivities extracted from these fits hold for the 14 ns exciton lifetime,
then the diffusion lengths would correspond to 60 ± 3 nm and 52 ± 12 nm, respectively.

Although the uncertainty in the fitting parameters resulting from the time-dependent
diffusivity fit are substantially larger (which is unsurprising given there are 3 parameters
instead of 1), we believe such a fit is warranted given the time-dependent change in the
rate of the energy decay present in Figure 5.11. As excitons equilibrate from higher to
lower energy sites over their lifetime, the density of acceptor sites is gradually reduced and
a concomitant reduction in the diffusivity is expected. Akselrod et al. observed very similar
changes in the time-resolved emission of disordered QD films and were able to rationalize their
observed sub-diffusive exciton transport from spatially-resolved measurements by explicitly
accounting for this downhill energy change[39].

We also used TRUSTED to measure exciton diffusivities in the 2 and 7% Te-doped QDSL
monolayers. The 2% and 7% data are presented in Figure 5.16. The TRUSTED data for
each sample are shown, assuming a constant diffusivity model, and we obtain diffusivities of
1.3±0.2 and 1.3±0.5 ×10−3 cm2/s for the 2% and 7% doped samples, respectively. We did not
attempt a fit to the data with a time-dependent diffusivity model given the relatively small
change in the normalized detection volume fluorescence. The relatively larger error in the
7% data is a consequence of the lower photoluminescence quantum yield of the 7% QDSL
monolayers. As mentioned in Section 5.2.4, we are hesitant to make a direct comparison
between the 5% dataset and the 2% and 7% data given we suspect batch-to-batch variability
in the nanocrystal preparation. As such, differences between the dynamics in these systems
may not be exclusively due to changes in the Te doping concentration, but we include the
2% and 7% data for posterity.

Finally, although we attempted to measure the undoped CdSe/CdS QDSL system with
TRUSTED, we found that the emission spectrum was too blue for us to access in the current
configuration of our set-up. In fact, the one motivation behind using CdSe:Te/CdS was
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Figure 5.15: TRUSTED measurements of CdSe:Te/CdS superlattice monolayers. (a)
Schematic demonstrating excitons (black hexagons) propagating in a QDSL monolayer. At
later times, more excitons have migrated into the quenching boundary imposed by the
STED2 pulse (red hexagons). (b) TRUSTED dataset of the normalized detection vol-
ume fluorescence vs time-delay with a constant diffusivity fit collected from a 5% doped
CdSe:Te/CdS QDSL monolayer. (c) TRUSTED data identical to (b), but with a fit assum-
ing a time-dependent diffusivity of the form D(t) = Doe

−kdt + Dc.

because the system possesses red enough emission for us to access with our STED pulse,
while maintaining smaller center-to-center distances that are substantially smaller than larger
undoped CdSe/CdS in order to facilitate longer-range transport.
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Figure 5.16: TRUSTED measurements of CdSe:Te/CdS superlattice monolayers for the 2%
(left) and 7% (right) Te-doping.

Placing a bound on the FWHM uncertainty of the initial distribution

As discussed in Section 4.4.3, the fitting scheme used to extract a diffusivity requires as an
input parameter the FWHM of the exciton distribution after the action of STED1. We deter-
mined this value by imaging a sub-diffraction limited sized fragment of a 5% CdSe:Te/CdS
superlattice at a series of different STED powers. Figure 5.17 presents a plot of the FWHM
vs STED power (measured at the sample plane), where the FWHM are the result of fitting
a line-cut of the imaged fragment using a Gaussian. The STED power we employ in our
TRUSTED measurements is 25 µW at the sample plane (at 200 kHz repetition rate and
∼120 ps pulse duration). We fit the data using equation 4.15 (red curve) and generate a 2σ
error in the fit by taking into account both the variance in the fitting as well as the uncer-
tainty in the data, which is the uncertainty to the linecut fits used to extract the FWHM
from the imaged QDSL fragment (red shaded region). According to Fig 5.17, at a 25 µW
STED power we assume our resolution to be 220 nm, with an upper and lower bound of 230
and 215 nm, respectively.

Fitting the TRUSTED datasets with these upper and lower bounds of the FWHM esti-
mate, with both the constant diffusivity and time-dependent diffusivity fit, yields the results
presented in Table 5.1:

Table 5.1 demonstrates that in all cases, the diffusivity extracted from our TRUSTED
measurement is on the order of 10-3 cm2/s. With regards to the time-dependent diffusivity
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Figure 5.17: Resolution vs STED power of an isolated 5% CdSe:Te/CdS QDSL fragment.
The red curve is the result of a fit to eqn 4.15, and the pink shaded region represents the
2σ range of the error of the fit weighted by the uncertainty in the data. Plot rendered by
Rongfeng Yuan.

model, we note that the time-constant of the decay is nearly identical across our three initial
FWHM guesses, and the ratio of (Do + Dc) to Dc ranges between 3.3 and 3.9. As Dc is the
hypothetical diffusivity at equilibrium (i.e. as time approaches infinity), the diffusivity can
conceivably decay by a factor between 3.3 and 3.9, provided an exciton lives long enough
to reach equilibrium. Though, given the uncertainty in the fitting parameters, and the fact
that we are not measuring the full 14 ns exciton lifetime, this is a rough estimate.

5.4 Direct measurement of energy inhomogeneity via

single-particle emission spectroscopy

Single-particle emission spectroscopy, where individual QDs and their corresponding emission
spectra can be measured, provides information regarding both the intrinsic linewidths (ho-
mogeneous broadening) as well as the spectral heterogeneity present within the distribution
of measured individual QDs (inhomogeneous broadening). In other words, single-particle
spectroscopy more readily decouples the inhomogeneous contribution to the bulk spectrum,
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Table 5.1: TRUSTED fitting results with upper and lower uncertainty of initial FWHM

FWHM(nm) Do (x10−3 cm2/s) Dc (x10−3 cm2/s) kd (ps−1) model

215 4.0 ± 2.4 1.4 ± 1.0 0.0008 ± 0.0010 Doe
−kdt + Dc

220 4.4 ± 2.7 1.7 ± 1.2 0.0008 ± 0.0011 Doe
−kdt + Dc

230 5.5 ± 3.8 2.4 ± 1.5 0.0009 ± 0.0012 Doe
−kdt + Dc

215 2.3 ± 0.2 - - Do

220 2.7 ± 0.3 - - Do

230 3.7 ± 0.3 - - Do

and further does not require assuming particular characteristics about the nature of energy
relaxation of our system, unlike the treatment involving time-resolved emission spectroscopy
(section 5.3.1). To achieve this, we collaborated with the Xu group here at Berkeley (just like
in Chapter 3!) in order to spectrally resolve our 5% Te doped QDs as well as our undoped
QDs.

Spectrally-resolved single-particle measurements were performed using previously estab-
lished methods[190, 191] on a widefield fluorescence microscope. Solutions of QDs in hexanes
were diluted to single-particle concentrations (e.g. ∼100 pM) and deposited on a cleaned
microscope slide and quickly encapsulated with a coverslip using Cytoseal to prevent evap-
oration. The fluorescence from the sample is split between two channels and registered
simultaneously: one channel provides a widefield image of the emitters while the other chan-
nel has a prism inserted into the Fourier plane of two lenses prior to the detector. The
prism disperses the fluorescence, and therefore individual particle emission is spread across
multiple pixels of the camera, encoding the emission spectrum. The intensity levels reported
by the widefield image are used to confirm that the observed emitters are indeed single QDs
and not multiple QDs within a given diffraction limited volume.

Figure 5.18 summarizes several important findings from the single QD emission measure-
ments made on undoped and 5% Te-doped CdSe/CdS QDs. First, we note that the averaged
single-particle emission spectrum is substantially broadened in the case of the 5% Te-doped,
compared to the undoped CdSe/CdS QDs (Fig 5.18a), which is consistent with our steady-
state emission spectra (Fig 5.4). Distributions of the wavelength corresponding to the peak
emission of each measured QD (Fig 5.18b) as well as the distribution of the FWHM of each
measured QD spectrum (Fig 5.18c) show a substantially larger spread in the case of the
Te-doped QDs relative to the undoped QDs. The median wavelength from the distribution
of wavelengths corresponding to the emission peak is 640 nm with a standard deviation of
25 nm for the doped case, while the undoped distribution has a median wavelength of 634
nm with a standard deviation of 4 nm. The distribution of emission spectra FWHM has a
median value of 58 nm with a standard deviation of 17 nm for the doped case and a median
value of 32 nm with a standard deviation of 2 nm for the undoped case.
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Figure 5.18: Single-particle emission characterization of both 5% doped CdSe:Te/CdS QDs
and undoped CdSe/CdS QDs in hexanes solvent. (a) Example single-particle spectra (solid-
colored curves) as well as the average of all collected single-particle spectra (dashed curves).
(b) Distributions of the peak wavelengths of the individual particle spectra in both doped and
undoped cases. (c) The distribution of estimated FWHM from Gaussian fits to the individual
particle spectra in both doped and undoped cases. The inset in the top right is the plot of
each particle spectra’s FWHM vs it peak wavelength value for the 5% CdSe:Te/CdS system.

This would suggest that the process of Te doping CdSe/CdS QDs introduces spectral
inhomogeneity, and the most likely cause is variability in the number of Te dopants in
a given QD. One known possible contribution to spectral inhomogeneity in QDs is size
polydispersity[273–275], but as the doped QDs were prepared using CdSe cores from the
same batch as the undoped particles, the comparatively narrow peak emission distribution
in the undoped particles would suggest size polydispersity is unable to account for the breadth
of the distributions found in the case of the doped particles. Furthermore, the distribution
of center-to-center distances in Figure 5.7 reinforces the notion that the size polydispersity
of the CdSe:Te/CdS system is relatively narrow.

Although Te-doping appears to contribute more spectral inhomogeneity to the ensem-
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ble of CdSe/CdS QDs, we also note that individual CdSe:Te/CdS QDs have substantially
broader intrinsic linewidths than undoped CdSe/CdS QDs, given the median FWHM of the
individual spectra shifts from 32 to 58 nm. In addition, plotting the individual particle
spectra FWHM against their peak emission wavelength (inset of Fig 5.18c) demonstrates
a correlation: as the emission becomes redder it commensurately becomes broader. Such
related emission redshift and broadening of individual particle spectra has been observed
in other, low temperature, single-particle emission measurements of Te-doped CdSe/ZnS
core-shell QDs[264]. The relative increase in the homogeneous linewidth could help mitigate
the reduction in spectral overlap due to the corresponding heterogeneity in emission spectra
peaks.

If we assume the median peak emission wavelength and median spectrum FWHM is the
most representative individual particle spectrum, the homogeneous component of our Te-
doped QD ensemble is σhomo ∼ 75 meV. This is notably smaller than the 97 meV estimate we
extracted for σhomo using time-resolved emission spectroscopy. In all likelihood, the single-
particle emission estimate for the homogeneous broadening is more representative of the
actual system’s photophysics because, as discussed previously in Section 5.3.1, assuming that
the rate of site energy decrease follows Boltzmann statistics often leads to an underestimate
of system inhomogeneity (and therefore an overestimate of homogeneity) when analyzing
TRES data of dynamic redshifts in solid-state samples[272].

5.5 Towards reconciling measures of exciton

transport with possible models of energy transfer

Taken together, both the TRES and TRUSTED measurements would suggest we are ob-
serving non-equilibrium exciton transport, where, as the mean exciton energy of the system
relaxes via exciton diffusion among lattice sites, there is a presumed ∼3.4 fold reduction
in the diffusivity over the course of 4.8 ns. Of course, such a reduction in the diffusivity
is extracted from TRUSTED data that is collected over only 4.8 ns, as compared to the
exciton lifetime (∼14 ns), so this is a rough estimate. While the nature of the transport be-
ing non-equilibrium seems rational, the measured diffusivities on the order of ∼ 10−3 cm2/s
are peculiarly high. We therefore dedicate a substantial portion of this chapter to discuss
this relatively high diffusivity, but at the time of this writing we are still developing our
understanding.

5.5.1 FRET inadequately supports our observed exciton
diffusivities

The mechanism by which energy is transported between a pair of QDs or densely packed
QD arrays is generally thought to be divided into two classes: FRET dipole-dipole coupling
or electron/charge transfer. Note that there is a massive body of research on this topic.
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For example, Hildebrandt et. al. provide a highly comprehensive review of QDs as energy
transfer donor and/or acceptors in a biological labeling context, citing over 1000 studies in
their review article alone[276]. Peculiarly, even in systems where electron/charge transfer is
exceedingly unlikely, FRET does not appear able to universally describe energy transport
in QD solids, as there are a number of experimentally measured diffusivities that are higher
than FRET would reasonably predict. Our own experimentally measured diffusivity on
the order of ∼10−3 cm2/s is significantly greater than a FRET model would predict, and
therefore merits an in-depth discussion.

FRET is an often-invoked mechanism for energy transport in QD solids, particularly
if the surfaces of individual QDs are capped with long insulating alkyl ligands (such as
the oleic acid and oleylamine ligands used in this study) that preclude charge tunneling.
Many studies have suggested that energy transfer between QDs and organic acceptors[277–
280], and between smaller and larger QDs[281, 282], can be modelled well with FRET. For
example, FRET predicts that the energy transfer rate between a donor and acceptor should
scale as (1/r)6, and indeed experimental work, like that involving CdSe/ZnS QD donors and
Cy3 molecular acceptors[283, 284], demonstrate this scaling.

Despite the numerous reports that suggest FRET is an apt descriptor of the energy
transfer mechanism between QDs as well as between QDs and molecular acceptors, there
are also a number of reports that find FRET underestimates the experimentally observed
rate of energy transfer[39, 269, 285, 286]. Some studies suggest the use of the point-dipole
approximation is inappropriate with closely-packed QDs, given their comparatively larger
size than molecular systems[285, 287], which we will address. Even accounting for the larger
size of QDs, it remains unclear if the mechanism of energy transport in our CdSe:Te/CdS
system is actually FRET but just requires a correction and/or more accurate estimates of
system parameters, or if the mechanism is entirely different.

Estimates of the CdSe:Te/CdS Förster radius

Revisiting the equations describing the rate of energy transfer in a FRET framework, the
rate constant is:

kFRET =
1

τD

(
Ro

R

)6

(5.6)

where τD is the radiative lifetime of the donor chromophore, R is the distance between the
centers of the point transition dipoles used to approximate the spatial extent of the electronic
transition densities corresponding to the ground-to-excited state transitions, and Ro is the
“FRET radius”, which is the distance at which the energy transfer rate is 50% efficient. Ro

packages up many terms, and is defined as:

R6
o =

9 log(10)ΦDκ
2

128π5η4

∫
σA(λ)FDλ

4dλ, (5.7)

where ΦD is the fluorescence (photoluminescence) quantum yield of the donor chromophore,
η is the index of refraction of the medium, κ2 is the dipole-dipole orientation factor (see
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Chapter 2), σA(λ) is the wavelength-dependent absorptivity of the acceptor chromophore
species, and FD is the fluorescence emission spectrum normalized by its area. Note that∫
σA(λ)FDλ

4dλ is referred to as the spectral overlap integral and often denoted as J . (J is
typically presented in units of M−1 cm−1, and converting to the more useful unit of nm−1

requires a 1017 conversion factor).
For our CdSe:Te/CdS homo-FRET (i.e. energy transfer between identical chromophores)

system, we establish estimates of the various parameters used to determine Ro. For ΦD we
use 23% as an estimate, from a measurement performed by Rafaela Brinn shown in Figure
5.19. For the index of refraction, we assume η to be between 1.8 - 2.0 based on Dement et.
al.’s investigation of CdSe/CdS QD thin films[288].

Figure 5.19: PLQY are measured at various excitation wavelengths for the 5% CdSe:Te/CdS
system, shown as green data. Data collected and plotted by Rafaela Brinn

The last two parameters, the spectral overlap integral and κ2, are potentially the greatest
sources of uncertainty. For κ2, a conservative estimate is typically to assume that the transi-
tion dipole moments of all chromophores in the ensemble are isotropically distributed, such
that ⟨κ2⟩ = 2/3. In a highly ordered superlattice, however, the orientation of QD transition
dipole moments could very well be locked in place, yielding more optimal configurations than
2/3 for ⟨κ2⟩. Our ability to accurately estimate the spectral overlap integral is contingent
on knowing the absorptivity of the quantum dot superlattice, which is not necessarily the
same as the QDs in solution and would require more sophisticated experiments to extract.

The absorption spectrum is collected from a stock solution of CdSe:Te/CdS QDs with a
45 mg/mL concentration that is diluted 100-fold. Based on Striolo et. al.’s measurements
using membrane osmometry as a benchmark for correlating CdSe nanocrystal diameter with
molecular weight[289], and taking into account the relative amounts of Cd, Se, S, and Te in
our system, we crudely estimate the molecular weight of our CdSe:Te/CdS nanocrystals to
fall in between 600 and 1200 kg/mol. Figure 5.20a plots heatmaps of estimated Ro values by
varying both the molecular weight (absorptivity) of the 5% CdSe:Te/CdS (y-axis) and the
κ2 parameter (x -axis). The top panel presents the estimates of Ro using varying molecular
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weight estimates, and the bottom panel is identical but the molecular weight values are
converted to corresponding absorptivity values. For comparison, panel b) shows heatmaps
of Ro estimates using the steady-state parameters for the undoped system.

Figure 5.20: Heatmaps of the estimated Ro parameter for a range of values for κ2 and the
molecular weight/absorptivity, using available steady-state parameters. (a) Heatmap of the
estimated Ro parameter for the 5% CdSe:Te/CdS system shown with units of molecular
weight (top) and absorptivity (bottom). (b) Heatmaps of the estimated Ro parameter for
the undoped CdSe/CdS system.

The red dot located at the intersection of the two solid black lines in each of the heat map
plots corresponds to an Ro estimate of 3.7 nm and is conceivable given our known parameters,
assuming the CdSe:Te/CdS nanocrystals possess a molecular weight of 1000 kg/mol and that
we have isotropically distributed transition dipole orientations for a κ2 of 2/3. If we were to
assume we had the benefit of the extremes of this plot, wherein we assume the CdSe:Te/CdS
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molecular weight is 10x higher and that there is a perfect dipole orientation factor of κ2 of
4, then Ro would be 7.5 nm. In the undoped CdSe/CdS case, these Ro estimates would be
5.5 nm and 11.5 nm, respectively.

Immediately, these plots suggest that within a FRET framework the addition of Te-
dopants reduces the Ro parameter of our system, which is unsurprising given the steady-state
spectra shown in Figure 5.4 reveal a marked reduction in the spectral overlap of the solution
absorption and superlattice emission when comparing the undoped and 5% CdSe:Te/CdS
cases.

Monte Carlo Simulations of energy transport

We turn to kinetic Monte Carlo simulations of exciton transport both to verify the ex-
tent excitons can spatially sample a superlattice grid as well as determine the requisite Ro

value to recapitulate our experimentally measured diffusivities. In order to more readily
emulate our system, we use the TEM image shown in Figure 5.6 to generate our grid of
QDs. In the most simple simulation, we only consider a hypothetical rate of energy transfer,

kFRET =
1

τD

(
Ro

R

)6

, with a τD and Ro of our choosing. The QD center-to-center distance

between nearest neighbor pairs is determined by the the simulated excitation’s position on
the grid. The probability of an energy transfer event over time is:

∂P (t)

∂t
= khop (5.8)

and therefore the distribution function of the probability that an energy transfer event, or
“hop,” occurs within the system is defined as:

P (t) = khope
−khopt (5.9)

To capture this in simulations we generate a random number uniformly distributed between
[0, 1], U , and invert the probability distribution function to evaluate the time at which any
event happens[290] such that: ∫ thop

0

P (t) = U, and (5.10)

thop = −ln(1 − U)/khop (5.11)

For a given excitation, a thop is evaluated for each of the nearest neighbor sites and the
neighbor yielding the smallest thop is chosen as the excitation’s new location. This evaluation
repeats until the sum total of an excitation’s hop times exceed the specified simulation time
window, tsim.

Nhop∑
i=1

thop,i ≤ tsim (5.12)
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Figure 5.21: Overview of simple kinetic Monte Carlo simulations of exciton FRET hopping.
(a) TEM image of QDSL. (b) Grid of QDs (black dots) used for simulation generated via
localization analysis of QDs from the TEM image in (a). The simulation grid is the same
size as the TEM image. The blue points in the shape of a square are the initial locations
of trajectories, and the red points represent the final locations. (c) Distribution of diffusion
lengths resulting from trajectories of simulation with a Ro of 3.7 nm. (d) Distribution of
diffusion lengths resulting from trajectories of simulation with a Ro of 12 nm.

From here, we can report a distribution of diffusion lengths by calculating the distance
between the initial and final grid locations of each trajectory. Figure 5.21b shows the simu-
lation grid determined via particle localization of the TEM image in Fig 5.21a. The initial
and final locations of trajectories are grid locations colored in blue and red, respectively. We
do not employ periodic boundary conditions here, but for all values of Ro simulated–even
for 12 nm–excitation trajectories never reach the border of the grid based off the TEM im-
age within the 4.8 ns simulation time. For these simulations we assume the lifetime of an
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excitation is 14 ns (which we determined from a separate TCSPC lifetime measurement of
the 5% CdSe:Te/CdS superlattice on our STED microscope), and we only run the simula-
tion for 4.8 ns, which is our observation window for our TRUSTED measurements. If we
use the Ro estimate of 3.7 nm from Figure 5.20, then the average diffusion length (LD) is
0 nm because no hopping event occurs, shown in Fig 5.21c. In fact, only by dramatically
increasing the value of Ro to 12 nm do we begin to achieve an average LD value of 29 nm
that is consistent with our ∼35 nm TRUSTED measurements (Fig 5.21d). These findings
are not altogether unsurprising given the average center-to-center distance between QDs is
8.9 nm, and FRET energy transfer is very sensitive to interchromophore distance owing to
the (1/r)6 dependence.

Unfortunately, even taking potentially aphysical liberty with our estimates of the system’s
absorptivity and κ2, the Ro parameter reaches 7.5 nm at best (Figure 5.20). Of course, these
simulations reduce describing the whole system to only two parameters, τD and Ro, and
more refined simulations would allow for variability amongst the Ro values for each pairwise
interaction. For example, if spectral inhomogeneity among the constituent QDs was taken
into account, then Ro would adjust for each pairwise interaction due to differing spectral
overlaps. Moreover, we experimentally verified inhomogeneity to be present in our system,
both through single-particle measurements of the inhomogeneity as well as the TRES data
in Figure 5.11 demonstrating a substantial dynamic redshift.

Figure 5.22: The Ro parameter heatmap for a range of values for κ2 and the molar absorp-
tivity assuming the emission spectrum is 70 nm blueshifted.

Figure 5.22 provides Ro estimates across a range of absorptivities and κ2 values, assuming
the entire emission spectrum were 70 nm bluer. We find that the conservative and extreme
estimates of absorptivity and κ2 yield Ro = 4.76 nm and 9.42 nm, respectively. Thus, even
artifically altering the spectral overlap by blueshifting the emission spectrum to eliminate
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the 70 nm Stokes shift estimated from Figure 5.4, is not sufficient to reconcile with our
TRUSTED measurement.

The point-dipole approximated FRET model clearly fails to support our measured dif-
fusivity. Confronted with such a discrepancy, rationalizing the diffusivity extracted from
our TRUSTED measurements can take a few approaches: 1) a substantial correction to the
FRET model, 2) a different model for energy transport, or 3) identifying ways TRUSTED
might overestimate the exciton diffusivity.

5.5.2 Corrections to the point-dipole approximation

A point-dipole approximation is typically invoked to render calculations and estimates of
energy transfer more feasible than if we had to account for the full charge density of donor
and acceptor chromophores. Strictly speaking, the potential term to describe donor-acceptor
interactions is a Coulomb potential:

V =
∑
ij

qiqj
|ri − rj|

(5.13)

where qi, qj and ri, rj are the charges and positions of all the nuclei and electrons in the
donor (i) and acceptor (j) chromophores, respectively. By reworking the potential term as
a dipole-dipole interaction, and estimating the entire charge distribution of a chromophore
to be summarized as a dipole, we get a comparatively simpler potential interaction term.
Tokmakoff provides a nice overview of this from his “Time Dependent Quantum Mechanics
and Spectroscopy” notes, and the following equations are from this source for the sake of
discussion[291]. The interaction potential term now becomes:

V =
3(µA · r̂)(µD · r̂) − µA · µD

r3
(5.14)

where the donor (D) and acceptor (A) dipole terms are defined as:

µD =
∑
i

qDi (rDi − rD0 ) (5.15)

µA =
∑
j

qAj (rAj − rA0 ) (5.16)

The rate of energy transfer is proportional to the transition matrix element squared per
Fermi’s Golden Rule, |V |2, which is where the (1/r)6 dependence of FRET is realized.

The point-dipole approximation is usually valid if the separation between donor and ac-
ceptor chromophores is significantly larger than the size of the chromophores in question.
Molecular fluorophores typically possess hydrodynamic radii < 1 nm, and so in common
FRET measurements where fluorophores are placed distances 3 - 10 nm apart (e.g. molec-
ular ruler experiments of biological systems), the point-dipole approximation is sufficient.
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Quantum dots on the other hand are much larger chromophores, with diameters tradition-
ally larger > 2 nm. Zheng et al. demonstrated that approximating the interaction potential
between two QDs with distributions of dipole moments, rather than single (point) dipoles
defined at the centers of QDs, can provide an important correction to FRET[287] when the
surface-to-surface distance is small.

If one were to use a zeroth-order Bessel distribution of transition dipole moments bounded
by the the spatial extend of the QD, the distance dependence of the interaction potential
term then becomes:

V (rcc) =

∫
r1,θ1,ϕ1

∫
r2,θ2,ϕ2

1

(|r⃗1 − r⃗2|)3
D(r1)D(r2)sin(ϕ1)r

2
1sin(ϕ2)r

2
2

dr1dθ1dϕ1dr2dθ2dϕ2 (5.17)

where rcc is the center-to-center distance, defined as the difference between r⃗1 and r⃗2 (which
are the coordinates of hypothetical dipoles), and D(r) are the dipole moment densities the
individual QDs. The dipole moment densities are defined as:

D(r) =
π

8R3

sin(πrR )
πr
R

(5.18)

where R is the radius of the QD. Note the notation and expressions for Equations 5.17 and
5.18 are slightly different than Ref [287] to be more explicit.

By evaluating Equation 5.17 using a distribution as defined in Equation 5.18 versus a
delta function representing a point-dipole at the center of a QD, and plotting the ratio of
|V (rcc)|2, one can create a plot like that shown in Figure 5.23. Considering a pair of QDs
with diameters 2.3 and 3.7 nm, for center-to-center distances sufficiently large (e.g. > 10
nm), the Bessel function distribution and delta function distribution recover very similar
values. But at center-to-center distances < 10 nm, using a Bessel distribution of dipoles
yields a higher |V (rcc)|2 value. The inset in the top right of Fig 5.23 demonstrates that the
ratio between using a Bessel distribution over a delta function.

Equation 5.17 does not have an analytical solution, and must be solved numerically.
Zheng et al.’s approach was to numerically evaluate the integral deterministically via 20
segments along each coordinate. Although this leads to a precise result, it requires 206

computations for each rcc to be evaluated. As I am unaware of the algorithm used in Ref
[287] and my computer memory was insufficient, I used Monte Carlo Integration instead to
evaluate Equation 5.17 in order to collapse the 6-dimensional calculation to a more feasible
single dimension.

Monte Carlo integration to estimate FRET distance term correction

For each of the parameters, r1, θ1, ϕ1, r2, θ2, ϕ2, we generate a random number uniformly
distributed along the bounds of integration, then evaluate the integrand at these randomly
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Figure 5.23: Calculation of the distance term used in FRET for a Bessel function distribution
of dipoles (red) and a delta function distribution of dipoles (black) as function of the center-
to-center distance between QDs. The ratio of the Bessel function to the delta function data
are plotted in the upper right inset for the center-to-center distances up to 20 nm. Adapted
from Ref [287] with permission.

generated coordinates with dr1, dθ1, dϕ1, dr2, dθ2, dϕ2 all estimated as 1
b−a

, where a and b
represent the lower and upper bounds of integration along a given coordinate. This process
is repeated N times, and the sum of these evaluations is weighted against 1/N for normal-
ization. The error in such an approach scales as 1/

√
N , so provided we use large enough

sampling statistics we can achieve close to exact results. As a quality check, using the pa-
rameters of Zheng et al.’s system of a QD pair composed of 2.3 and 3.7 nm diameter QDs,
the Monte Carlo integration estimate of the Bessel distribution vs delta function distribution
is shown in Figure 5.24. The correction ratio appears to match well to the inset from Ref
[287] shown in Figure 5.23.

Now turning to our system - using the 7 nm QD diameter along the XY plane, as
illustrated in Figure 5.3, we simulate a Bessel distribution of dipole moments for a sphere of
radius 3.5 nm and compute the distance term of the interaction potential for varying Rcc.
Figure 5.25 shows our estimates of the correction ratio to a delta function, and at a 9 nm Rcc

we see that a Bessel distribution of dipole moments is a correction ratio of ∼1.3. Using this
treatment suggests to divide the center-to-center distances used in calculating the FRET
rates by 1.3 (or in other words multiply Ro by 1.3).

The QDs are hexagonal prisms, so in principle there exists comparatively more interac-
tions between close parts of the QDs than in the spherical pair case. To provide an upper
bound, simulations assuming the QDs are cubes with 7 nm side length are computed. We
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Figure 5.24: Monte Carlo integration results of correction ratio of the distance term between
a Bessel distribution of dipoles and a delta function of dipoles for a series of center-to-center
distances, using the same diameter of QDs from Ref [287].

find that cubes yield a trend with overall higher correction ratio values, and at 9 nm Rcc the
correction suggests we should divide the center-to-center distances in FRET calculations by
a factor of 1.4. This is interesting beyond our system, as it suggests as a design principle that
particular nanocrystal shapes could more readily facilitate energy transfer in solid-state ar-
rays within a FRET framework, like cubic shaped nanoparticles. In fact, this is hypothesized
to be among one of the reasons why cubic shaped perovskite nanocrystal (PNC) arrays have
demonstrated remarkable diffusion lengths [292], where the interparticle distance is assumed
to be the ligand layer only.

Reducing the conventional center-to-center distance used in calculating the FRET en-
ergy transfer rate by a factor between 1.3 to 1.4 is a non-trivial adjustment, and the above
treatment serves to demonstrate an important consideration for energy transport amongst
relatively large chromophores within a FRET framework. Despite how accounting for these
geometrical considerations narrows the discrepancy between our observed and expected ex-
citon migration, we would require for a factor closer to 2 to 3. Considering a distribution of
transition dipole moments instead of a point-dipole is therefore not sufficient on its own to
use FRET to describe our results.

5.5.3 Other considerations within the FRET framework

Mork et al. extensively explore the ways in which applying Förster theory to solid QD films
using common assumptions can lead to underestimates of the energy transfer rate and suggest
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Figure 5.25: Monte Carlo integration calculation of the correction ratio between a Bessel
distribution of dipoles and a delta function distribution of dipoles for QDs of 7 nm diameter.
Calculations were performed for spherical (blue data) and cubic (red data) shaped distribu-
tions.

potential sources of discrepancy between experiment and theory [269]. In their system of
blended donor/acceptor QD films, where the donors are smaller QDs (emit bluer) and the
acceptors are larger QDs, assessment of the energy transfer rate via photoluminescence
lifetime measurements would suggest Ro values of 9 ± 2 nm and 8 ± 1 nm for configurations
with short and long ligands, respectively. The theoretical estimates of Ro, however, were 5.2
nm and 5.1 nm, respectively.

As discussed previously, when QDs are packed in solid assemblies the dipole orientation
could have more optimal alignment due to the static configuration prohibiting QD translation
or reorientation. Mork et al. comment that this could certainly be the case for their film
system, but more optimal dipole orientation alone will not account for their discrepancy
between theory and experiment. This is recapitulated in our own exploration of the dipole
orientation in previous sections.

With regard to the nature of the electronic coupling, Mork et al. suggested that higher
order dipole-multipole interactions, which are neglected in FRET theory, could provide a
non-trivial boost to the theoretically estimated transfer rate. Baer and Rabani demonstrated
that accounting for an additional dipole-quadrupole interaction can increase simulated FRET
rates of a model system when the surface-to-surface distance between QDs is sufficiently
small relative to the average diameter of a QD pair[293]. In our system, the surface-to-
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surface distance is ∼1.5 nm due to interdigitation of the oleic acid/oleylamine ligands, which
represents ∼20% of the QD diameter and ∼17% of the center-to-center distance.

One other potential adjustment to the theoretical estimate of the FRET rate in QD films
Mork et al. put forth is related to underestimates of the film absorptivity. The work of
Geiragat et al. suggests that in films of CdSe nanocrystals with 6 - 7 nm diameters, the
absorptivity can be nearly 4x greater in films than in solution [294]. We ostensibly explored
what such an enhancement would do to the rates of our energy transfer in Figure 5.20, where
if we assume a 4x higher absorptivity than our conservative estimate from both the solution
absorption spectrum and estimate of the CdSe:Te/CdS molecular weight, then our Ro can
range from 4.75 to 6.35 nm assuming a range of ⟨κ2⟩ between 0.66 to 4.

5.5.4 Other mechanisms of energy transport

A substantial portion of the discussion thus far has focused on FRET, or more generally
dipole-dipole interactions, as the potential mechanism for energy transport because this is
historically the framework thought to best describe QDs with long organic ligands. Here,
we will briefly address other possible mechanisms of energy transport.

Charge tunneling

Charge tunneling is the process whereby the wavefunction of either the electron or hole
species can propagate through the insulating potential barrier imposed by the organic lig-
ands, enabling the exchange of electron or hole species between adjacent QDs. For the
CdSe:Te/CdS system, hole tunneling is unlikely given the hole wavefunction is strongly lo-
calized to the Te dopants and would furthermore have to tunnel through the CdS shell and
ligand barrier. For the purposes of this discussion, let us assume only electrons may tunnel.

The tunneling probability, as a function of the barrier distance, d, for an electron from a
QD to an acceptor can be described as the following [295–297]:

ki,j(d) = koe
−βd

{
exp(−Ej−Ei

kBT
) if Ej > Ei

1 if Ej ≤ Ei

(5.19)

where ki,j is the rate constant for transfer from the donor, i, to an acceptor, j, ko is the
barrierless rate constant, and β is the wavefunction decay factor through the barrier reported
in units of length-1. If the energy level of the acceptor is of a higher energy than the donor,
then we have an additional Boltzmann term to account for this energy discrepancy. If the
energy level of the acceptor is the less than or equal to the donor, then we ignore this penalty.
For the sake of this argument, we assume that the QDs are isoenergetic with one another,
such that we only consider the rate to be koe

−βd.
In principle, all 3 parameters in our probability equation for charge tunneling, ko, β,

and d are somewhat unknown. For long (e.g. 18 carbon unit) organic ligands, the value
of β is presumed to be relatively large, on the order of ∼1 Å-1 [296]. There are studies
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involving electron transfer from CdSe QDs connected to TiO2 via methylene bridges that

report β ∼ 0.8Å
-1

[21, 298] or even as low as β ∼ 0.35Å
-1

[298] under the special circumstance
that the ligand shell collapses (i.e. not all the methylene units are in a trans- conformation).
This is to say, there is some variability in the β value. For the barrier distance, d, we assume
that the oleic acid/oleylamine ligands somewhat interdigitate, and so rather than the full
ligand length (∼2.0 nm) we believe d to be ∼ 1.5 nm. Finally, ko is not a parameter we
would know a priori for the electron exchange between our particular QDs.

To address these unknowns, we can calculate a range of potential values that ko, β, and
d would correspond to in order to match our experimentally observed diffusion rate. From
the simple kinetic Monte Carlo simulations used in Figure 5.21, we learned we need an Ro

of 12 nm to roughly match our TRUSTED results, which corresponds to a hopping rate of
kFRET = 4.29 × 108 s−1. Figure 5.26 plots the value of log(ko) vs β that yields an energy
transfer rate predicted by FRET, which in turn matches our TRUSTED results. We perform
this calculation to match FRET rates predicted for Ro values of 11 and 13 nm, as well, for
posterity. The different colored curves in each plot represent different values of d used in the
calculation.

Figure 5.26: Calculations of the ko and β parameter values required to match the hopping
rate predicted by FRET for Ro values of 11, 12, and 13 nm. Different colored curves in each
plot represent a different tunneling barrier distance, d.

If we were to assume that we have a β of 0.8Å
-1

and a d of 1.5 nm, then we would require
a ko value on the order of 1013 - 1014 s−1. Such a rate constant is very large, especially
when compared to values reported by Hines et al. for the transport of electrons from organic
ligand capped CdSe QDs to a TiO2 metal oxide acceptor[299], which are on the order of 108

- 109. The fact that seemingly reasonable values of β and d require a ko value 4 - 5 orders
of magnitude larger than those in comparable systems would suggest tunneling is just as or
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even more unlikely than FRET.
Furthermore, in order for charge tunneling to actually manifest in our measurement, it

would require non-geminate electron and hole recombination, as TRUSTED and TRES are
fluorescence based read-outs. We would have to carefully consider if this is possible, and,
furthermore whether we can drive stimulated emission via the non-geminate recombination
of electron and hole to quench such species.

The large potential barriers imposed by the organic ligand layer similarly preclude the
possibility of exciton delocalization as the mechanism for transport. If the excitonic wave-
function were able to sample spatial extents greater than a single QD, in principle such an
exciton delocalization, or coherence, length would enable longer range transport. While large
diffusion lengths have been observed in systems bearing such exciton delocalization[300, 301],
this possibility is quite unlikely in this system.

Photon recycling

Photon recycling is the process by which a photon emitted by a sample is reabsorbed by the
same sample in question, albeit at a different location. This can in principle contribute to
remarkably large diffusion lengths, as the emitted photon moves at the speed of light, and
has been demonstrated as a non-trivial factor in the > 1 µm diffusion lengths in perovskite
nanocrystal films[302] and the incredible observation that in lead-iodide perovskites emission
can occur distances > 50 µm away from the excitation source[303]. There is some current
debate, however, as to the extent photon recycling can contribute to the observed lateral
transport of carriers, particularly using pulsed excitation sources[304].

For our particular system, we have a few obstacles for efficient photon recycling. The
first is the morphology of the material. QDSL monolayers only enable observable transport
to occur within the plane of the sample. We have no reason to suspect that the emission is
strictly within the sample plane, and so assume that the emission occurs isotropically, though
it could be waveguided. As such, from a strictly geometric perspective, the probability of
a reabsorption event decreases at further distances from the emission site. Figure 5.27 is
a cartoon schematic demonstrating that in order to crudely determine the probability of a
reabsoprtion event occurring, a disk slice of the same thickness as the monolayer (∼5 - 7 nm)
must be integrated relative to the volume of the sphere representing the isotropic emission
distribution. The relative volume of the slice decreases as the radius of the emission sphere
increases.

The other obstacle for efficient photon recycling is the quantum yield (QY) of our system.
In a photon recycling scheme, the probability of each emission event is weighted by the QY.
This is why systems meant for luminescent solar concentrators (LSCs) require very high
(e.g. > 99%) QY[9], as their performance scales logarithmically. Given the QY of our
CdSe:Te/CdS system in solution is only 23% (see Fig 5.19), the probability of any given
excitation trajectory possessing multiple hops seems unlikely. Yet, only a small fraction (on
the order of a few percent) of excitons would need to participate in photon recycling to
manifest a higher average diffusivity like that observed in our measurements.
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Figure 5.27: Schematic of the overlap between the QDSL monolayer and the isotropic emis-
sion distribution for photon recycling.

5.5.5 TRUSTED control measures

So far the approach to reconciling our experimentally extracted diffusivity with theoretical
descriptions of energy transport has been predicated on the assumption that our TRUSTED
measurements are a faithful reporter of exciton diffusivity. In order to substantiate our
confidence in the measurement, a few key control measurements were required to rule out
potential non-diffusion related contributions to our signal, which as a reminder is a readout
based on the remaining fluorescence after the action of the second STED pulse.

Exciton-exciton annihilation or Auger-Meitner recombination

Density-dependent contributions to the non-radiative decay of the exciton population, such
as exciton-exciton annihilation or Auger-Meitner recombination, could be mistaken for mi-
gration due to relative changes in the spatial profile leading to more pronounced overlap with
the STED pulse. An initially Gaussian shaped distribution of excitons may progressively
adopt more of a “flat top” shape, as the density in the center of the distribution is high
enough such that multi particle interactions and their subsequent non-radiative recombina-
tion events can occur until the density is sufficiently low. Provided the timescales associated
with such a change to the exciton profile are within our observation window (e.g. 200 to
4800 ps) this could lead to a time-dependent change in the quenching action of the second
STED pulse.

To address this, we collected the photoluminescence from 25 different spatial locations on
a 5% CdSe:Te/CdS monolayer at several pump powers. We plot the average of the collected
photoluminescence counts from the different spatial locations as a function of pump power
measured at the sample in Figure 5.28. We fit a linear trend to the lowest 5 powers and
extrapolate across the entire range of pump powers measured. At powers higher than 5 nW,
we note that the average photluminescence counts begin to deviate significantly from the
expected trend, which is a characteristic sign of Auger recombination or exciton-exciton anni-
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hilation. TRUSTED measurements conducted at 2 nW and 5 nW powers, which correspond
to excitation densities of ∼3.1×10−5 excitations/nm3 and ∼7.7×10−5 excitations/nm3, re-
spectively, indicated as arrows in Fig 5.28 yielded similar diffusivities within error of one
another, suggesting we are operating within a linear excitation regime. Note the data shown
in Fig 5.28 has taken into account the pile-up non-linearity of the SPAD detector discussed
in Section 4.3.6.

Figure 5.28: Photoluminescence counts vs pump power measured at the sample plane. The
red curve is a linear fit determine by the lowest 5 power data points. The black arrows
indicate 2 and 5 nW excitation, which are the two powers used in TRUSTED.

Time-dependent quenching efficiency

Another potential transient change in the TRUSTED experimental conditions that could
lead to the mistaken assignment of a migration observable is a time-dependent change in the
quenching efficiency of the second STED pulse, based on when it is introduced to the target
exciton profile. Our observable represents a change of the exciton population on the order of
only a few percent, so even subtle changes in the quenching efficiency need to be accounted
for. For a given intensity, the STED pulse’s ability to quench excitons via stimulated emission
through a normal fluorescent/photoluminescent pathway depends on the oscillator strength
at the spectral frequency of the STED pulse. If changes in the sample’s photophysics on
timescales between 100s of ps to a few ns lead to greater oscillator strength with the STED
pulse, then we would expect more efficient quenching as the second STED pulse is introduced
at later times.

The STED pulse is typically tuned to be spectrally overlapped with the redder edge of
a sample’s emission profile in order to avoid complications due to direct and two-photon
absorption. If the sample’s emission profile were to redshift as a function of time after
excitation, then the spectral overlap between sample emission and STED pulse (i.e. oscillator
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strength) can be enhanced. In our CdSe:Te/CdS superlattice, we see clear evidence of a
dynamic redshift occuring on timescales commensurate with our TRUSTED observation
window. Although our hypothesis is that this redshift is due to exciton migration within
the superlattice, the concomitant change in the spectra and consequent change in quenching
efficiency via the second STED pulse can lead to an overestimate of the exciton diffusivity
via TRUSTED.

Figure 5.29: Summary of using a Gaussian shaped STED pulse as a control measure. 1D
linecuts of a donut and Gaussian shaped STED pulse are overlain with simulations of the
target exciton profile diffusion (top). TRUSTED data corresponding to measurements with
a Gaussian shaped STED pulse (red data) and a donut shaped STED pulse (black data) are
overlain togeter (bottom).

In order to address whether time-dependent quenching changes are present in our exper-
iment, we employ a control measurement with Gaussian shaped STED pulses. TRUSTED’s
sensitivity to migration is due to increased overlap between the exciton profile and the op-
tical quenching boundary imposed by the donut-shaped STED pulse as the excitons sample
the space available to them. If the STED pulse were a Gaussian with a FWHM significantly
larger than the target exciton population, then a change in the exciton profile due to diffu-
sion would not necessarily register as a change in the amount of quenched excitons because
the depletion field envelopes the entire distribution. Figure 5.29 schematically represents
these two scenarios, where the initial exciton profile is a 1D solid black curve and evolves to
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the dashed curve due to diffusion. In the donut geometry case, where the 1D STED pulse
is represented as a red curve, the exciton profile’s tails more substantively overlap with the
STED pulse after diffusion. In the case of the Gaussian geometry, the subtle exciton profile
evolution due to diffusion shows much of the same overlap with the STED pulse as the initial
distribution. Therefore, if we do observe a substantial change in the amount of quenched
excitons as a function of time, it is unlikely to be due to diffusion. Rather, it is more likely
due to time-dependent changes in the quenching efficiency of the STED pulse.

TRUSTED datasets from two different experiments, one with donut shaped STED pulses
and one with Gaussian shaped STED pulses, are shown in Figure 5.29. We find that in the
case of the donut geometry STED pulse, there is a decrease in the fraction of remaining
excitons on the order ∼1.5%, whereas in the case of the Gaussian geometry there is a decay
of ∼0.25%, which is within the error of our measurement. It is worth noting that the
intensity distribution is more concentrated spatially in the Gaussian geometry. To reconcile
this difference, we attenuate the Gaussian STED pulse intensity to ensure that the quenching
efficiency matches that of the donut shaped STED pulse.

This experiment is reassuring, as it suggests that the shape of the quenching boundary is
responsible for generating our signal, which leads us to the conclusion that time-dependent
changes in the quenching efficiency of the STED pulse are negligible within the error of our
measurement.

5.6 Reconciling the non-equilibrium transport

reported by TRUSTED and TRES

In an effort to reconcile the non-equilibrium transport reported both by our spatial measure-
ment via TRUSTED and spectral measurement via TRES, we turn to kinetic Monte Carlo
(KMC) simulations that take into account a more complete description of dipole-dipole cou-
pling beyond the typical near-field Förster theory. As a reminder, this analysis is current at
the time of this writing, and it may continue to evolve as we refine our understanding and
exploration of the system photophysics. The below analysis was carried out by my colleague,
Rongfeng Yuan.

To refine the KMC simulations, we use the results from the single-particle emission
measurements of 5% CdSe:Te/CdS QDs (Section 5.4), where we determined the homogeneous
linewidth of σhomo ∼75 meV. To account for the heterogeneity present in the ensemble of QDs
in a QDSL, we randomly draw emission peaks (i.e. bandgap energies) from the single-particle
peak emission distribution shown in Figure 5.18b of the 5% doped CdSe:Te/CdS particles for
each individual QD in the simulated grid. With these conditions we propagate trajectories
using a treatment similar to that outlined previously (Section 5.5.1). By incorporating
spectral heterogeneity, these simulations are not only more physically representative of the
investigated system, but, also enable tracking changes to the mean exciton energy over all
time points in the simulation, which would have been trivial assuming all QDs are isoenergetic
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as in Section 5.5.1.
Figure 5.30 presents the change in the emission peak energy from TRES (green data,

also shown in Figure 5.11) as well as the change in the mean exciton energy from KMC
simulations involving two different rates of energy transfer. The simulation parameters are
adjusted such that the average diffusivity of the simulated trajectories matches the diffusivity
reported by TRUSTED (e.g. between 1.7 and 4.4 ×10−3 cm2/s) in each case. One simulation
uses the typical FRET equation and the distance dependence for the energy transfer rate is
proportional strictly to R−6 (black curve), as expected for near-field energy transfer. The
other simulation (red curve) involves a more complete description of dipole-dipole coupling
[305], which contains higher order terms beyond the near field, which represent three different
distance-dependent regimes: R−6 (near-field), R−4 (intermediate), and R−2 (far-field). The
equation used for this particular energy transfer description in the simulations is a modified
version of the equation presented in Ref [305]:

kET =
1

τD

(
Ro

R

)6 (
3 + (kR)2 + γ(kR)4

)
e−R/l (5.20)

where k is the reduced wavelength of the sample’s emission (2π/λ, ∼0.01 nm), τD is the
donor lifetime, and Ro is the FRET radius. In addition, γ is a phenomenological parameter
introduced to control the relative contribution of the R−2 term. Finally, the exponential
term, e−R/l accounts for the possibility of re-absorption in the material, where l represents
the characteristic transmission length estimated from the the film’s absorptivity. We take l
to be ∼ 1000 nm.

The simulations reveal that using a mechanism for energy transport with only near field
considerations (R−6) and an average exciton diffusivity that matches TRUSTED (using an
Ro ∼ 14 nm) will result in a rate of change of the mean exciton energy that is much faster than
TRES reports. If the mechanism of energy transport follows that described by Equation 5.20,
a rate of change of the mean exciton energy for simulated trajectories possessing an average
diffusivity matching TRUSTED may also match TRES, provided we use a value of γ of 14
and a Ro ∼ 8.8 nm. One possible interpretation of this γ parameter is that it represents far
field contributions from waveguiding, where a subset of photons emitted from a given point
in the film experience total internal reflection and continue to propagate within the plane
of the QDSL monolayer. Regardless of the actual mechanism, these simulations critically
reveal that a portion of the exciton transfers must occur between QDs separated by distances
greater than nearest-neighbors (∼8.9 nm). The requisite Ro to match the diffusivity reported
by TRUSTED is overall lower in the more complete dipole-dipole coupling treatment than in
the FRET treatment, which leads to a slower rate of the mean exciton energy decay. Despite
the challenges discussed for efficient photon recycling (Section 5.5.4), which is the physical
manifestation of the R−2 term’s contribution to the energy transfer rate, the simulations
reveal that only 2-3% of exciton transfers need be a result of such far field interactions. To
be clear, though, in each KMC simulation from Figure 5.30 we require Ro values that still
exceed the estimates born out of the analysis in Section 5.5.1, even upon using the more
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Figure 5.30: KMC simulations of the change of the mean exciton energy vs time to reconcile
diffusivity measured from TRUSTED with rate of energy decay measured from TRES.

complete dipole-dipole coupling description case.

5.7 Preliminary Conclusion

Thus far, we have studied non-equilibrium exciton transport in Tellurium doped CdSe/CdS
quantum dot superlattice monolayers, both spatially with TRUSTED and spectrally with
TRES. Te doping CdSe/CdS QDs enhances the inhomogeneous and homogeneous linewidth,
as well as the Stokes shift, which we more directly characterize via single-particle emission.
Despite the larger intrinsic linewidth, the greater degree of inhomogeneity and larger Stokes
shift likely results in slower exciton transport in doped superlattices than those composed of
undoped particles, based on the rate of energy decay from TRES.

Although this presumably lower exciton diffusivity is a consequence of the introduction of
dopants, TRUSTED reveals that this diffusivity is still on the order of 10−3 cm2/s after the
first 4.8 ns of creation. Such a diffusivity dramatically exceeds what conventional models of
energy transport would predict for this system. FRET is historically the mechanism invoked
to describe transport in organic-ligand decorated QD solids, but as discussed in detail in
Section 5.5.1, we require either a significant series of corrections to a FRET model, or that
we have underestimated parameters used in estimating the transport, or both. This may
speak to the more general observation that transport in quantum dot solids is still lacking a
comprehensive mechanistic description. The answer to such a question is beyond the scope
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of the current work, and although we do speculate about possible transport mechanisms,
we can more readily discuss the consequences of the dopants introducing a greater degree of
heterogeneity to the energetic landscape.

Through a judicious combination of single-particle emission spectroscopy, which more di-
rectly probes inhomogeneity amongst the QD ensemble, TRES, which reveals the magnitude
and rate at which energy decays in the system, and TRUSTED, which spatially resolves the
transport on relevant nanometer length scales, we more comprehensively characterize the
effects of Te dopants on exciton transport in CdSe:Te/CdS superlattices. We suspect the
larger intrinsic linewidth caused by Te dopants could serve to buffer, to an extent, the higher
degree of spectral inhomogeneity. Still, our findings suggest that synthetic protocols which
provide better control over the distribution of dopants amongst QDs will need to be devel-
oped in order to minimize the energy loss within the system, which is evident from TRES.
Our TRUSTED results, when modelled with time-dependent diffusivity, suggest that the
exciton diffusivity will continuously decrease until it has reached equilibrium, and by 4.8 ns
will have decreased by a factor ∼3.4. Yet, the fact that doping doesn’t completely suppress
transport also suggests that, provided the doping levels are precise enough, stacked super-
lattices of nanocrystals with varying doping levels could be a viable design for long distance
energy gradients. Such a design should alleviate disorder introduced by the spatial mismatch
of arrays of different sized QDs.

Remaining questions involve reconciling the rate of energy decay in the system reported
by TRES with the diffusivity extracted from TRUSTED. We find thus far that using a FRET
model with the requisite Ro to match the diffusivity reported by TRUSTED leads to a rate
of energy decay that is much faster than TRES reports. As of now, it would appear that
in order to achieve a rate of energy decay that is sufficiently slow to match TRES but a
diffusivity that is sufficiently high to match TRUSTED we need to allow for exciton hopping
to occur at distances greater than the nearest neighbors. At present, we hypothesize that
a small subset of excitons participate in photon recycling, which is facilitated to a certain
degree by waveguiding within the plane of the QDSL monolayer.
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Chapter 6

Concluding Remarks

This dissertation has presented several different characterizations of the various ways in which
the underlying structure of heterogeneous materials manifests in their resulting dynamics.
Chapter 1 provided the necessary background, covering the motivation behind studying so-
lution processable materials, the relevant chromophore and/or semiconductor photophysics,
as well as an overview of diffusion, which is a dynamical phenomenon at the heart of the
motivation (either explicitly or implicitly) behind each of the studied projects. Similarly, an
introduction to fluorescence microscopy was provided to supplement Chapters 3,4,5 which
all rely on the technique.

Chapter 2 described ultrafast transient absorption (TA) measurements characterizing the
excited state evolution of a biomimetic light harvesting complex with a series of chromophore-
protein chemical linking groups that vary in their length and rigidity. We find changing the
linkers enables control over the degree of coupling between SRB and its protein/solvent
environment on the cpTMV light harvesting platform. The findings here suggest using
chemical linking groups to more readily position a chromophore in the vicinity of relatively
dense amino acid residue regions can lead to a dramatic slowing of its excited state evolution.
We suggest such a retardation of the excited state relaxation can in principle be employed
by natural systems to more readily exchange excitation energy among other choromphores
within a light harvesting network.

Chapter 3 involved correlative widefield single-particle tracking and AFM phase imaging
to explicitly determine the extent polymer crystallites in electrolytic thin films of poly(ethylene
oxide) (PEO) influence neutral probe transport. Critically, we note that although adjacent
crystallites with nanoscale spacing anisotropically constrain the motion of the fluorescent
probe species, the crystallites do not perturb the intrinsic diffusivity of the probes. Only
by characterizing both the crystalline/amorphous polymer phase distribution and particle
motion at the relevant nanoscale could we establish such a manifest structure-function rela-
tionship. Moreover, this study suggest crystallites, if controlled, could enable deterministic
mass transport along well-defined amorphous channels.

Chapter 4 introduced our group’s ultrafast transformation of stimulated emission de-
pletion (STED) microscopy, referred to as time resolved ultrafast STED (TRUSTED). This
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description was first supplemented with an overview of STED microscopy and the implemen-
tations developed in order to use STED microscopy with electronically coupled materials. In
order to use TRUSTED to measure exciton migration, care must be taken to reconcile sample
photophysics with sample-STED pulse interactions. To this end we provided a few exam-
ples where systems bearing rich photophysics will require adapting the current TRUSTED
approach in order to isolate signatures of exciton migration.

Finally, chapter 5 discussed an ongoing investigation, at the time of this writing, of exciton
migration within Tellurium doped CdSe/CdS quantum dot superlattice (QDSL) monolayers.
Here we used the TRUSTED method from Chapter 4 to spatiotemporally resolve exciton
migration after the first 4.8 ns of photoexcitation, and complemented this measurement
with time-resolved emission spectroscopy (TRES) and single-particle emission spectroscopy.
TRES revealed the mean exciton energy decays as a function of time after photoexcitation,
and suggested the energetic heterogeneity introduced by the Tellurium dopants, which we
directly characterized via single-particle emission, leads to non-equilibrium exciton transport.
The exciton diffusivity we measured, however, is higher than conventional models of energy
transport would suggest, and furthermore using such models we find ourselves incapable of
reconciling the time-rate of energy decay measured via TRES with the exciton diffusivity
measured via TRUSTED. To this end, we tentatively suggest that a small fraction of excitons
participate in photon recycling and that such far-field interactions give rise to higher apparent
exciton diffusivities.

Taken together, these studies emphasize that in order to characterize dynamics in mate-
rials that are influenced by material heterogeneity, no single tool nor method alone is capable
of addressing all systems on their relevant length and time scales. This thesis combines and
leverages several state-of-the-art spectroscopies and microscopies to explore material dynam-
ics ranging from 10s of femtoseconds to minutes and material length scales ranging from 10s
of nanometers to 100s of microns. It is my hope that this work serves as inspiration to
become familiar with, combine, or develop new tools to tackle pressing questions regarding
the intricate structure-function relationships of next generation materials.
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mer, G.; De Yoreo, J. J.; Dufrêne, Y. F.; Alsteens, D. Chemical Reviews 2021, 121,
Publisher: American Chemical Society, 11701–11725.

(165) Tamayo, J.; Garcıa, R. Applied Physics Letters 1997, 71, 2394–2396.
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