
UC Berkeley
UC Berkeley Electronic Theses and Dissertations

Title
A Variational Principle for Modeling Electronic Excitations in Gas and Condensed Phase

Permalink
https://escholarship.org/uc/item/8n12m0b8

Author
Zhao, Luning

Publication Date
2019
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/8n12m0b8
https://escholarship.org
http://www.cdlib.org/


A Variational Principle for Modeling Electronic Excitations in Gas and Condensed Phase

by

Luning Zhao

A dissertation submitted in partial satisfaction of the

requirements for the degree of

Doctor of Philosophy

in

Chemistry

in the

Graduate Division

of the

University of California, Berkeley

Committee in charge:

Assistant Professor Eric Neuscamman, Chair
Professor Martin Head-Gordon

Professor Birgitta Whaley
Associate Professor Lin Lin

Summer 2019



A Variational Principle for Modeling Electronic Excitations in Gas and Condensed Phase

Copyright 2019
by

Luning Zhao



1

Abstract

A Variational Principle for Modeling Electronic Excitations in Gas and Condensed Phase

by

Luning Zhao

Doctor of Philosophy in Chemistry

University of California, Berkeley

Assistant Professor Eric Neuscamman, Chair

Accurate modeling of electronic excited states is one of the most important and chal-
lenging problems in electronic structure theory. This thesis focuses on a recently developed
excited state variational principle and its applications in gas and condensed phase. In con-
trast to the widely used excited states method such as linear response (LR) and many-body
perturbation theory (MBPT), which find excited states by perturbing around the ground
state wave function or a zeroth order particle-hole excitation picture, the new excited state
variational principle directly targets excited states with the full flexibility of an approximate
wave function ansatz. Due to its non-perturbative nature, this method o↵ers balanced and
systematically improvable descriptions to excited states. We will also discuss the e�cient im-
plementation of the new excited state variational principle through variational Monte Carlo
and the Linear Method optimization algorithm.

The new excited state variational principle is applied to predict both the excitation
energies of low lying excited states in small molecules and optical gaps in solids. In molecules,
the new method yields order-of-magnitude of improvements over the state-of-art excited state
methods based on LR theory in double excitations. In solids, not only is the new method
demonstrated to be more accurate than the commonly used MBPT method, but it could
also be used to analyze and provide insights into MBPT.

In order to further extend the method’s applicability, we introduce a modified optimiza-
tion method that addresses a fatal memory bottleneck in the original algorithm. With only
minor lose in accuracy, the modified algorithm reduces the required memory per parallel
process from tens of gigabytes to hundreds of megabytes. With the aid of the new optimiza-
tion method, we show that the new excited state variational principle could systematically
converge the excitation energy in a strongly correlated, Mott-insulating hydrogen ring with
respect to increasing flexibility in the wave function ansatzes.
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Chapter 1

Introduction

1.1 Schrödinger’s Equation

In quantum mechanics, the behaviors of electrons and atoms are governed by Schrödinger’s
equation (SE).

Ĥ | i = E | i (1.1)

in which Ĥ is the Hamiltonian operator, | i is the “state vector”, and E is the state energy.
As one can see, the SE is an eigenvalue problem. The eigenvectors | i define the sta-

tionary state of the system: states that do not evolve with time. For a general state vector
that is not an eigenvector of the Hamiltonian, its time evolution is determined by the time-
dependent Schrödinger equation (TDSE),

i~@ | (t)i
@t

= Ĥ | (t)i (1.2)

In this thesis, we only only focus on the time-independent SE and its solutions.
Consider the systems that contain only atoms and electrons, such as molecules and solids,

and the Hamiltonian operator is,

Ĥ = �
nX

i

1

2
r

2

i
�

MX

A

1

2mA

r
2

A
�

nX

i

MX

A

ZA

|ri �RA|
+

nX

i>j

1

|ri � rj|
+

MX

A>B

ZAZB

|RA �RB|
(1.3)

in which i and ri correspond to the index and position of electrons, and A, mA, ZA, RA

correspond to the index, mass, charge, and positions of nuclei.
As we can see from Equation 1.3, the Hamiltonian contains five terms. The first two terms

are the kinetic energy operators of the electron and nucleus, respectively. The third term
is the electron-nucleus attraction energy, and the last two terms are the electron-electron
and nucleus-nucleus repulsion energy. In reality, since the nuclei are much heavier than
the electrons, their positions are considered as “fixed” so that the nucleus kinetic energy
is neglected from the Hamiltonian. The nucleus-nucleus repulsion energy then becomes a
constant. This is the so-called “Born-Oppenheimer”(BO) approximation[1].
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Within BO, we can write down the electronic part of the Hamiltonian,

Ĥel = �
MX

A

1

2mA

r
2

A
�

nX

i

MX

A

ZA

|ri �RA|
+

nX

i>j

1

|ri � rj|
(1.4)

and the electronic SE,
Ĥel | ei = Eel | eli (1.5)

Then the total energy is the sum of Eel and the nucleus-nucleus repulsion energy, which is a
constant with given nucleus positions.

E
BO = Eel +

MX

A>B

ZAZB

|RA �RB|
(1.6)

Although the BO approximation is a sound approximation to make in plenty of situations,
there exist cases that it becomes invalid. The basic assumption of BO is that the electrons
move much faster than the nuclei so that they can adjust instantaneously to the change of
nuclear positions. However, in collision experiments, the nuclei could gain a huge amount of
kinetic energy so that the electrons do not have enough time to adjust to nuclear movements
and BO breaks down. In other situations in which the movements of nucleus and electron
become strongly coupled to each other, such as in conical intersections, separating their
movements as done by BO could lead to nonphysical predictions. In this thesis, we will work
within the BO approximation.

1.2 Second Quantized Hamiltonian

The electronic Hamiltonian introduced in Equation 1.4 is defined in real space: the space of
electron Cartesian positions. The basis for such space are delta-functions in 3N space.

fri1...r
i
n
(r1...rN) = �(ri � ri

1
...rN � ri

N
) (1.7)

As one can see, the delta-function basis is of infinite dimension. Since working directly in a
infinite dimension space is di�cult, it is more convenient to project the Hamiltonian into a
finite basis.

First we define a finite, orthonormal one-electron basis functions (orbitals) �p(xi), in
which p = 1...M and M is the total number of basis functions. xi represents collectively
the spatial coordinates ri and the spin coordinate � of the electron i. We can then define a
normalized Slater determinant as,

|�p1�p2 ...�pN
| =

1
p
N !

���������

�p1(x1) �p2(x1) · · · �pN
(x1)

�p1(x2) �p2(x2) · · · �pN
(x2)

...
...

. . .
...

�p1(xN) �p2(xN) · · · �pN
(xN)

���������

(1.8)
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As one can see, a Slater determinant is a anti-symmetric product of the orbitals. The anti-
symmetry is a reflection of the particle symmetry of fermions, in which a fermonic wave
function would change by a sign if two particles in it are swapped.

From the Slater determinant we can further define the basis of occupation vectors,

|~ni = |n1, n2, ..., nMi (1.9)

in which np = 1 if the orbital �p is occupied and np = 0 otherwise. If the orbitals are
orthonormal, then one could prove that such a basis is also orthonormal.

D
~k|~m

E
= �~k,~m (1.10)

The Hamiltonian in the occupation number basis is[1],

Ĥ =
MX

pq

hpqa
†
p
aq +

1

2

MX

pqrs

gpqrsa
†
p
a
†
r
asaq + hnuc (1.11)

in which hnuc is the nucleus-nucleus repulsion energy. hpq and gpqrs are the one-electron and
two-electron integrals respectively[1].

hpq = �
1

2

Z
�
⇤
p
(x)r2

i
�q(x)dx�

Z
�
⇤
p
(x)
X

A

ZA

|r�RA|
�q(x)dx

gpqrs =

Z Z
�
⇤
p
(x1)�⇤

r
(x2)�q(x1)�s(x2)

|r1 � r2|
dx1dx2

(1.12)

The creation (annihilation) operator a†
p
(ap) creates (annihilates) one electron in orbital p.

1.3 Exact and Approximate Solutions to the
Schrödinger Equation

Typically, the exact solutions to SE could only be obtained for one-electron systems, such
as the hydrogen atom. It is because of the electron-electron repulsion term in the Hamilto-
nian that makes SE extremely hard to solve, since the motions of electrons are coupled to
each other and separation of variables cannot be performed. Therefore, one needs to find
approximate solutions. In electronic structure theory, there are many di↵erent methods to
find approximate solutions to SE. These methods can be roughly divided into two categories:
wave function based methods and density functional based methods. The focus of this thesis
will be the wave function based methods.
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Hartree-Fock

In wave function based methods, one first guesses a wave function form: an ansatz. The
ansatz contains unknown parameters and one needs to optimize this set of parameters such
that the optimized ansatz becomes as close to the exact SE solution as possible. The simplest
wave function ansatz that preserves the fermonic symmetry is a single Slater determinant,
in which the unknown parameters are the one-electron orbitals. By optimizing these orbitals
self-consistently, one arrives at Hartree-Fock (HF) theory[2].

The HF wave function can be written as,

| HFi = exp(�̂) |�i (1.13)

in which |�i is a general single determinant. exp(�̂) is the unitary orbital rotation operator
in the following form,

̂ =
X

pq

pqa
†
p
aq (1.14)

in which  is an anti-symmetric matrix and the summation is over all orbital pairs.
Although the total energy predicted by HF is very close to the exact energy (the HF

energy is usually 99% of the exact energy), the missing 1% of the energy is important to
achieve quantitative accuracy. Therefore HF is only referred to as qualitatively correct. The
electrons in the HF theory are uncorrelated. In other words, they move in a “mean-field”
potential created by other electrons without knowing the explicit positions of other electrons.
Therefore, the correlation energy, defined as the energy di↵erence between HF energy and
the exact energy, is missing in HF.

The missing correlation energy in HF has severe consequences. Electron correlation can
be further divided into “weak” and “strong” correlations. Weak correlation arises due to the
instantaneous electron-electron repulsion. Systems whose correlation energy is dominated
by weak correlation are referred to as weakly correlated systems.

For weakly correlated systems, the HF determinant is usually the dominant piece of the
exact wave function. This is because the electron-electron repulsion is small in these systems
and it is valid to use a mean-field treatment. For example, H2 at equilibrium geometry is a
weakly correlated system and a missing of such e↵ects in HF would a↵ect its prediction of
bond length. However, as the wave function of a weakly correlated system is dominated by
the HF determinant, HF is still qualitatively correct.

If a system has both strong and weak correlations or is dominated by strong correlations,
it is called a strongly correlated system. For example, if one stretches H2 molecule, it
gradually transforms from a weakly correlated system to a strongly correlated system. At the
stretched geometry, the exact wave function of the molecule should be a linear combination
of two determinants and using a single-determinant HF wave function becomes inadequate
until it reaches dissociation limit. In summary, for strongly correlated systems, the HF
determinant stops being the dominated piece of the wave function. Therefore, HF is not
even qualitatively accurate in such cases.
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Configuration Interaction

Due to the drawbacks of HF, correlated wave function ansatzes are needed to obtain quan-
titatively accurate predictions. The most straightforward way to capture the missing cor-
relations in a single determinant wave function is to apply a multi-determinant expansion
(configuration interaction) (CI)[2],

| CIi = | 0i+
X

ia

C
a

i
| a

i
i+

X

ijab

C
ab

ij

�� ab

ij

↵
+ ... (1.15)

in which | 0i is the HF determinant, and | a

i
i,
�� ab

ij

↵
are excited determinants in which the

ith and jth occupied orbitals in | 0i are replaced by ath and bth unoccupied orbitals.
If one includes all possible excitations in the CI expansion, one could in principle obtain

the exact solution to SE in the finite orbital basis. This is called full Configuration Interaction
(FCI)[3, 4]. However, there are a combinatorial number of terms in the FCI expansion, and
so the computational cost scales exponentially as the number of electrons and orbitals gets
larger. Therefore FCI can only be applied to small systems.

In order to design a tractable CI method, one usually truncate the FCI expansion at
certain excitation levels. Depending on the specific truncation level, one obtains di↵erent
truncated CI[5] method such as CIS, CISD, CISDT, etc. However, these truncated CI
methods are in general not size-consistent: the quality of the wave function deteriorates
with system size, making them less useful in large scale systems.

Complete Active Space Self-Consistent Field Theory

Although FCI is not a↵ordable in most systems, sometimes is is possible to identify a small
subset of orbitals and electrons that are chemically important, especially in strongly corre-
lated systems. For example, in stretched H2, it is the bonding and anti-bonding orbitals that
are responsible for strong correlation e↵ects. By doing a FCI in this subset of orbitals and
electrons, the cost is kept a↵ordable. This is the central idea of the complete active space
self-consistent field theory (CASSCF)[1]. The wave function can be written as,

| CASSCFi = exp(�̂)
X

i

Ci |ii (1.16)

in which Ci are the configuration interaction coe�cients and the operator exp(�̂) carries
out orbital rotations in the same way as for HF wave function. The sum is over all possible
Slater determinants |ii that can be formed by arranging the active electrons in the active
orbitals.

Unlike HF, CASSCF is capable of describing strongly correlated systems. However, it
is not a black-box method. Choosing a correct active space requires considerable amounts
of chemical knowledge about the system and is far from trivial. In addition, the cost of
CASSCF also scales exponentially with the size of active space so that it is only applicable
with a small active space.
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Coupled Cluster

One of the most commonly used correlated wave function ansatz is the coupled cluster (CC)
wave function. The CC wave function is written as,

| CCi = exp(T̂ ) | 0i

T̂ =
X

ia

t
a

i
a
†
a
ai +

X

i>j,a>b

t
ab

ij
a
†
a
a
†
b
aiaj + ...

(1.17)

in which the | 0i is the reference determinant (usually taken as the HF determinant) and T̂

is the cluster operator.
As with truncated CI, one needs to truncate the cluster operator to certain excitation level

to make the method computationally tractable. Truncating the cluster operator at doubles
level usually achieves best balance between cost and accuracy. The resulting coupled cluster
singles and doubles (CCSD) ansatz, when coupled with perturbative estimate of the e↵ects
of triples[1], is considered as one of the most accurate approximate wave function ansatz.

Unlike truncated CI, CC is size consistent. For two non-interacting systems A and B,
the system’s overall wave function | A+Bi factorizes to | Ai | Bi. Owing to its exponential
form, such a property is satisfied by CC. Therefore, the quality of the CC wave function does
not deteriorate with increasing system size, making the method suitable to describe large
systems, assuming the computational cost is a↵ordable.

1.4 Variational Principle

As discussed before, merely having an approximate wave function ansatz is not enough. One
also needs to optimize its parameters so that it closely resembles the exact wave function.
One way to optimize the wave function parameters is to minimize the energy functional,

E[ ] =

D
 |Ĥ| 

E

h | i
(1.18)

as we will prove in the next chapter, the energy functional is lower bounded by the ex-
act ground state energy: the lowest eigenvalue of the Hamiltonian. Therefore the energy
functional provides a “driving force” to optimize the wave function parameters towards the
ground state. The variational principle is the foundation of both wave function based meth-
ods, such as HF, CI, matrix product state (MPS)[6], and variational Monte Carlo (VMC)[7],
and also density functional theory (DFT)[8].

We also need to note that the CC wave function is very ine�cient to optimize to with
the variational principle, as there is no known way to evaluate the energy functional with
a CC wave function that does not require exponentially growing cost. Instead, one usually
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solves the projected SE for the cluster amplitudes in CCSD wave function.

E =
D
 0|exp(�T̂ )Ĥexp(T̂ )| 0

E

0 =
D
 a

i
|exp(�T̂ )Ĥexp(T̂ )| 0

E

0 =
D
 ab

ij
|exp(�T̂ )Ĥexp(T̂ )| 0

E
(1.19)

One should note even though CC methods do not use the variational principle directly, it
also needs to take the variationally optimized HF orbitals as its inputs for both the HF
determinant | 0i and excited determinants | a

i
i,
�� ab

ij

↵
.

1.5 Variational Monte Carlo

The variational Monte Carlo algorithm is a stochastic algorithm used to evaluate and opti-
mize the energy function E[ ]. To see how this is performed, we first insert the resolution
of identity in the numerator of Equation 1.18,

E[ ] =

D
 |Ĥ| 

E

h | i
=
X

m

h |mi
D
m|Ĥ| 

E

h | i
(1.20)

in which we have used the property of the complete basis,

1̂ =
X

m

|mi hm| (1.21)

in which |mi loops over every electron configurations.
Multiplying and dividing the above equation by hm| i, one obtains,

E[ ] =
X

m

| hm| i |2

h | i

D
m|Ĥ| 

E

hm| i
(1.22)

as one can see, now the energy expectation value becomes a weighted sum, and the weights
are from the probability distribution | hm| i |2/ h | i.

The expectation value could be evaluated by a finite Monte Carlo sampling, 1.18,

E[ ] ⇡
1

NMC

X

m2⇠

D
m|Ĥ| 

E

hm| i
=

1

NMC

X

m2⇠

EL(m) (1.23)

in which |mi is sampled from | hm| i |2/ h | i. NMC is the number of samples and ⇠ is the
sample set.
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The VMC algorithm evaluates the energy functional stochastically. A wave function
ansatz is compatible with VMC as long as we can evaluate the local energy EL(m) e�ciently.
The wave function ansatzes that are commonly used in VMC are Jastrow based ansatzes.
These wave functions are of the form,

| i = exp(Ĵ) |�i (1.24)

in which the Jastrow factor exp(Ĵ) is able to capture correlations that are missing in the
fermonic function |�i.

At first glance, the Jastrow factor is very similar to the cluster operator in CC wave
functions. However, there is a major di↵erence between these two. The Jastrow factor is
defined in a local basis, such as electron positions in real space and atomic orbital basis. In
contrast, the cluster operator is often defined in delocalized, molecular orbital basis.

Besides capturing correlations, another major usage of the Jastrow factor is to enforce
correct cusp conditions in the vicinity of an electron and a nucleus. As an electron is close
to another electron or a nucleus, its potential energy diverges. Therefore, the kinetic energy
must compensate for the diverging potential energy so that the total energy is still finite. It
is shown that the exact wave function must satisfy the following cusp conditions[1].

lim
ri!0

✓
@ 

@ri

◆

ave

= �Z (ri = 0)

lim
rij!0

✓
@ 

@rij

◆

ave

=
1

2
 (rij = 0)

(1.25)

in which the “ave” subscript denotes that the radial derivative is taken while performing a
spherical averaging over all directions.

The electron-electron cusp condition could be easily built into Jastrow factors[7], and the
electron-nucleus cusp condition is usually satisfied by using Slater orbitals[2] or augmented
Gaussian orbitals[9]. The Jastrow based wave functions are generally hard to evaluate an-
alytically by Equation 1.18, however, their local energies are usually trivial to compute so
that they admit e�cient implementations via VMC.

Another useful quantity that could be obtained via VMC is the variance of the local
energy,

�
2 =

1

NMC

X

m2⇠

(EL(m)� Ē)2 (1.26)

in which Ē is the average of the local energy. If the wave function | i is exact, then one could
show that each local energy, no matter the configuration |mi, will be the eigen-energy and
the energy variance will be zero. Therefore, the energy variance o↵ers us a way to tell how
close the wave function is from an exact eigenstate. As we shall see later in Chapter 4, by
matching the energy variance of two di↵erent states, one could obtain balanced descriptions
for properties that depends on both states.
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1.6 Electronic Excitations

Solving the electronic SE in full is equivalent to solving an eigenvalue problem. Suppose
dimension of the electronic Hamiltonian is M , one then could obtain M eigenstates. The
eigenstate with the lowest energy is referred to as the electronically ground state, and the
eigenstates with higher energy correspond to electronically excited states.

Electronic excitation is one of the most important phenomena in nature. Governed by the
rules of quantum mechanics, electrons in molecules and solids form either discrete energy lev-
els or continuous energy bands separated by “energy gap”. Without external perturbations,
electrons live in the state with the lowest energy: the electronically ground state at equilib-
rium. However, once the system absorbs external energy, such as light irradiation, collision
with other molecules and atoms, and thermal fluctuations, electrons could be promoted to
excited states with higher energies.

The formation of electronically excited states is the foundation of ultraviolet and visible
spectroscopy techniques. The peaks in the spectra of molecules and solids correspond to
di↵erent types of electronic transitions from ground to excited states. Therefore with detailed
knowledge of electronic excited states, such as vertical excitation energies, spin multiplicity,
and state symmetry, chemists can identify transition states and study the rate of light-
initiated chemical reactions with high spectral and time resolution.

Besides spectroscopy, the entire field of photochemistry is built upon electronic excita-
tions. For instance, solar cells[10] convert solar energy to electricity by first forming elec-
tronically excited states. By taking advantage of the excited electron and the hole being left
behind, a photocatalytic process could be performed to split water into oxygen and hydrogen
and to reduce carbon dioxide to methane and carbon monoxide[11]. Given the importance
of water splitting and CO2 reduction in terms of renewable energy and climate change, deep
understanding the first step, the excitation of electrons, becomes extremely crucial for people
to design new light-harvesting materials.

Even without external perturbation such as light irradiation, electronically excited states
can still play vital roles in circumstances where the motion of electrons and nuclei become
strongly coupled.[12] In such cases, the BO approximation breaks down. The BO approxi-
mation assumes that the electrons respond instantaneously to the change of nuclear config-
urations since they are much lighter than the nuclei. However, when the atoms have high
kinetic energies, such as in collision experiments,[13] the electrons are unable to adjust to
the nuclear motion instantaneously, causing “hoppings” of the electrons between multiple
electronic states. Another well-known failure of the BO approximation is at conical intersec-
tion, where two potential energy surfaces become exactly degenerate. It is widely accepted
that conical intersections play vital roles in photochemistry and photobiology[14]. Conse-
quently, gaining knowledge about the electronic excited states would help us understand the
mechanisms of these phenomena.



CHAPTER 1. INTRODUCTION 10

1.7 Current Excited State Methods

Given the importance of electronic excitations, having an accurate theoretical approach to
model them is highly desired. In principle, electronically excited states are just interior eigen-
states of the electronic Hamiltonian. Hence, the simplest way is to construct the electronic
Hamiltonian in the complete basis and solve for its interior eigenstates. Such a method is the
aforementioned FCI approach or exact diagonalization (ED)[15]. However, the dimension of
the FCI Hamiltonian scales exponentially with respect to the system size, which limits the
method to only small systems with 20 electrons or less. Albeit with improvements made by
selective CI methods[16], the applicabilities of FCI and its variants in large scale systems are
still highly limited, and one needs to apply approximations to describe excited states.

One type of approximate excited state approach is based on CI, including truncated
CI as well as the complete active space self-consistent field (CASSCF) method and its CI-
based (MRCI)[17] and perturbative (CASPT2)[1] extensions. Excited states can be obtained
by either solving the interior eigenstates of the truncated CI Hamiltonian or by performing
state-averaged calculations in CASSCF. CASSCF-based methods are among the most robust
available and have the advantage of systematic convergence via expansions of the active
space, but they su↵er from the need for state-averaging and combinatorially growing costs.
More recent methods o↵ering systematic convergence include full configuration interaction
quantum Monte Carlo (FCI-QMC) [18, 19] and the density matrix renormalization group
(DMRG) [20, 21], although these also have combinatorially growing costs in general.

Linear Response / Equation of Motion

Another approach to excited states is to apply linear response (LR) or equation-of-motion
(EOM) theory. In LR or EOM, excited states are built using linear combinations of an
approximate ground state wave function ansatz’s first derivatives. Depending on the specific
form of the ground state wave function, LR/EOM methods admit di↵erent formulations as
well. Taking the HF wave function for example, its first order derivatives with respect to
the ith occupied to ath unoccupied orbital rotation parameter ,

@ | HFi

@ia
= | a

i
i (1.27)

one immediately sees that these first derivatives are singly excited determinants. Excited
states can be obtained by projecting and diagonalizing the Hamiltonian in the first deriva-
tive basis. The LR/EOM approach based on HF wave function is called the configuration
interaction singles (CIS) or time-dependent Hartree-Fock (TDHF)[22].

Besides CIS, LR/EOM based methods also include the time-dependent density functional
theory (TDDFT),[22] equation-of-motion coupled cluster with singles and doubles (EOM-
CCSD),[23] and linear-response DMRG[24], depending on the choice of the ground state
wave function. These methods typically have more favorable cost-scalings than those based
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on CASSCF, allowing them to reach larger molecules, therefore they are routinely used to
study medium to large size molecular systems.

In most cases, we are only interested in the relative properties of the excited states
with respect to the ground state, such as the excitation energy and the transition dipole
moment of excited states. These quantities depend on the accuracy of both excited state
and ground state. Therefore, obtaining a balanced description for these two states is of
great importance. However, LR and EOM based methods often su↵er from a bias in favor
of the ground state.[25] For example, in CIS, the LR space contains the freedom to shape
the excitation’s orbital, but cannot achieve the second-order e↵ect of relaxing the shapes of
other orbitals in the presence of the excitation. This lack of orbital relaxation is perhaps
in practice the most common and important source of ground state bias, showing up also
in EOM-CCSD in the case of doubly excited states (for which EOM-CCSD has no triples
to use to couple in relaxation in the way it can via its doubles for singly excited states).
Consequently, the predicted excitation energy are usually overestimated. One notoriously
hard problem for LR is the controversial 21Ag excited state in trans-Butadiene[26, 27]. Such
a low-lying excited state contributes significantly to photodynamics, but its double excitation
character prevents the applications using low order reference states for LR methods.

The limitations of the LR/EOM based methods are mainly due to their perturbative
nature. As we shall show rigorously in Chapter 3, the excited states of EOM/LR are found
through the response of the ground state due to a time-dependent perturbation. Hence, it be-
comes intuitive to picture that when certain excited states are far away from the ground state
so that they do not or only partially live in the ground state perturbative space, EOM/LR
methods become unreliable. Doubly excited states are notoriously hard to describe by CIS
and EOM-CCSD since they do not live in the perturbative space of a single determinant and
only partially live in such space of the CCSD wave function.

Many-Body Perturbation Theory and the GW Approximation

Instead of CASSCF based or LR/EOM based methods, many-body perturbation theory
(MBPT) in the form of GW[28] and Bethe-Salpeter equation (BSE)[29] are the most success-
ful[30] methods used to study charged and neutral electronic excitations in solids. Properties
including quasi-particle band structures, optical spectra, and even dynamical properties such
as excited state life time have been predicted accurately with MBPT, especially for sp bonded
semi-conductors, conventional band insulators, and semi-metals. However, there still remain
many materials of great technological interest, especially within the transition metal oxides
such as Mott insulators[31], whose low-energy excitations are poorly described by density
functional theory (DFT)[8] and MBPT.

Although MBPT does not need rely on input from DFT, some of its most widely used
practical incarnations (e.g. G0W0) assume a zeroth order picture in which electronic excita-
tions are simple particle-hole transitions between the one-particle eigenstates of Kohn-Sham
DFT with transition energies given by di↵erences between these Kohn-Sham orbitals’ en-
ergies. In this picture, the lowest excited state corresponds to a single open-shell Slater
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determinant in which one electron has been promoted from the valence band maximum
(VBM) orbital to the conduction band minimum (CBM) orbital. Although the DFT orbital
energy di↵erence is known to underestimate the corresponding band gap, [30, 32] this zeroth
order picture is nonetheless quite close to reality when solids like diamond and silicon are
treated with standard LDA [33] or GGA [34] density functionals. In these situations, the
DFT orbitals closely resemble the excited electron and hole states and the orbital energy dif-
ferences, although not perfect, are close enough to reality that MBPT variants that perturb
around them can be quite accurate. [35]

The story can be strikingly di↵erent when a solid/functional pairing produces one-particle
states that di↵er significantly from the true electron and hole states and/or the orbital energy
di↵erences stray too far from reality. For example, zinc oxide represents a traditionally
challenging case for MBPT. It has been shown that the G0W0 quasi-particle gap is extremely
di�cult to converge[36]. Even though the gap predictions could be improved by using hybrid
functionals [37, 38], the sensitivity of the results to the fraction of exact exchange and the
degree of self-consistency that is sought in the GW equations puts MBPT’s reliability in
question.

As we see, although the current approaches for excited states have been quite successful
in both molecules and solids, there is still room for the development of new methods that
are free from the major disadvantages of the current methods. One of the main drawbacks
of both LR/EOM and MBPT method is their perturbative nature. In molecules, LR/EOM
methods build excited states in the perturbative space of the ground state. In solids, MBPT
makes perturbations around a zeroth order picture in which excitations are simple particle-
hole transitions. It is the breakdown of the perturbation assumptions that results in the
aforementioned challenging examples of these methods.

Excited State Variational Principle

One way of modeling excited states without relying on perturbation theory is through excited
state variational principles. This includes the early work done by Messmer[39] for harmonic
oscillators and the Harmonic Davidson algorithm applied by Chan and co-workers[40] with
DMRG. The underlying idea of excited state variational principle is to optimize a functional
of approximate wave function ansatzes whose global minimum corresponds to the excited
state of interest. The main of advantage of the excited state variational principle is its
non-perturbative nature. In other words, instead of finding excited states by making small
changes to the ground state, it tries to target excited states with the full flexibility of the
ansatz. Therefore, it should yield more accurate predictions in cases where LR/EOM based
methods perform poorly.

The focus of this thesis is a newly developed excited state variational principle[41] and its
applications in modeling excited states. The method introduces a functional whose global
minimum corresponds to an excited eigenstate.[41] With e�cient quantum Monte Carlo
(QMC)[7] algorithm to evaluate and optimize it and its independence of boundary conditions,
this method is capable of describing excited states in both molecules and solids in a non-
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perturbative way. Consequently, it does not su↵er from the breakdown of perturbation theory
as in LR/EOM and MBPT approaches. Furthermore, although the focus of this thesis is
electronically excited states, the applicability of this new excited state variational principle
is not limited to electronic excitations. With the ability to target interior eigenstates of
arbitrary Hamiltonians, this method could also be applied to study vibrational and rotational
excited states.

Targeting excited states with this new excited state variational principle requires user
to optimize both linear and nonlinear parameters in approximate wave function ansatzes.
Therefore the optimization algorithm is as important as the variational principle itself. As we
will show, the commonly used energy optimization techniques in QMC: the linear method
(LM)[42, 43, 44, 45] could be trivially adjusted to optimize excited states, with no addi-
tional cost. The LM method can be regarded as quasi Newton-Raphson (NR) minimization
algorithm with an approximate Hessian matrix. In a variety of di↵erent applications, the
performance of the LM method is as robust as the exact NR algorithm[44], although the
former needs not to compute second-order derivatives explicitly.

Although the LM method is e↵ective to optimize a small number of parameters, it su↵ers
from fatal problems. Since it needs to construct the Hamiltonian and overlap matrices in the
full parameter basis stochastically, every matrix element needs to be updated at each Monte
Carlo sampling, and on each CPU process. This ine�cient updating operation needs to be
performed for millions of times on each process and slows down the program dramatically.
Furthermore, once the matrix dimension becomes large (exceed a few thousand), the amount
of memories required to store these matrices becomes too large to fit in memory. However, in
strongly correlated systems, such as transition metal oxides with metal-insulator transition,
tens of thousands of parameters are needed to achieve quantitative accuracy. The accelerated
gradient descent approach developed by Booth[46] is an e↵ective solution to the memory
bottleneck of LM in determinant space. Similar techniques have been introduced to real-
space QMC recently[47]. Although these methods consume significantly less amount of
memory comparing to LM, they are also less e↵ective in optimizing highly non-linear wave
function parameters, such as orbital rotation parameters[47] and Jastrow factors[48].

In order to address the memory bottleneck without losing the e↵ectiveness of LM, I will
discuss the blocked LM (BLM)[49]. BLM separates the variable space into blocks, within
each of which we estimate a small number of important update directions that can be used
to construct a relatively small LM eigenvalue problem. As demonstrated in a various of dif-
ferent cases, this method drastically reduces the memory requirements without significantly
a↵ecting the accuracy of the optimization.
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1.8 Outline

Chapter 2

In Chapter 2, we will introduce a new excited state variational principle and its evaluation
and optimization with VMC algorithm. We will implement this method with two wave
function ansatzes in Fock space and in real space. In order to show its predictive power,
we compute excitation energies of various small molecules with low lying doubly excited
states. Both in Fock space and real space, this new excited state variational principle yields
order-of-magnitude of improvements over the state-of-art LR/EOM methods.

Chapter 3

In Chapter 3, we slightly change our focus to the LR/EOM based excited state methods. We
will derive the LR/EOM theory based on the time-dependent Schrödinger’s equation and
discuss its implementation using VMC and the same wave function used in Chapter 2. We
illustrate the accuracy of EOM-VMC method by comparing it with CIS and EOM-CCSD,
and present numerical results of single and double excitations for a variety of di↵erent small
molecules. The comparison of Chapter 2 and 3 will paint a clear picture of the advantages
and disadvantages of both the new excited state variational principle and the LR/EOM
methods.

Chapter 4

In Chapter 4, we will present further applications of this new excited state variational princi-
ple in terms of optical band gap predictions in real solids. We will start with a brief overview
of MPBT method in the form of G0W0 approximation. Then we discuss how we construct
the wave function for the exciton, along with techniques we used to address finite size e↵ects.
After showing the predicted optical gaps for a wide range of solids, we take zinc oxide as an
example to provide insights into the MBPT methods.

Chapter 5

In Chapter 5, we describe how we address a fatal memory bottleneck in the standard VMC
LM optimizer by introducing the BLM method. We will also present numerical examples
showing that the excitation energy of a Mott-insulating hydrogen ring could be systematically
converged with tens of thousands of wave function parameters.

Chapter 6

In this last chapter, we conclude our discussion with a summary of the current progresses
and future research directions of the approach.
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Chapter 2

A New Excited State Variational
Principle

2.1 Introduction

In this chapter I will explore a new excited state variational principle. In fact, there is no
unique form of the excited state variational principle and di↵erent formulations have been
studied before. Messmer and co-workers[39] tried to target the excited states of harmonic
and anharmonic oscillators by minimizing the distance between the trial wave function and
targeted eigenstate with a specific energy. Similar formulation has been used in recent years
by Troy Van Voorhis[50] with ab initio Hamiltonian and single-determinant wave function.
Chan and co-workers[40] applied the Harmonic Davidson formulation, which is a powerful
tool in mathematics used to find interior eigenstate of a matrix, and targeted excited states
with DMRG.

Although the results of the previous studies are promising, their applicabilities are also
limited by di↵erent types of problems. Firstly, owing to the prohibitively high computational
cost, the deterministic evaluation of the formulation applied by Messmer and Van Voorhis is
only applicable to simple Hamiltonians such as the harmonic oscillator, or uncorrelated sin-
gle determinant wave functions for ab initio Hamiltonian. Secondly, the Harmonic Davidson
algorithm utilized by Chan is limited only to linear wave function parameters. Consider-
ing the fact that almost every single widely used wave function ansatz contains nonlinear
parameters, the flexibility of a wave function ansatz can never be fully explored without a
formulation that could optimize both linear and nonlinear parameters.

Both of the aforementioned limitations could be fixed by the new excited state variational
principle. We will use a formulation that is similar to the one used by Messmer. We
shall demonstrate that although it is unclear whether there exists an e�cient deterministic
algorithm to evaluate this formula, its evaluation does admit an e�cient stochastic algorithm
through VMC. Combined with VMC’s state-of-art optimizer, this approach could optimize
both linear and nonlinear parameters. These two properties, along with the fact that the
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method is independent of boundary conditions and the underlying basis, make the method
a very promising candidate for the description of excited states in gas and condensed phase.

We begin our discussion with a overview of the ground state variational principle and
point out its unique importance in electronic structure theory. We then present a new
variational method consisting of two parts: first, a function ⌦[ ] whose global minimum is an
excited eigenstate, and second, a method for evaluating and minimizing ⌦ whose cost scales
polynomially for a wide class of approximate wave functions. We will begin by proving that
⌦ has the necessary properties to be the basis of an excited state variational principle, after
which we detail our method for minimizing it. During this discussion, we will explain which
wave functions are compatible with the approach and introduce two specific wave functions
that will be used in this thesis. We will also discuss the method’s general applicability
in molecules and solids. Finally, we will present numerical examples that demonstrate the
method’s potential both in Hilbert space and in real space.

2.2 Ground Variational Principle

The ground state variational principle applies the energy functional[2]:

E[ ] =

D
 |Ĥ| 

E

h | i
(2.1)

If we write the exact ansatz as a linear combination of all eigenstates of H, | ei =
P

i
ci |ii,

this functional becomes:
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in which E0 is the exact ground state energy.
The above proof shows that the global minimum of the energy functional corresponds to

the exact ground state, given the exact wave function ansatz. For an approximate ansatz,
searching for the global minimum of the energy functional in the ansatzes’ parameter space
would yield the most optimal approximate ground state wave function.

The ground state variational principle is of great importance in the field of electronic
structure theory. By taking | i as a single determinant in Equation 2.1 and variationally
optimizing the orbitals of the determinant, one gets the Roothann’s equation of Hartree-
Fock. Even though HF is not a quantitatively accurate method on its own, it is the first
step of many highly accurate state-of-art quantum chemistry methods such as Moller-Plesset
perturbation method (MP), CC methods, CASSCF, MRCI, QMC, and DMRG.

The success of DFT also relies on the ground state variational principle. The foundation
of DFT, the Hohenberg-Kohn theory, which establishes the one-to-one mapping between
the electron density and the external potential, is proved by the ground state variational
principle. Furthermore, the KS equation of DFT is also derived by recasting Equation 2.1
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into a search over densities of single determinant that give the lowest energy. Given the
fact that DFT and many post-DFT methods such as GW and dynamical mean-field theory
(DMFT)[51] are routinely used in chemistry, physics, and materials science, their successes
would not be possible without the ground state variational principle.

2.3 Excited State Variational Principle

For excited states, we employ the functional,[41]

⌦[ ] =

D
 |(! � Ĥ)| 

E

D
 |(! � Ĥ)2| 

E =
! � E

(! � E)2 + �2
(2.3)

where �2 =
D
 |(Ĥ � E)2| 

E
/ h | i is the variance and the energy shift ! is assumed

to be placed in between distinct eigenvalues of Ĥ in order to target the eigenstate whose
energy is immediately above it. Assuming real numbers for brevity, we proceed to prove
that this eigenstate is the global minimum of ⌦ as follows. First, as in the ground state
variational principle, we write an exact ansatz as a linear combination of all eigenstates of
Ĥ, | ei =

P
i
ci |ii, and rewrite ⌦ in terms of Ĥ’s eigenvalues.

⌦(~c) =

P
i
c
2

i
(! � Ei)P

i
c
2

i
(! � Ei)2

(2.4)

Di↵erentiating with respect to the elements of ~c, we see that ~c is a stationary point (SP)
if and only if

0 = ci(! � Ei)(1� (! � Ei)⌦) 8i (2.5)

Recalling that ! is assumed to be distinct from any of Ĥ’s eigenvalues, we see that ~c cannot
be a SP if any two of its elements that correspond to distinct Hamiltonian eigenvalues are
nonzero, as this would prevent (1 � (! � Ei)⌦) from vanishing for both of them. In other
words, | ei cannot be a SP of ⌦ unless the nonzero values in ~c all correspond to one (possibly
degenerate) eigenvalue of Ĥ. As the eigenstates of Ĥ are clearly SPs of ⌦(~c), we see that
| ei is a SP if and only if it is an eigenstate. At one of these SPs, ⌦(~c) thus simplifies to
1/(! � Ei) and takes on negative values for SPs with Ei > !. The global minimum (i.e.,

most negative value) of ⌦~(c) therefore corresponds to the SP with Ei immediately above !,
as this maximizes the magnitude of 1/(! � Ei) while keeping its sign negative. (Note that
this directionality, i.e. that we target the state above !, is in our view the key di↵erence

between ⌦( ) and the related, nondirectional �̃(2)

x =
D
 |(! � Ĥ)2| 

E
form considered by

Messmer[39]). As | ei can describe any state in Hilbert space, this value will be less than or
equal to that of any approximate ansatz, thus achieving the variational property we desire.
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Note that this proof requires no assumption about the system’s boundary conditions, and
so this variational principle has the potential to be applied to periodic systems as well as
to molecules, for example to calculate band gaps by optimizing the wave function of the
eigenstate at the bottom of the conduction band in a semiconductor.

2.4 Evaluation of ⌦

While formally interesting, the mere existence of a variational function for excited states
is not useful without an e�cient way to evaluate and minimize it. Indeed, the presence of
H

2 makes the straightforward evaluation of ⌦ drastically more expensive than the ground
state function E, which is why studies that have worked implicitly with this function in
the past[40, 52] have, to the best of our knowledge, always approximated this term (see
discussion of harmonic Ritz methods below). As is done in variance evaluation[53] (and
also by Booth and Chan,[54] but in a projector context) we avoid explicitly squaring Ĥ by
resolving identities via complete sums over states,

⌦[ ] =

P
m
h |mi

D
m|(! � Ĥ)| 

E

P
m

D
 |(! � Ĥ)|m

ED
m|(! � Ĥ)| 

E (2.6)

We may evaluate this sum (up to a controllable statistical uncertainty that obeys the zero
variance principle) through Monte Carlo integration as,

⌦MC [ ] =

P
m2⇠ WmP

m2⇠ |Wm|
2
, Wm ⌘

D
m|(! � Ĥ)| 

E

hm| i
(2.7)

where the elements of ⇠ are sampled from | hm| i |2 via a Metropolis walk (note that the nor-
malization constants for numerator and denominator cancel and that we have corrected for
the ratio-of-mean bias using Tin’s modified ratio estimator[55]). Thus, any ansatz admitting
e�cient evaluations for Wm will be compatible with our approach. This includes the wide
class of wave functions already used in ground state VMC for molecules and solids, such as
Slater-Jastrow (SJ)[7], multi-Slater-Jastrow (MSJ)[56], the Jastrow antisymmetric geminal
power (JAGP)[57, 58, 59, 60, 61, 62], and in principle even matrix product states[63, 64].
Moreover, the method is applicable to both real space, in which case m is a position vector,
and Fock space, in which case m is an occupation number vector.

We need to point out that the denominator of ⌦ is similar to the variance �2 of the
local energy. A naive evaluation of it can have infinite uncertainty[65], resulting in poor
convergence behaviors in optimizations. This is because of the vanishing denominator of
Wm in Equation 2.7 at the nodes of the wave function. To avoid this problem, instead of
drawing samples directly from | (R)|2, one could draw samples from a modified nodeless
guiding function | G(R)|2[66, 67]. Such nodeless guiding functions have been demonstrated
to reduce the statistical uncertainties of the variance[67].
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2.5 Optimization of ⌦

We now demonstrate that ⌦[ ] could be optimized by a generalization of the ground state
linear method (LM)[43]. Performing a linear expansion of | i with respect to its variational
parameters ~u,

| i !
X

i

ai

�� i
↵

�� 0
↵
⌘ | i ,

�� i
↵
⌘ @ | i /@ui

(2.8)

we plug | i in Equation 2.8 into Equation 2.3 and find,

⌦[ ] =

P
ij=0

aiaj h i
|! �H| j

i
P

ij=0
aiaj h i|(! �H)2| ji

(2.9)

We then take derivative with respect to ai and set it to be zero, and we arrive at the
generalized eigenproblem

X

j

h i
|[(! �H)� �(! �H)2]| j

i

h | i
aj =

X

j

H̃ijaj � �S̃ijaj = 0 (2.10)

in which we have defined the generalized Hamiltonian and overlap matrices as,

H̃ij =
h i

|(! �H)| j
i

h | i

S̃ij =
h i

|(! �H)2| j
i

h | i

(2.11)

Assuming we were already near the minimum, in which case all ~a elements except a0 will
be small, then we may use ~a to update ~u through a reverse Taylor expansion exactly as in
the ground state LM,

ui  ui + ai/a0 (2.12)

In practice, we may shift the eigenproblem[43, 45] to ensure this assumption is valid even
when far from the minimum. The Hamiltonian matrix is shifted as[68],

H̃ ! H̃ + ↵A+ �B (2.13)

in which the A matrix is defined as,

Aij = �ij(1� �i0) (2.14)

This shift is called the “identity” shift. The identity shift raises the ⌦ value along each wave
function derivative direction while keeping the current wave function | i = | 0

i unchanged.
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While the identity shift itself could be very e↵ective in many cases, it could struggle if
the wave function first derivative vector have significantly di↵erent norms. In other words,
it is entirely possible that changing one “steep” parameter by a small amount would lead to
drastic change in the ⌦ value while doing the same for a “gentle” parameter only changes
⌦ modestly. Therefore, it is unfair to shift each parameter by the same amount, as done by
the identity shift.

In order to address this problem, we introduce the “overlap” B shift. The B matrix is
defined as,

Qij = �ij � �i0(1� �j0)S̃0j

Tij = (1� �i0�j0)[Q
T
S̃Q]

B = (QT )�1
TQ

�1

(2.15)

in which Q transforms into a basis in which all update directions are orthogonal to the
current wave function. T is the overlap matrix in this basis with its first elements zeroed out
so that the current wave function is not shifted. Finally, (QT )�1 and Q

�1 transform back to
the original basis.

The shifting technique is essentially a trust region method: it would force the optimizer
make small changes to the wave function parameters so that the first order Taylor expansion
is valid. This linearize, diagonalize, and update procedure may be iterated to convergence
in the same manner as Newton’s method, allowing us to optimize the ansatz’s linear and
nonlinear parameters variationally via the minimization of ⌦.

As the matrix elements for the eigenproblem can be evaluated through the same stochastic
identity resolution as described above,

D
 i

|! � Ĥ| j

E

h | i
=
X

m

| h |mi |2

h | i

h i
|mi

h |mi

D
m|! � Ĥ| j

E

hm| i

⇡

X

m2⇠

h i
|mi

h |mi

D
m|! � Ĥ| j

E

hm| i
D
 i

|(! � Ĥ)2| j

E

h | i
=
X

m

| h |mi |2

h | i

D
 i

|! � Ĥ|m

E

h |mi

D
m|! � Ĥ| j

E

hm| i

⇡

X

m2⇠

D
 i

|! � Ĥ|m

E

h |mi

D
m|! � Ĥ| j

E

hm| i

(2.16)

we arrive at a full-fledged and e�cient method for the evaluation and minimization of ⌦ for
any ansatz that can be e�ciently used with the ground state LM in either molecules or solids.
The precise cost scaling will of course depend on the choice of  , with examples including
NsN

3

e
for real space SJ and JAGP and NsN

4

e
for Hilbert space JAGP, where Ns and Ne
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are the number of samples and electrons, respectively, both of which will grow linearly with
system size.

Note the similarity of this eigenvalue equation to the harmonic Davidson equation that
arises in applications[40, 52, 69, 70] of the harmonic Ritz principle[71, 72] for targeting
interior eigenvalues of a matrix. In fact, some of these approaches[40, 52] appear to have
been minimizing an approximation to ⌦ with respect to linear parameters, in which PH

2
P

was approximated by PHPHP , where P is the projector into the subspace corresponding
to the linear parameters in question. Except for its controllable statistical uncertainty, the
present approach makes no approximation when evaluating ⌦ and can optimize both linear
and nonlinear parameters.

2.6 Wave Function Ansatzes

As an ansatz based method, choosing the most appropriate wave function ansatz is one of
the most important steps in obtaining accurate predictions to excited states. As discussed in
the previous chapters, a wide range of di↵erent ansatzes could be used in VMC. In general,
an ansatz is compatible with VMC as long as the the local quantities such as Wm in Equation
2.7 could be evaluated e�ciently. One of the main advantages of the Jastrow based ansatzes
in real space VMC is that the electron-electron and electron-nucleus cusp conditions can
be trivially satisfied, a property that conventional quantum chemistry ansatz such as CC
does not process. In addition, the development of MSJ and JAGP ansatzes facilitate our
understanding of strongly correlated systems, such as Hubbard model, bond breaking, Van-
der Waals interactions, and metal-insulator transition.

Furthermore, VMC is not the only place that would benefit from an accurate wave
function ansatz. As one of the most accurate electronic structure methods, di↵usion Monte
Carlo (DMC) takes the excited state nodal surface of optimized VMC wave function as
input. Since the only error in DMC comes from the error of the trial wave function’s nodal
surface, obtaining more accurate wave functions on the VMC side would greatly improve the
accuracy of DMC. We will use two commonly used wave function ansatzes in this chapter:
the Jastrow antisymmetric geminal power (JAGP) and multi-Slater Jastrow (MSJ).

The JAGP Ansatz

The JAGP ansatz in orbital space is defined as:

| JAGPi = exp
⇣
Ĵ

⌘
| AGPi (2.17)

| AGPi =

 
X

rs

Frsa
†
r
a
†
s

!N/2

|0i (2.18)

Ĵ =
X

pq

J
↵↵

pq
n̂pn̂q +

X

pq

J
��

pq
n̂pn̂q +

X

pq

J
↵�

pq
n̂pn̂q (2.19)
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where N/2 is the number of ↵ (and �) electrons, unbarred and barred indices represent alpha
and beta orbitals, respectively, n̂p and a

†
p
are the number and creation operator for the pth

↵ orbital in the orthonormal orbital basis, and |0i is the vacuum.
Although the AGP part on its own is already a highly multi-referenced wave function, it

su↵ers from a severe size-consistency problem resulting from the fact that only one geminal
(
P

rs
Frsa

†
r
a
†
s
) is used and repeated, creating nonphysical charge fluctuations by placing 4 or

more electrons in a single bond.
These nonphysical charge transfer can be eliminated by the number counting Jastrow

factor defined in Equation 2.19. As showed before, such a Jastrow factor is able to control the
number of electrons in certain region in space and deletes the charge transfer terms generated
by AGP[62]. In this way the size inconsistency problem would be solved. In a variety of
di↵erent applications involving multiple bond breaking, strongly correlated transition metal
oxides, and barrier heights, JAGP and its extensions have been demonstrated to yield highly
accurate results.

The MSJ Ansatz

The multi-Slater Jastrow [73, 56] ansatz is:

 (r1, ..., rN) = e
U(r1,...,rN )

X

I

CI�I(r1, ..., rN) (2.20)

where U(r1, ..., rN) is a correlation factor [68]

U(r1, ..., rN) =
X

ip

Vp(rip) +
X

i<j

W (rij) (2.21)

The one-dimensional functions V and W are represented by 10-point cubic B-splines of
the electron-nucleus (rip) and electron-electron (rij) distances. The electron-electron cusp
condition is included in W (rij). Although it is also possible to satisfy the electron-nucleus
cusp condition with Vp(rip), we instead include the cusp condition by using augmented
orbitals [9].

The multi-Slater part of the wave function (
P

I
CI�I(r1, .., rN)) is mainly used to account

for strong correlation e↵ects. It includes a reference determinant, which is usually taken as
the Hartree-Fock determinant, and “excited” determinants in which one or more occupied
orbitals in the reference determinant have been replaced by unoccupied ones. In strongly
correlated systems, high order excitations are required to obtain accurate predictions, and
the resulting multi-Slater expansion would be rather long. However, thanks to the develop-
ment of the table method[74], the multi-Slater expansion could be evaluated e�ciently and
optimizations of tens of thousands of determinant expansions have been reported[74, 49, 66].
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Figure 2.1: ⌦ vs ! for the first two excited states of an H6 ring in the 6-31G basis, where
 JAGP is optimized to minimize ⌦ at each ! value. At bottom right, solid vertical lines show
FCI energies for these two states, while filled and slashed bars show deviations from FCI for
JAGP and EOM-CCSD, respectively (note JAGP’s deviation for state 2 is too small to be
visible). The length-� arrows give graphical confirmation that the ! value that minimizes ⌦
is roughly E � �, as expected from our analysis of Eq. (2.3).

2.7 E↵ects of Finite Variance

As the excited state variational principle is expected to be used with an approximate ansatz
in practice, it is important to consider the consequences of a nonzero value for the variance
�
2 in Equation 2.3. To guide this discussion, we plot in Figure 2.1 the value of ⌦ against the

shift ! for the JAGP applied to the first two excited states of a regular, 1.5 Å-edge-length
H6 hexagon. We first notice that instead of diverging at ! = E as would occur for an exact
ansatz, ⌦ instead has a finite minimum near ! = E�� which is in fact the analytic solution
for the minimum of Equation 2.3 when E and � are held fixed. A direct consequence of this
downward shift of ⌦’s minimums is that the value of ! at which the character of the global
minimum switches states is shifted downward as well, and no longer occurs at the energy of
the lower state. The practical consequence is that the range of ! values that target a given
state (i.e., those for which that state is the global minimum of ⌦) gets shifted downward
due to the nonzero variance of the wave function. Happily, the variance is readily evaluated
in VMC, and so the magnitude of these shifts may be readily estimated and accounted for
when selecting an ! with which to target a state.
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A second consequence of using an approximate rather than exact ansatz is that the
optimized wave function, and thus also its energy, may now depend on the precise choice
of !. In our tests so far, we have observed this energy dependence to be quite small (for
an example, see Figure A.1 in the Appendix), and so the precise choice of ! does not
meaningfully a↵ect our results. This observation can be explained by considering that as
a wave function becomes more accurate, the point in wave function variable space that
minimizes ⌦ must align with the corresponding stationary point for the energy, and as
the energy’s first derivatives are zero at such a point, small changes to the wave function
induced by adjusting ! will have only a very small e↵ect on the energy value. However, in
cases where the wave function approximation is poor, this mechanism will likely break down,
and a strong dependence of the energy on ! may arise. Such a issue could be eliminated
by the “updating !” techniques[75] developed in recent years. This method automatically
optimizes ! alongside the wave function so as to minimize ⌦, thus it removes ! as a free
parameter and prevents the user for adjusting it to select a desired result.

2.8 Numerical Results

Symmetry Breaking

Other consequences of using an approximate ansatz include the possibility of symmetry
breaking, as occurs in ground state variational methods, and also the loss of orthogonality
between the approximate eigenstates. If desired, these issues can be addressed by performing
a configuration interaction between the optimized wave functions, which is trivial to perform
within VMC for any ansatzes that may be e�ciently optimized via ⌦. Note that we only
observed symmetry breaking in the case of CH2’s fifth and sixth excited states, for which
we report the energies after a 2 state rediagonalization. Finally, note that all the e↵ects of
using an approximate ansatz may be systematically eliminated by increasing the ansatz’s
flexibility, ensuring the same systematically improvable accuracy that makes the ground
state variational principle so powerful.

Di↵erence Between Optimizing E and ⌦

Before presenting results, we should also point out an important di↵erence between optimiz-
ing E and ⌦. Using ⌦, the quality of the wave function depends strongly on both the value
of its energy and its variance, as they are both important for shrinking the magnitude of the
denominator in Equation 2.3. ⌦ minimization thus has as much in common with variance
minimization[53] as it does with pure energy minimization. Therefore, just as it is biased (in
some cases[76] by 0.5 eV) to take an energy di↵erence between states when one is optimized
for �2 and the other for E, it would be biased to take such a di↵erence between states when
one was optimized for E and the other for ⌦. For this reason, we report results solely for
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wave functions optimized via ⌦, even when energy minimization is possible due to a state
being the ground state or the lowest in its symmetry.

Results in Fock space

As a demonstration in Fock space, we applied the method to optimize the Hilbert space
JAGP[61] for singlet excited states in an H6 ring (Figure 2.1), CH2 (Figure 2.2), and C2

(Figure 2.3). In CH2, the two doubly excited states are absent in CIS due to HF’s limited
LR space and are treated poorly by EOM-CCSD. While CCSD’s LR space contains doubles,
it lacks the triples necessary to describe the orbital relaxations that should accompany the
excitation. Although JAGP’s LR space also lacks triples, which becomes clear when one
considers that its Jastrow factor can be written as a constrained CC doubles operator,[77,
78] it agrees much better with full CI (FCI)[79], because the variational minimization of ⌦
explores regions of parameter space beyond the LR regime.

The excited states of H6 are even more challenging, each having 12 or more normalized
FCI coe�cients above 0.1 as compared to 8 or fewer for CH2. Nonetheless, the same pattern
emerges: large errors in EOM-CCSD are reduced by an order of magnitude in variationally
optimized JAGP. We should stress that multi-reference perturbation theory is preferred over
EOM-CCSD for double excitations, and that we compare to EOM-CCSD not because it is a
benchmark, but because it is among the most reliable polynomial cost methods in wide use.

C2 provides further evidence of JAGP’s superiority to EOM-CCSD for double excitations
while also revealing the limits of the ansatz’s flexibility. While JAGP delivers 0.1 eV accuracy
versus FCI for excited states 1, 2, 4, and 5, it shows an error almost as large as EOM-CCSD
for state 3, a complicated excitation involving four di↵erent electrons in a mixture of double
excitations. Moreover, JAGP’s accuracy (and that of EOM-CCSD for the single excitations)
is more dependent on error cancellation in this case, as seen in the total energy data provided
in the Appendix. This raises the important point that, just like selecting a ground state
ansatz to be balanced at, say, both equilibrium and stretched geometries, it is important in
the present approach to select an ansatz that is not obviously unbalanced for the di↵erent
excited states involved.

Results in Real Space

To show the method’s systematic improvability and compatibility with a real space Monte
Carlo walk, we have also treated C2 with a MSJ ansatz consisting of short configuration state
function (CSF) expansions and spline-based 1- and 2-body Jastrow factors (Figure 2.4). For
each state, we selected CSFs with coe�cients above a given threshold from a complete active
space (CAS) wave function, leading to fewer than 10 (65) CSFs per state for a threshold
of0.1 (0.01). Under variational optimization (with the random walk now in real space), the
worst-case MSJ excitation energy error is found to drop from 0.3 to 0.1 eV upon lowering
the threshold, as expected for a systematically improvable method. As a benchmark we use
Davidson-corrected multireference CI (MRCI+Q) in a triple-⇣ basis, which for excited state
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Figure 2.2: Singlet excitations for CH2 in a STO-3G basis. Lines mark ! values. Asterisks
mark doubly excited states. Note that the 5th and 6th states’ energies are reported after
the symmetry-restoring 2x2 re-diagonalization.
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Figure 2.3: Singlet excitations for C2 in a 6-31G basis. Asterisks mark doubly excited states.

5 (the 1⌃+

g
state) is within 0.03 eV of the recent quadruple-⇣ DMRG[80] and FCIQMC[81]

benchmarks. Significantly, our MSJ result for this state (2.57 eV) is within 0.1 eV of these
benchmarks (2.47 eV) and cc-pVTZ auxiliary field results (2.65 eV),[82] despite containing
fewer than 100 variational parameters, compared to more than 4,000 in EOM-CCSD, millions
in DMRG, and 2,000 in the FCIQMC trial function. This success, along with MSJ’s high
accuracy for C2’s other excited states, demonstrates the advantage of optimizing an ansatz
directly and variationally for an individual excited state.
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mark doubly excited states.
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2.9 Conclusions

In this chapter, we have introduced a new excited state variational principle. It consists of two
parts 1)a function ⌦ whose global minimum can be tuned to target individual excited states
2)a Monte Carlo method for the e�cient, variational optimization of this function at polyno-
mial cost with a wide range of approximate wave functions. We have also discussed necessary
numerical techniques such as trust radius method used to stabilize the optimization. We also
have addressed problems of using approximate wave function ansatzes, symmetry breaking,
and dependence of the optimized energy on pre-choosen parameters.

Having laid out the theoretical basics of the new excited state variational principe, we im-
plemented it with two di↵erent wave functions: JAGP in Fock space and MSJ in real space.
In demonstrations on three molecules with low-lying doubly excited states, the method’s
ability to explore an ansatz’s full variational freedom allows for drastic improvements in ac-
curacy compared to linear response theories such as EOM-CCSD, which is among the most
reliable polynomial-cost methods for excited states in chemistry (of course, when a↵ordable,
exponentially scaling multireference methods are preferred). Further, we have shown that
for the notoriously di�cult double excitations of the carbon dimer, variational optimization
allows a very modest multi-Slater Jastrow expansion to achieve accuracies on par with the
much more cumbersome DMRG and FCIQMC benchmarks. Given the importance of dou-
ble excitations in light harvesting and excited state absorption experiments, the method’s
compatibility with periodic boundary conditions and thus the solid state, its systematically
improvable nature, and its strong similarities to the ground state variational principle, we
look forward to its further development and application.
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Chapter 3

Equation of Motion Variational
Monte Carlo Excited State Theory

3.1 Introduction

Having introduced the new excited state variational principle in last chapter, we turn our
attention to a di↵erent VMC excited state approach in this chapter: the equation-of-motion
variational Monte Carlo (EOM-VMC) excited state theory. Like other EOM/LR based
excited state methods, EOM-VMC builds excited state approximations using linear combi-
nations of an approximate ground state ansatz’s first derivatives. Therefore, it inherits both
the advantages and limitations of EOM/LR. As we shall see, the excitation energy of EOM-
VMC is generally less accurate than that of the excited variational principle using the same
wave function ansatz. The inaccuracy of LR/EOM could be attributed to its perturbative
nature. Namely, LR/EOM tries to find excited states in the perturbative space of the ground
state. For a highly compact wave function ansatz, such as single determinant, CCSD, and
JAGP, its perturbative space is usually limited. Consequently, if the state of interest does
not live in such space, or only partially live in such space, LR/EOM based method could
become highly inaccurate, if not impossible.

One of the well known failure of EOM/LR are doubly excited states. As mentioned
in the introduction, EOM-RHF (CIS) is incapable of describing such states, since the first
derivative space of a single determinant only contains single excitations. Even though the
first derivative space of CCSD wave function contains doubles, the performance of EOM-
CCSD in terms of doubly excited states is often poor. The main reason is that the triple
excitation contributions, which are needed for a double excitation to relax its orbitals, are
missing in the first derivative space of CCSD.

With the limitations of EOM/LR based excited state methods, one may raise the question
that what is point of studying these methods other than showing the superiority of the state
specific method? One should note that although the EOM/LR based methods are in general
less accurate, they are significantly more e�cient than state specific methods. While the



CHAPTER 3. EQUATION OF MOTION VARIATIONAL MONTE CARLO EXCITED
STATE THEORY 31

latter needs to target excited state once at a time, the former yield the entire spectrum (or
a large part of the spectrum) with a single calculation. Furthermore, albeit its failure on
double excitations, EOM-CCSD is considered as one of the most accurate method for singly
excited states. Even though CIS lacks quantitative accuracy, it does o↵er a cheap way to
obtain qualitatively correct predictions to single excitations.

EOM/LR based excited state method with wave function ansatzes used in VMC is largely
an unexplored regime. In this chapter we would like to derive the EOM-VMC method and
show its performance with the JAGP wave function. While we limit our investigation in
the current chapter to the JAGP ansatz, we stress that the EOM-VMC formalism itself is
amenable to use with any wave function ansatz to which the VMC linear method [42, 76,
43, 44, 45] optimization is applicable. We thus seek to use the EOM approach as a direct
comparison to the excited state variational approach to illustrate both the limitations and
advantages of EOM excited state theory.

We begin with a review of the EOM formalism as derived from time dependent per-
turbation theory (Section 3.2). We then explain the use of LM technology to evaluate the
EOM Hamiltonian and overlap matrices and discuss why a naive approach to Monte Carlo
sampling can be problematic in this evaluation (Section 3.2). Having laid out the general
formalism, we discuss the nature of the linear response space of the JAGP ansatz (Sections
2.6 and 3.2). We then compare this space to those of restricted Hartree-Fock (RHF) (Section
3.2) and CCSD (Section 3.2) to help illuminate the di↵erences between EOM-JAGP, CIS,
and EOM-CCSD, after which we conclude our theoretical analysis by discussing the origin
and prevalence of ground-state bias in these methods (Section 3.2). Results are presented
for singlet and triplet excitations in LiH (Section 3.3), H2O (Section 3.3), C2 (Section 3.3),
and a collection of other small molecules (Section 3.3). We conclude (Section 3.4) with a
summary of our findings and comments on the future development of EOM-VMC. In this
chapter, we will be using acronym LR and EOM interchangeably.

3.2 Theory

EOM Linear Response

The general EOM linear response formalism for an approximate ansatz may be derived
by assuming that the e↵ects of a time-dependent perturbation to the Hamiltonian may be
accounted for by adding time-dependent perturbations to the wave function’s variational
parameters. We therefore assume a Hamiltonian and wave function of the form

Ĥ = Ĥ0 + e
�i!t

Ĥ1 (3.1)

| i = e
�iE0t/~ | (~u(t))i (3.2)

~u(t) = ~x0 + e
�i!t

~a (3.3)

E0 = h (~u0)| Ĥ0 | (~u0)i (3.4)
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where Ĥ1 and ~a are assumed to be small, ~u0 are the variational parameter values for this
ansatz’s estimate of the unperturbed ground state, and E0 is the corresponding estimate of
the ground state energy. Using the shorthand notation

�� 0
↵
⌘ | (~u0)i (3.5)

�� k
↵
⌘ [@ | (~u)i /@uk]~u!~u0

(for k > 0) (3.6)

this wave function may be Taylor-expanded as

| i = e
�iE0t/~

 
�� 0
↵
+ e

�i!t
X

k

µk

�� k
↵
+O

�
|~a|

2
�
!
. (3.7)

This expansion may be inserted into the Schrödinger equation i~@| i/@t = Ĥ| i to give

Ĥ1

�� 0
↵
+ (Ĥ0 � E)

X

k

ak

�� k
↵

= e
i!t

⇣
E0 � Ĥ0

⌘ �� 0
↵

(3.8)

where E ⌘ ~! + E0 and we have dropped terms quadratic in the perturbation or smaller.
Assuming the ground state variational principle is satisfied, and thus

⌦
 k
��
⇣
Ĥ0 � E0

⌘ �� 0
↵
= 0, (3.9)

we may project Eq. (3.8) into the span of the ansatz’s first derivatives (i.e. left-project by
h j

|) to obtain

X

k

⌦
 j
�� (Ĥ0 � E)

�� k
↵
ak = �

⌦
 j
�� Ĥ1

�� 0
↵
. (3.10)

Eq. (3.10) is the EOM approximation for the response ~a to a small perturbation exp(�i!t)Ĥ1

to the Hamiltonian. Note that in particular, this approximation gives the resonances, i.e.
the frequencies ! at which the response may be large even for a small perturbation, as the
eigenvalues of the unperturbed Hamiltonian Ĥ0 in the subspace of Hilbert space spanned
by the ansatz’s first derivatives with respect to its variational parameters. In conclusion,
obtaining the EOM estimates of the excitation energies ~! = E�E0 therefore requires only
that the Hamiltonian be diagonalized in this subspace by solving

X

k

h j
|Ĥ0| 

k
iak = E

X

k

h j
| k
iak. (3.11)
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EOM-VMC

While deterministic methods exist to solve Eq. (3.11) for RHF and CCSD (giving the CIS
and EOM-CCSD methods, respectively), a stochastic approach is more e�cient in the case
of wave functions with Jastrow factors like the JAGP. Happily, the matrices involved are
already available in many QMC software packages as they are the same matrices required for
the ground state LM. Here we briefly review how these matrices are estimated stochastically,
and also point out some potential pitfalls when generalizing the methodology for use in EOM.

To obtain our stochastic estimate to Eq. (3.11), we first insert resolutions of the identity,
either in Fock space or real space,

I =
X

~n

|~ni
| h~n|�i |2

| h~n|�i |2
h~n| (3.12)

I =

Z
d~r |~ri

| h~r|�i |2

| h~r|�i |2
h~r| (3.13)

on both sides (note we will work in Fock space but the approach is equally well defined in
real space) to obtain

X

~n

X

j

| h~n|�i |2

h�|�i

| h~n| 0
i |

2

| h~n|�i |2
D

⇤
~n,i

G~n,j µj

= E

X

~n

X

j

| h~n|�i |2

h�|�i

| h~n| 0
i |

2

| h~n|�i |2
D

⇤
~n,i

D~n,j µj

(3.14)

where

D~n,j ⌘
h~n| j

i

h~n| 0i
(3.15)

G~n,j ⌘

D
~n|Ĥ0| j

E

h~n| 0i
(3.16)

and we have introduced the importance sampling function |�i. Eq. (3.14) may be evalu-
ated stochastically by an average on the Monte Carlo sample ⌦ drawn from �’s probability
distribution by a Metropolis-Hastings walk, yielding

X

~n2⌦

X

j

| h~n| 0
i |

2

| h~n|�i |2
D

⇤
~n,i

G~n,j µj

= E

X

~n2⌦

X

j

| h~n| 0
i |

2

| h~n|�i |2
D

⇤
~n,i

D~n,j µj

(3.17)

Thus, so long as a reasonable guiding function � is known and the ratios D~n,j and G~n,j can be
evaluated e�ciently, as is possible for the JAGP [61], then EOM estimates of the excitation
energies may be evaluated for a cost similar to a ground state LM calculation.
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However, while the ground state LM often makes the choice |�i = | 0
i, such a choice can

be pathological in EOM-VMC due to a ground state sampling bias. To make this issue clear,
consider the following simple model. Suppose we have a three-level system with |1i, |2i, and
|3i being its exact eigenstates and we take as our ansatz the full configuration interaction
(FCI) wave function, an arbitrary linear combination of all three states. Next assume that
we have already optimized the ground state perfectly, so | 0

i = |1i. Choosing |�i = | 0
i

would in this case prevent us from sampling the excited states at all, and so our stochastic
estimate for the eigenvalue equation,

✓
0 0
0 0

◆✓
µ2

µ3

◆
= E

✓
0 0
0 0

◆✓
µ2

µ3

◆
, (3.18)

would be useless. While in practice our ground state estimate | 0
i is unlikely to be exact,

using it as the guiding function will be statistically ine�cient, especially in cases when an
excited state has a di↵erent symmetry than the ground state.

In future work it may be profitable to test general solutions to this problem, and indeed
it has been addressed in other work by knowing the basic structure of the excited states of
interest and using a guiding function that is a linear combination of these states [83]. In the
present study, we have avoided sampling pathologies by adding random noise to the ground
state JAGP’s pairing matrix. We find that noise distributed uniformly between -0.1 and 0.1
(when the largest pairing matrix element is 1) is e↵ective.

JAGP’s Linear Response Space

The JAGP ansatz is defined in Equation 2.17. While it has produced highly accurate results
in a number of di�cult molecules, especially upon optimization of its orbital basis [77, 78],
such results have all been obtained through non-linear parameter optimizations targeted
at individual eigenstates. In the present chapter, we seek to determine its e�cacy when
such individual state optimizations are eschewed in favor of an EOM approach. To better
understand what capabilities and limitations to expect in this new use of JAGP, we will
discuss the nature of its linear response space and make formal comparisons to other EOM
methods, namely CIS and EOM-CCSD.

The accuracy of any LR based methods depend on both the number and nature of the
ansatz’s first derivatives. In considering the nature of the JAGP’s wave function derivatives,
we separate them into those for the pairing matrix (F) and Jastrow factor (J) variables.

The AGP by itself is able to create closed-shell and open-shell configurations. Consider
the simple H2 molecule in a minimal basis, noting that rotations of the one-particle basis
will not change the span of the AGP’s first derivatives and that we can analyze its properties
under any rotation that is convenient. If we work in molecular orbital basis, for example,
and label the bonding orbital as 1 and anti-bonding orbital as 2, then the RHF solution,
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encoded in an AGP pairing matrix, is:

Fclosed�shell =

✓
1 0
0 0

◆
(3.19)

in which the nonzero matrix element creates a pair of electrons in the bonding orbital.
Similarly, the HOMO! LUMO singlet open-shell configuration is encoded as:

Fopen�shell =

✓
0 1/

p
2

1/
p
2 0

◆
(3.20)

Clearly, the open-shell pairing matrix can be written as a sum of derivatives of the closed-
shell matrix with respect to its elements, and so we would expect EOM-AGP, like CIS, to
be capable of describing this type of simple excitation.

The derivative of the JAGP with respect to a pairing matrix element is:

@ | JAGPi

@Fpq

= (N/2) exp
⇣
Ĵ

⌘
a
†
p
a
†
q

 
X

rs

Frsa
†
r
a
†
s

!(N/2�1)

(3.21)

which, although more complicated than the simple H2 example, will have a similar physical
meaning when the ground state is dominated by the RHF determinant. In this discussion
we will limit our analysis to this single-reference case, although it would be interesting in
future to investigate how the derivatives change in more multi-configurational settings.

If p and q are both occupied in the ground state, the derivative above will essentially
give the ground state wave function back and little information will be gained about excited
states. If p is occupied but q is empty in the ground state, this derivative will create a p! q

single excitation. If both p and q are empty in the ground state, this derivative will create
a double excitation.

Derivatives with respect to Jastrow factor variables,

@ | JAGPi

@J
↵�

pq

= n̂pn̂q | JAGPi (3.22)

although easy to evaluate, are not so easily analyzed as those for the pairing matrix, in
part because their character is strongly dependent on the one-particle basis chosen for the
number operators. In this work, as in other studies of the Hilbert-space JAGP, this basis is
chosen to be local. Thus Jastrow derivatives produce projections of the ground state wave
function in which two particular local orbitals are guaranteed to be occupied. While many
such projections are no doubt components of excited states, predicting their significance in
EOM-JAGP is not so straightforward. At best, the coupled cluster interpretation [77] of the
Jastrow factor would suggest that such derivatives provide a limited subset of the excitations
present in EOM-CCSD. However, this subset will have been optimized for the purposes of
lowering the ground state energy, and as it is only a small subset, it would be a surprise if
it could reproduce the highly flexible linear response space provided by the coupled cluster
doubles operator.
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Comparison with CIS

CIS, equivalent to EOM-RHF, has a first derivative subspace of size NoccNvir, consisting
exclusively of single excitations out of the RHF determinant. Thus both EOM-JAGP and
CIS have a first derivative space of sizeO (N2), with EOM-JAGP’s being larger by a constant
prefactor. Given that it has a larger EOM subspace, contains RHF as a special case, and has
some potential for treating double excitations, one might expect EOM-JAGP to be strictly
superior to CIS in terms of accuracy in excitation energies. While this appears to be true
in our results for relative excitation energies, it is not always true for absolute excitation
energies due to JAGP’s much stronger ground state bias (see Section 3.2).

Comparison with EOM-CCSD

Like EOM-CCSD, EOM-JAGP has the potential to treat both single and double excitations.
Further, given the presence of double excitations in its EOM subspace, one might expect
JAGP to benefit from the tendency, common in EOM-CCSD, of these excitations to act to
relax the wave function’s orbitals in the presence of a single excitation. However, the double
excitations in EOM-JAGP are much less flexible than in EOM-CCSD, a reality made clear
by a close look at the the CCSD wave function:

| CCSDi = exp
⇣
T̂1 + T̂2

⌘
|RHFi

T̂1 =
X

ia

t
a

i
aia

†
a

T̂2 =
X

i>j,a>b

t
ab

ij
aia

†
a
aja

†
b

(3.23)

From this expression, we can see that derivatives with respect to the cluster amplitudes will
produce an EOM subspace containing NoccNvir single excitations and O (N2

occ
N

2

vir
) double

excitations. Contrast this with EOM-JAGP, where we find only O (N2

vir
) double excitations,

suggesting a great disparity in flexibility with respect to doubles. Beyond sheer number, the
occupied-orbital indexation of the CCSD doubles gives EOM-CCSD direct control of which
occupied orbitals a double excitation is promoted from, whereas the double excitations in
EOM-JAGP are in e↵ect indexed only by their virtual orbitals, creating what we think of as
the “uncontrolled hole” problem in which EOM-JAGP has di�culty ensuring that a double
excitation be promoted from physically reasonable occupied orbitals. In practice, we will
see that these disparities prevent EOM-JAGP from achieving the high accuracy typical of
EOM-CCSD, presumably because they rob it of the ability to carefully relax orbital shapes
in the presence of an excitation, although interestingly their performance is more similar
(although not particularly good) for double excitations.
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Ground State Bias

All EOM-based methods should be expected to su↵er from a bias in favor of the ground state,
and therefore too-high excitation energies, as the initial variational parameters ~x0 have been
optimized for this state in a nonlinear fashion that takes into account interactions between
the e↵ects of di↵erent parameters. Linear response methods, by their very nature, cannot
achieve this degree of tailoring for the excited states. For example, in CIS, the EOM subspace
contains the freedom to shape the excitation’s orbital, but cannot achieve the second-order
e↵ect of relaxing the shapes of other orbitals in the presence of the excitation. This lack of
orbital relaxation is perhaps in practice the most common and important source of ground
state bias, showing up also in EOM-CCSD in the case of doubly excited states (for which
EOM-CCSD has no triples to use to couple in relaxation in the way it can via its doubles
for singly excited states).

In EOM-JAGP we find that ground state bias can be particularly severe, because while
it’s EOM subspace is closer in its flexibility to that of CIS than to that of EOM-CCSD,
the correlation included by and thus the accuracy of ground state JAGP is closer to that
of CCSD. From the EOM perspective, JAGP is in a sense too clever for its own good:
by capturing a large amount of ground state correlation energy using an ansatz with a
small number of parameters and thus a relatively inflexible EOM subspace, it is virtually
guaranteed to have a sizable bias in favor of the ground state. As we will see, this bias
is severe enough that it tends to overestimate excitation energies even more so than CIS,
despite having a somewhat more flexible EOM space. Fortunately, as the ground state bias
a↵ects all excitation energies roughly equally, relative energies between di↵erent excitations
should be little a↵ected and should be expected to show improvement over methods (like
CIS) that have less flexible EOM spaces.

While it is easy to confirm the presence of ground state bias by comparing absolute
excitation energies to those of a benchmark method, analyzing the accuracy of relative
excitation energies is less straightforward. The approach we take rests on the idea that two
methods, both with exact relative energies between excited states but with di↵erent ground
state biases, can be made the same by applying a constant shift, and thus we seek a measure
of relative accuracy that will automatically account for any such constant shift. To this e↵ect
we will use a root-mean-square relative deviation (RMSRD) metric

RMSRDN ⌘

 
1

N

NX

i

[�i,Method ��i,Benchmark]
2

!1/2

(3.24)

where �i = ~(!i � !̄) is the deviation of a method’s ith excitation energy (~!i) from the
mean (~!̄) of that method’s first N excitation energies. RMSRDN thus measures how closely
a method’s excitation energies’ deviations from their own mean match the corresponding
deviations in a benchmark method, and so the RMSRDN for a method with exact relative
energies between excited states but a large ground state bias would be zero, while that for
a method with no ground state bias overall but large errors in relative excitation energies
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Figure 3.1: Plot of a Gaussian representing the statistical uncertainty of the EOM-JAGP 1st
excitation energy for H2O in a 6-31G basis after 100 independent Monte Carlo calculations.
Shaded regions represent the 1-� and 2-� confidence intervals, while the dashed vertical line
shows the brute-force, non-stochastic result. See Section 3.2 for details.

would be large. Thus, by analyzing both absolute excitation energies and excitation energies’
deviations from their own mean, we will attempt to distinguish the e↵ect of ground state
bias from other sources of error.

Statistical Uncertainty and Bias

Unlike ground state optimization, the evaluation of statistical e↵ects for eigenvalues of the
Hamiltonian matrix is less straightforward, as the eigenvalues are related in a nonlinear way
to the sampled local energies and derivatives. To achieve a simple estimate of our excitation
energies’ statistical uncertainty, we have therefore run 10 independent calculations for each
system with di↵erent random seeds and evaluated the mean and statistical uncertainty of
each excitation energy directly. All the numbers we report in this paper are the mean value
of independent runs with statistical uncertainties estimated to be below 0.05eV. This should
be compared with the statistical uncertainties we observe for the systems’ ground states, all
of which are below 0.01eV, which suggests that some combination of the guiding functions we
employ and the nonlinearity of the eigenvalues is acting to increase the statistical uncertainty
of excitation energies relative to ground state energies.

In addition to statistical uncertainty, we must be mindful of the potential for bias due to
the nonlinear relationship between the eigenvalues that give our excitation energies and the
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Figure 3.2: Potential energy curves for the lowest excited states of lithium hydride in the
cc-pVDZ basis set. Solid lines are FCI while dots are EOM-JAGP calculation. EOM-JAGP
correctly finds the lowest three triplet and two singlet states.

Hamiltonian and overlap matrix elements, as these elements are all evaluated using the same
Markov chain. To quantify the magnitude of such a bias, we performed 100 independent runs
for H2O in a 6-31G basis and analyzed the resulting distribution of its first excitation energy,
which a standard normality test revealed to be almost perfectly normally distributed. In
Figure 3.1, we compare the resulting uncertainty in the average excitation energy from these
100 runs to that obtained by a non-stochastic evaluation of the excitation energy, which we
get by taking a “sample” in which every configuration is visited once and given a weight of
| h
�!
n | i |

2
. We see that our statistical resolution from our 100 runs is not su�cient to give a

very precise value for the bias, but we can conclude that it is on the order of 0.05 eV or less.
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Table 3.1: Vertical excitation energies and RMSRD5 values (both in eV) for the water
molecule at equilibrium in a 6-31G basis set.

Excitation Energy (eV)
State EOM-JAGP CIS EOM-CCSD FCI
3
B2 6.95 6.64 6.03 6.10

1
B1 7.89 7.71 6.79 6.85

3
A1 8.39 7.82 8.02 8.07

3
A2 9.04 8.51 8.17 8.17

1
A1 9.73 9.31 8.74 8.75

RMSRD5 0.26 0.37 0.02 0.00

3.3 Results

Case Study 1: LiH in cc-pVDZ

We begin our results with a simple example, the LiH molecule in a cc-pVDZ basis [84]. This
system has only two valence electrons, and thus we expect the two-electron nature of the
AGP to result in high accuracy for EOM-JAGP. Due to the two-electron nature of AGP and
the fact that all low lying excited states are singly excited states, we expect nearly exact
results. Figure 3.2 shows our results for the lowest five excited states at 14 bond lengths
between 0.9 Å and 3.4 Å. As expected, EOM-JAGP is quite accurate, with an overall average
error from FCI of just 2 milliHartree.

Case Study 2: H2O in 6-31G

The water molecule provides an excellent illustration of how the di↵erent EOM methods
we discuss are expected to perform for single excitations in a single reference system. As is
well known, EOM-CCSD proves highly accurate in this setting. EOM-JAGP and CIS are
less accurate, but in di↵erent ways. Table 3.1 and Figure 3.3 shows that EOM-JAGP tends
to overestimate water’s excitation energies, even more so than does CIS, in keeping with
the expectation of a more severe ground state bias. Also as expected, the RMSRD5 values
and Figure 3.4 show that EOM-JAGP produces more accurate relative energies between
excitations than CIS, but less accurate relative energies than EOM-CCSD.

Case Study 3: C2 in 6-31G

Our last case study is C2 molecule in 6-31G [85] basis set, which presents a major challenge
for EOM methods due to the presence of strong correlation in the ground state and low-lying
doubly excited states. Indeed, the very poor quality of RHF for the ground state of C2 leads
CIS to predict the first five excited states to lie below the ground state in energy, and its
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Figure 3.3: Vertical excitation energy for H2O at equilibrium in a 6-31G basis set.

Table 3.2: Vertical excitation energies and RMSRD5 values (both in eV) for C2 at equilibrium
in a 6-31G basis set.

Excitation Energy
State EOM-JAGP CIS EOM-CCSD FCI
3⌃�

g
0.61 -1.46 0.59 0.60

3⇧u 1.12 -2.14 0.88 0.89
3⇧u 1.12 -2.14 0.88 0.89
1⇧u 2.41 -0.98 2.36 2.17
1⇧u 2.41 -0.98 2.36 2.17
1⌃+

g
4.30 N/A 4.39 3.28

RMSRD5 0.09 0.42 0.09 0.00

limitation to single excitations causes CIS to miss the doubly-excited sixth excited state
entirely. The presence of strong correlation is not nearly so problematic for EOM-JAGP,
which performs if anything better than expected, especially in absolute energies for single
excitations (the first five excitations) in which it displays very little ground state bias. The
most likely explanation for this lack of bias lies in the ground state JAGP’s inability to
capture as high a fraction of the correlation energy as in H2O (although it is still vastly
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Figure 3.4: For each method, the deviation of each excitation energy from that method’s
mean excitation energy for H2O in a 6-31G basis.

superior to RHF), and so some cancellation of error appears to be at work. Overall, the
EOM-JAGP results are similar to those of EOM-CCSD, being accurate for single excitations
but having a much too high energy for the doubly excited state due to a lack of triples
excitations in their EOM subspaces.

Other Benchmarking Calculations

To further test the performance of EOM-JAGP, we performed calculations of vertical exci-
tation energies and RMSRD values for a number of diatomic (He2, Li2, N2 and CO) and
polyatomic (HCN, CH2O, and C2H2) systems, with results shown in Figure 3.7 and Tables
3.3 and 3.4. As one might expect, EOM-JAGP delivers nearly exact results for He2 and Li2
as these consist of very weakly interacting pairs of electrons, an ideal situation for a pairing
theory. In CH2, where we report excitation energies relative to the lowest singlet, we see
both EOM-JAGP’s large ground state bias (large enough that it fails to predict a triplet
ground state) and its di�culty in handling double excitations (the error is larger than 1eV
for the 1A1 (HOMO)2 ! (LUMO)2 excitation). The latter failure should be put into con-
text, however, as EOM-CCSD has essentially the same di�culty. CH2’s double excitation is
thus a good example of how EOM methods’ quality typically degrades as an excited state
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Figure 3.5: Vertical excitation energy for C2 in a 6-31G basis set.

becomes more and more di↵erent from the ground state, as occurs when increasing numbers
of electrons are excited.

In N2, CO, HCN, C2H2 and CH2O, EOM-JAGP displays less of a ground state bias.
As we have not in this study optimized the orbital basis for the Jastrow factor [77], the
ground state JAGP is hampered in its recovery of dynamic correlation, which appears to
manifest more strongly in these multiply-bonded systems in which the correlation between
electron pairs is expected to be more important. We expect that the resulting raising of
JAGP’s ground state energy is responsible for the observed reduction in ground state bias.
In terms of relative energies (as measured by RMSRD), EOM-JAGP’s performance in these
molecules is intermediate between CIS and EOM-CCSD, as one would expect from a simple
examination of the size of the methods’ derivative subspaces.

3.4 Conclusions

We have discussed the equation of motion (EOM) linear response (LR) VMC method in
this chapter. As an initial example, we pair the formalism with the Jastrow antisymmetric
geminal power (JAGP) ansatz, whose EOM subspace we find to be intermediate in flex-
ibility between that of configuration interaction singles (CIS) and coupled cluster singles
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Figure 3.6: For each method, the deviation of each excitation energy from that method’s
mean excitation energy for C2 in a 6-31G basis.

and doubles (CCSD). Somewhat counterintuitively, the unusually compact (compared to
its high accuracy) nature of the JAGP for ground states leads to a general overestimation
of excited state energies. Nonetheless, we find that in terms of relative energies between
excited states, EOM-JAGP is as expected intermediate in accuracy between CIS and EOM-
CCSD in single-reference systems, while performing much more reliably than CIS in the
more multi-reference setting of the carbon dimer and displaying a similarly poor accuracy as
EOM-CCSD for double excitations. This is in contrast to highly accurate predictions to the
doubly excited states of JAGP using the new excited state variational principle in Chapter
2. As discussed, such inaccurate results are mainly due to the limited flexibility of the LR
space of the JAGP ansatz, showing the necessity of using non-perturbative approaches to
model excited states.

Even though it is di�cult to recommend EOM-JAGP or EOM-VMC in general for quan-
titative predictions of excited states, the fact that it could yield qualitatively correct results
makes it an excellent starting point for more powerful excited state methods, such as the
excited states variational principle. For example, the recent development of variation-after-
response (VAR) methods[87, 88] optimize individual excited state with EOM-VMC pre-
dictions as optimization starting point. These methods have been used to generate highly
accurate descriptions to excited states with charge transfer characters, an important but chal-



CHAPTER 3. EQUATION OF MOTION VARIATIONAL MONTE CARLO EXCITED
STATE THEORY 45

−6.00

−5.80

−5.60

−5.40

−5.20

−5.00

−4.80

−4.60

−4.40

−4.20

0.5 1.0 1.5 2.0 2.5

To
ta

l E
ne

rg
y 

(E
h)

He−He distance (Å)

1Σ+
3Σ+
1Σ+
3Σ+
3Π1Σ+
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lenging type of excitations for the widely used TDDFT methods. Furthermore, as shown by
a recent study[89], the optimized wave functions produced by VAR method could also be
used to reduce the fixed node error of DMC’s predictions to excited states.
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Table 3.3: Vertical excitation energies and RMSRDN values (both in eV) for molecules at
equilibrium in a 6-31G basis.

Excitation Energy
Molecule State EOM-JAGP CIS EOM-CCSD FCI

Li2 3⌃+

u
1.20 0.63 1.18 1.17

3⇧g 1.45 0.86 1.42 1.42
1⇧g 1.90 2.32 1.86 1.86
3⌃+

u
2.27 1.67 2.23 2.23

1⌃+

u
2.90 3.21 2.87 2.87

RMSRD5 0.00 0.47 0.00 0.00
N2

3⌃�
u

7.89 6.10 7.97 7.87
3⇧g 8.81 7.31 8.01 7.94
3⌃+

g
9.45 7.70 9.58 9.36

RMSRD3 0.39 0.52 0.06 0.00
CO 3⇧ 6.57 5.66 6.16 6.01

3⌃� 8.75 7.63 8.53 8.61
1⇧ 9.32 8.74 8.63 8.67

RMSRD3 0.22 0.43 0.10 0.00
CH2

3
B1 0.26 -0.74 -0.38 -0.38

1
A1 5.84 N/A 5.84 4.81

RMSRD2 0.20 N/A 0.52 0.00
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Table 3.4: Vertical excitation energies and RMSRDN values (both in eV) for molecules at
equilibrium in a 6-31G basis.

Excitation Energy
Molecule State EOM-JAGP CIS EOM-CCSD MRCI+Q
HCN 3⌃� 6.57 5.09 6.57 6.55

3⌃� 8.20 6.26 8.18 8.02
3⌃� 8.83 7.22 8.92 8.65
1⌃� 9.42 7.22 9.45 9.22

RMSRD4 0.07 0.23 0.09 0.00
C2H2

3⌃�
u

5.74 4.60 5.71 5.72
3⌃�

u
7.28 5.73 7.28 7.16

1⌃�
u

8.37 6.61 8.47 8.30
1�u 8.70 7.08 8.81 8.64

RMSRD4 0.03 0.21 0.07 0.00
CH2O 3

B2 3.90 3.51 3.56 3.60
1
B2 4.55 4.32 3.96 3.95

3
A1 6.17 4.55 6.05 6.10

3
A2 9.18 9.75 8.54 8.42

1
B1 10.47 9.48 9.38 9.24

RMSRD5 0.40 0.93 0.08 0.00
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Chapter 4

Variational Optical Gaps of Solids

4.1 Introduction

In this chapter we turn our attention to electronic excitations in solids, which remains a
central topic in condensed matter theory due to their importance in the spectroscopic char-
acterization of materials and in technological applications such as light harvesting. In the
language of condensed matter physics, the electronic excitations are usually described by
electron transitions from filled quasi-particle states to unfilled ones, and the band gap is
computed as the energy di↵erence between the quasi-particle states (VBM and CBM) in-
volved in the transition. The exact quasi-particle states could be obtained by solving the
quasi-particle equation[30, 90, 28],

h0(r) s(r) +

Z
⌃(r, r0, ✏) s(r

0)dr0 = ✏s s(r) (4.1)

in which h0(r) is the one-body potential of the quasi-particle. ⌃(r, r0, ✏) is the self-energy and
contains non-trivial many-body e↵ects of the quasi-particle. s is the index for quasi-particle
states.

In practice, the exact self-energy is not known and approximate ones need to be ap-
plied. The KS-DFT’s exchange-correlation (xc) potential is usually used as the simplest
approximations to the self energy. The KS equations are[8],

(h0(r) + �xc(r)) 
(KS)

s
(r) = ✏s 

(KS)

s
(r) (4.2)

comparing to Equation 4.1, we find the self-energy is approximated as,

⌃(r, r0, ✏) ⇡ �xc(r)�(r� r0) (4.3)

and the exact quasi-particle states are approximated as the KS one-electron states. However,
because of the self-interaction error of KS-DFT, the VBM energy is overestimated and the
predicted band gaps are usually underestimated even for simple, weakly correlated materials.
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In order to fix the band gap problem of KS-DFT, one has to go beyond the xc-potential
approximation to the self-energy. One way to do so is to apply the G0W0 approximation[28,
30, 91],

⌃(r, r0,!) =
i

2⇡

Z
G0(r, r

0
,! + !

0)W0(r, r
0
,!

0)ei!
0
⌘
d!

0 (4.4)

in which G0 is the non-interacting single-particle Green’s function[30],

G0(r, r
0
,!) =

X

nk

 
⇤(KS)

nk (r0) (KS)

nk (r)

! � ✏KS

nk

(4.5)

in which n and k represent band index and reciprocal lattice vector, and W0 is the dynami-
cally screened Coulomb potential[30, 92],

W0(r, r
0
,!) =

Z
✏
�1(r, r00,!)vC(r

00
, r0)dr00 (4.6)

in which vC is the Coulomb potential and ✏�1 is the inverse of the dielectric function computed
using the random-phase approximation (RPA)[28, 92],

✏(r, r0,!) = 1�

Z
vC(r, r

00)P0(r
00
, r0,!)dr00 (4.7)

in which P0(r00, r0,!) is the polarizability within RPA,

P0(r
00
, r0,!) = �

i

2⇡

Z
G0(r

00
, r0,! + !

0)G0(r
0
, r,!0)d!0 (4.8)

The major advantage of the G0W0 approximation to self-energy comparing to the xc-
potential approximation is that in G0W0 screened Coulomb interaction is used to describe the
interactions between quasi-particles. Capturing the screening e↵ect is of great importance.
Since the quasi-particle is surrounded by particle cloud carrying the opposite charges, their
interaction with other particles should be “screened” by the surrounding charge cloud.

The approximate self-energy defined in Equation 4.4, is called the G0W0 approximation.
The quasi-particle energies could be obtained by performing first order perturbations to the
KS-DFT one-particle energies[30, 91],

✏
QP

nk = ✏
KS

nk +
⌦
 

KS

nk |[Re⌃nk(✏
KS

nk )� �xc
nk]| 

KS

nk

↵
(4.9)

The quasi-particle energy di↵erence between VBM and CBM defines the quasi-particle
band gap: the excited electron and hole left behind do not interact with each other. For
neutral excitations, one needs to solve BSE equations on top of the quasi-particle states to
capture the interaction between particle and hole (exciton binding e↵ect). Especially for
simple semiconductors, such as diamond and silicon, G0W0 methods and BSE have been
quite successful in terms of the predictions of band structure and optical spectrum.
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As one can see from Equation 4.9, MBPT method in the form G0W0 is a first-order
perturbation theory starting from the one-particle states of KS-DFT. Although BSE method
is not an explicit perturbation approach, it takes the screened Coulomb interaction and
quasi-particle energies predicted by G0W0 as its inputs. To be more specific, G0W0 and BSE
assume a zeroth order picture in which the excitation is described by a single particle-hole
transition within a given zeorth order quasi-particle basis. For the perturbation theory to
work, such a zeroth order basis should qualitatively resemble the true quasi-particle states
so that accurate results could be obtained by making small corrections to them with MBPT.

Although there is no requirement that MBPT should start from the one-particle states
of DFT, in practice KS one-particle states are used in nearly all G0W0 applications. Con-
sequently, MBPT would break down if the KS states di↵er significantly from the exact
quasi-particle states. Zinc oxide represents a particularly di�cult example for MBPT. It has
been shown that its band gap is extremely hard to converge and also highly sensitive to the
DFT exchange-correlation functionals. Such a problem is not unique in ZnO. G0W0 also fails
to obtain accurate band gaps for strongly correlated transition metal oxides. Considering
the importance of these materials in light harvesting and functional materials applications,
having a non-perturbative method that yields quantitatively accurate predictions in cases
where MBPT performs poorly is highly desired.

One may argue that the sensitivity of G0W0 with respect to di↵erent DFT function-
als could be removed by solving the GW equations self-consistently[90]. Admittedly, self-
consistent GW does carry a weaker dependence on the starting DFT states, but it does not
usually yield improved predictions over G0W0. In addition, the method “self-consistent GW”
is not as well-defined as G0W0. One could choose to self-consistently update the Green’s
function, the screened Coulomb interaction, or both, and the corresponding results will not
be necessarily better than G0W0. Therefore, it is far too early to claim that self-consistent
GW provides us with a universally better way of removing the drawbacks of G0W0, and
alternative methods other than GW are still worth pursuing.

In this chapter, we will introduce a variational formalism that enables accurate and sys-
tematically improvable predictions of a material’s lowest excited state wave function and the
corresponding optical gap, which can be used as a stand-alone predictive tool and as a win-
dow into the relationship between density functionals and the assumed zeroth-order picture
of MBPT. This approach combines the new excited state variational principle with the MSJ
wave function ansatz, which is suitable for both the ground state and the VBM!CBM states.
Crucially, the ansatz can describe both nontrivial BSE-like superpositions of particle-hole
excitations and the dynamic polarizations of the electron cloud found in the vicinity of an
exciton. Gap comparisons aside, the fact that the method yields an explicit wave function for
the VBM!CBM excitation allows us to directly inspect how well a given density functional
satisfies MBPT’s zeroth-order picture and thus how likely it is that accurate predictions will
result.

We will first discuss how the MSJ wave functions for CBM and VBM are constructed,
along with various techniques used to maintain balanced descriptions between VBM and
CBM. We will also present method to address the finite size e↵ect. Numerical results are



CHAPTER 4. VARIATIONAL OPTICAL GAPS OF SOLIDS 51

presented for a variety of solids ranging from small gap semiconductors to large gap insula-
tors. In the end, we will take the challenging case of ZnO as an example to provide insights
into the zeroth order picture of MBPT.

4.2 Method and Computational Details

Construction of the Exciton Wave Function

We use the MSJ ansatz with the excited state variational principle. The MSJ ansatz and the
excited variational principle are defined in Equation 2.20 and 2.3. For the ground state, we
include the closed shell Kohn-Sham determinant for the basic ground state structure plus all
single particle-hole excitations, which represent the leading order terms in a Taylor expan-
sion of the orbital rotation that would transform the Kohn-Sham determinant into whichever
determinant minimizes ⌦ in the presence of the correlation factor. For the excited state, we
would like to include all single particle-hole excitations as in the BSE approach as well as
the closed shell determinant and all double particle-hole excitations. A schematic plot of the
single excitations are shown in Figure 4.1. This would again allow us to capture the leading
order e↵ects of an orbital rotation [93, 94] that would in this case accommodate repolar-
izations of the electron cloud in the vicinity of the exciton. However, as it is prohibitively
expensive to include all double excitations in real materials, we approximate orbital relax-
ations by first minimizing ⌦ for singles and the closed shell term and then adding only those
doubles that contain a singles component with coe�cient larger than 0.1. A schematic plot
of the double excitations is shown in Figure 4.2.

Variance Matching

In order to maintain balance between CBM and VBM so as to maximize cancellations of
error, we also follow the recent approach of adjusting the flexibility of one of the wave
functions in order to ensure that, as measured by �2, the ground and excited wave functions
are of equal quality. While this variance matching could be achieved by limiting the flexibility
of either the ground or the excited state, we have done so in this study by withholding enough
high energy singles from the ground state such that its variance matches that of the excited
state.

Addressing Finite Size E↵ects

Since QMC simulations of extended systems are performed in finite simulation cells, proper
care needs to be taken to account for the interactions that come from electrons and ions
outside the supercell. In order to address the finite size e↵ects, we perform VMC calculations
for LiH and LiF in simulation cells containing 2, 4, 8, 16, and 24 atoms, after which 1/N
extrapolations were used to predict the band gap in the bulk limit. The same approach was
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CBM Orbital

VBM Orbital

Figure 4.1: A schematic representation of single excitations used to construct the exciton
wave function.

CBM Orbital

VBM Orbital

Figure 4.2: A schematic representation of double excitations used to construct the exciton
wave function.
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Figure 4.3: Extrapolation to the bulk limit in LiH. Points are our VMC data while the
dashed line is a linear fit against the inverse of the number of atoms N in the simulation
cell.

used for C diamond and Si, but with 8, 16 and 24 atom simulations cells. See Figure 4.3 for
an example extrapolation of LiH. The extrapolation of Si, C, and LiF could be found in the
Appendix.

Due to the high cost of simulating the semi-core electrons of Zn, which was necessary
to produce physically reasonable results, we were limited by our current software implemen-
tation to a maximum of 8 atoms in our simulation cell for ZnO, which did not permit us
to perform the same type of finite size correction as for the systems above. Instead, we
have derived a simple finite size correction based on previous di↵usion Monte Carlo (DMC)
work[95] in which nodal surfaces for both the CBM and VBM were constructed using a sim-
ple single-Slater model. The previous study[96] reports results for a 48 atom simulation cell,
and so we have performed the equivalent single-Slater DMC calculations for our 8 atom cell
and used the di↵erence in the DMC gap at these two cell sizes to provide an approximate
finite size correction for our 8 atom VMC gap. Note that this approach has no e↵ect on our
conclusions with regard to either the nature of the first excited state under di↵erent density
functionals or the insensitivity of our VMC gap predictions to the choice of functional, as
these properties are entirely determined within our 8 atom VMC evaluations.
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Figure 4.4: VMC-CISD optical gap predictions plotted against experimental results. See
Table 4.1 for more details.

4.3 Results

Optical Gaps

As seen in Figure 4.4 and Tables 4.1 and 4.2, the approach in which we include both singly
and doubly excited configurations in the excited state (VMC-CISD) is quite e↵ective for
predicting optical gaps in small (Si), medium (C, LiH, ZnO), and large (LiF) band gap
materials. Its mean-absolute-deviation (MAD) from experimental values across these five
systems is just 3.5%, compared to MADs more than twice this large for the optical gaps
obtained by subtracting the known exciton binding energies from G0W0 and self-consistent
GW gaps. Of course, MBPT is highly e↵ective in Si, C, and LiH, and so we expect that
in these cases the zeroth order DFT wave function is sound. The analysis in Figure 4.5
confirms this expectation by showing that over 90% of the VMC-CISD wave function is
accounted for by LDA’s VBM!CBM transition. Thus, in these three cases, LDA provides
good zeroth order wave functions and we can confirm that the accuracy of MBPT derives
from the appropriateness of its approximation.

The story is quite di↵erent in LiF and ZnO, where Figure 4.5 reveals that LDA’s zeroth
order picture accounts for less than 80% of the high-level wave function. At a minimum, this
implies that LDA’s VBM and CBM orbitals are not the correct shape for the real exciton’s
particle and hole, a point we will return to in our discussion of ZnO. Figure 4.5 also reveals
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Table 4.1: Band gaps in eV. The quasiparticle gaps of DFT and the GW methods should
be reduced by the EBE when comparing to the VMC and experimental optical gaps.

C Si LiH LiF
LDA 3.93 0.47 2.68 8.60
G0W0 5.50[35] 1.12[35] 4.64[97] 13.27[35]
GW 5.99 [35] 1.28 [35] 4.75 [98] 15.10 [35]
VMC-CIS 5.68(6) 1.41(6) 5.01(6) 14.6(1)
VMC-CISD 5.55(6) 1.20(6) 4.65(6) 12.7(1)
Experiment 5.50 [99] 1.17 [99] 4.90 [100] 12.6 [101]
EBE 0.07 [102] 0.015 [103] 0.1 [104] 1.6 [101]

Table 4.2: ZnO band gaps and EBE in eV.

LDA 0.83
PBE0 3.03 [105]
G0W0-LDA 2.14 [35]
GW -LDA 3.20 [35]
G0W0-PBE0 3.24 [105]
VMC-CIS(LDA) 3.9(2)
VMC-CIS(PBE0) 4.6(2)
VMC-CISD(LDA) 3.9(2)
VMC-CISD(PBE0) 3.9(2)
Experiment 3.6 [106]
EBE 0.06 [107]

that in these two systems, the fraction of exact exchange can have a significant e↵ect on how
closely DFT’s zeroth order wave function matches the VMC prediction. Although there are
also the orbital energies to consider (see ZnO discussion below), these findings help explain
why MBPT can be so sensitive to the choices made in its practical application. [36, 108, 109]
Work by Sommer et al [110] reveals that these issues can carry over to the BSE approach,
which fails to provide a satisfactory correction to GW in LiF, although vertex-corrected
solutions to Hedin’s equations can help in that case. [111, 112] Note that these issues do
not necessarily imply a failure of one-particle theory in these systems, as there may exist
a one particle basis in which the true exciton really does look like the simple VBM!CBM
transition. Indeed, in ZnO, to which we will now turn our attention, we will provide an
analysis showing that such a basis does indeed exist. Thus, while Figure 4.5 makes plain
that commonly used density functionals struggle to meet the needs of MBPT in both ZnO
and LiF, the insights gleaned from systematically improvable wave function methods should
help resolve this di�culty in future.
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Figure 4.5: Here we investigate the appropriateness of various one-particle orbital sets for
MBPT by plotting VMC-CISD’s residual weight fraction, which we define as the sum of
squared CI coe�cients on all configurations other than the primary VBM!CBM transition
when working in a particular orbital basis. In cases where degeneracy in the VBM leads to
multiple equal-energy VBM!CBM configurations, the sum excludes all such configurations.

Wave Function Analysis of ZnO

ZnO represents a particularly di�cult case for MBPT, especially when considering its low-
order and highly-e�cient G0W0 variant. [35, 36] The left hand side of Figure 4.6 makes
clear that the accuracy of this low order perturbative treatment is highly sensitive to the
inclusion of exact exchange. In contrast, we see that the VMC-CISD results are insensitive
to whether we employ the LDA, PBE0, or even the Hartree Fock (HF) one-particle basis
sets. The reasons for this success are two-fold. First, the wave function was designed so
as to be able to approximate an orbital rotation in order to counteract shortcomings in the
starting DFT orbitals. Indeed, if we remove this ability by removing the doubles excitations
from the excited state and the singles from the ground state, the resulting VMC-CIS results
are more sensitive and less accurate overall, as seen in Tables 4.1 and 4.2. Second, VMC
takes the issue of the DFT orbital energies o↵ the table entirely, as it directly evaluates the
energy expectation value of its wave function using the full ab initio Hamiltonian so that the
only dependence on DFT is via the shapes of the one-particle orbitals.

Using our DFT-insensitive VMC methodology as a guide, one can investigate how com-
monly used density functionals’ zeroth order pictures deviate from reality in ZnO and whether
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Figure 4.6: Optical gap and single-particle transition energy data for ZnO. On the left, we
compare G0W0 fundamental gaps using one-particle starting points that employ di↵erent
fractions of exact exchange with our VMC-CISD optical gaps based on the same starting
points. For the various i! a transitions, we plot on the right histograms of the di↵erences
Dia = �DFT

ia
��VMC

ia
between the DFT estimates (i.e. the orbital energy di↵erences �DFT

ia
=

✏a � ✏i) for the energy cost of promoting an electron from orbital i to orbital a and the
analogous quantities �VMC

ia
, which are the VMC energy di↵erences between the i! a excited

and the ground state Jastrow-modified Slater determinants. G0W0 data from Fuchs. [105]
Experimental result from Lauck. [106]
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LDA

PBE0

LDA+U

HF

VMC

Figure 4.7: A cut along ZnO’s (1̄21̄0) plane in which we investigate the lowest energy exci-
tation’s hole density in the vicinity of the Zn atom. For each method, we plot the contour
along which the number of holes per Å3 is equal to 1.2.

it is even possible to construct a one particle picture upon which MBPT should be reliable
in this material. First, we stress that although Figure 4.5 revealed that G0W0’s sensitivity to
exact exchange is likely due in part to the varying quality of the zeroth order wave functions,
the right hand side of Figure 4.6 emphasizes the importance of the zeroth order transition
energies and how they are also quite sensitive to exact exchange. By considering zeroth order
wave functions and transition energies together, we gain an appreciation for how challenging
this system is for density functional theory. Indeed, HF theory with its 100% exact exchange
gives better orbitals for the purpose of describing the first excited state, but its transition
energies are grossly too high, whereas PBE0 has better transition energies but worse or-
bitals. Among the three options of LDA, PBE0, and HF, PBE0 clearly makes for the best
compromise between wave function and transition energy accuracies, but our results suggest
that both its energetics and orbitals would be improved in ZnO with a higher fraction of
exact exchange.

With an explicit high-level wave function in hand, we can ask highly detailed questions
about the exciton, such as to what degree the O 2p and Zn 3d orbitals hybridize in the hole
state. Indeed, metal-oxide over-hybridization has been pointed out as a key deficiency in
LDA and other pure functionals. [36] We approach this question by performing a density
matrix di↵erence analysis [113] in which the di↵erence between the one-body density matrices
of our VMC-CISD excited and ground state is diagonalized. As occurs for any excited
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state consisting of a single one-particle transition of the type assumed in MBPT’s zeroth
order picture, [113] the resulting eigenvalues are all close to zero (absolute values less than
0.1) except for one with a value near 1 and one with a value near -1. The eigenvectors
corresponding to these two large eigenvalues are the attachment and detachment orbitals,
respectively, and represent the particle and hole orbitals that most closely represent the
transition between a correlated many-body ground state and excited state. By plotting the
hole density from this detachment orbital in the vicinity of the Zn atom alongside the hole
densities predicted by the VBM of di↵erent density functionals, Figure 4.7 makes clear that,
compared to our high-level VMC results, LDA does indeed include too much Zn character
in the VBM through over-hybridization. More surprisingly, we see that although LDA+U
[114] with the U value used previously [36] does decrease the degree of hybridization, our
detachment density is even less hybridized, with LDA+U bringing us only about halfway in
between the LDA and VMC extremes. Another important point that the detachment orbital
reveals is that some hybridization is definitely present, just not so much as common density
functionals, even those specifically designed to address this issue, predict.

Although it is frustrating that current functionals face the various di�culties discussed
above, the fact that the VMC density di↵erence analysis strongly resembles a simple single-
particle transition suggests that it should be possible to design a functional that delivers
an excellent zeroth order starting point for MBPT. To make this idea more concrete, we
can test whether such an orbital basis exists by applying an orbital rotation to our wave
function (starting with the optimized VMC-CISD state in the PBE0 orbitals) in order to
minimize the residual weight fraction of the exciton. As seen in Figure 4.5, this rotated
PBE0 one-particle basis matches the assumptions of MBPT in ZnO almost as well as the
LDA basis does for Si or diamond. This finding also serves to reassure us that the error we
do see in VMC-CISD’s optical gap prediction (and its moderate disagreement with previous
projector Monte Carlo estimates [115, 116, 96]) is most likely due to the imperfect nature of
our finite size correction rather than to the appropriateness of our wave function approach,
as it validates the assumption that the excitonic state is dominated by single particle-hole
transitions with the doubles only contributing small corrections. While a good one-particle
basis is just a start (density functionals must also produce reasonable zeroth order transition
energies) the insights we now have from VMC paint a bright picture for the prospects of
increasing the accuracy and reliability of MBPT in cases like ZnO.

4.4 Conclusions

We have shown that the new excited state variational principle can be combined with simple,
physically-motivated wave function approximations to evaluate optical band gaps in a way
that is both insensitive to the DFT starting point and informative about the assumptions
of MPBT. Given the dominant role that MBPT plays in the theoretical interpretation of
materials spectroscopy, a method that is able to improve its predictive power has the poten-
tial to be highly impactful. Even in cases where exciton-induced repolarization e↵ects are
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large and it is not possible to identify a density functional that yields a one-particle basis
appropriate for describing both the ground and the low-lying conduction band states, the
ability to provide variational predictions of band-edge energies, perhaps even in a k-point-
by-k-point fashion, would create the possibility of developing first-principles-based scissors
corrections for the BSE Hamiltonian, a practice that at present can be quite e↵ective when
performed empirically. [107, 117] In molecular excitations, variational excited states [41,
67, 75, 118] and MBPT [119] have so far been explored separately, but the same potential
for strong synergies is present. In both molecules and solids, our approach also provides
a reasonably black-box route to producing high-quality nodal surfaces for excited states in
di↵usion Monte Carlo, which even with less sophisticated VMC preparations has already
shown promise in evaluating band gaps. [120, 121, 122, 95, 123, 96] The prospects for in-
creased accuracy and scalability in this area are especially bright in light of recent progress
in VMC methods for optimizing the one-particle basis [124, 125] and achieving compact
representations of excited states, [88, 89] not to mention the rapid progress in selective CI
methods that synergize strongly with multi-Slater VMC. [126, 127, 128, 129, 130, 131, 132,
133] With this wide range of promising connections, we look forward to further exploring
the role that variational approaches can play in deciphering and designing molecular and
materials spectra.
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Chapter 5

Blocked Linear Method for the
Optimization of Large Parameter Sets

5.1 Introduction

The excited state variational principle, as an ansatz-based approach to excited states, needs
to optimize the ansatz parameters for a particular system. The capabilities of the method
used to optimize the ansatz are every bit as important as the flexibility of the ansatz itself.
For example, both the coupled cluster [134] and matrix product state [64] ansatzes would be
much less useful if we lacked the projected Schrödinger equation and DMRG methods that
allow us to optimize them e�ciently. To address unsolved problems in electronic structure
— such as catalytic cycles in which many bonds are simultaneously rearranged [135], double
excitations in large ⇡-conjugated molecules[136], and high-temperature superconductivity
[137, 138] — it is therefore essential that improvements to optimization methods be made
alongside innovations in ansatz design.

The excited state variational principle relys on QMC for its evaluation and optimization,
an area in which the need for improved optimization methods is especially pressing. Until
very recently, optimization methods in this area were limited to a few thousand variational
parameters when using a fully ab initio Hamiltonian, a constraint that holds back progress
in a wide variety of areas. In fixed-node projector Monte Carlo methods such as di↵usion
Monte Carlo (DMC) [7, 139, 140], the inability to systematically converge the trial function’s
nodal surface due to insu�ciently flexible ansatzes is responsible for both the fixed node er-
ror and the pseudopotential locality error, the latter of which becomes acutely problematic
in 3rd-row and heavier elements where the nonlocal part of the pseudopotential cannot be
ignored. Even in variational Monte Carlo [7, 140] (VMC) itself, recent innovations in ansatz
design create a pressing need for expanding the number of variational parameters that can be
treated. Examples in this category include the variation after response approach to excited
states [141], e�cient methods for large multi-Slater Jastrow (MSJ) expansions [73, 56, 124],
variational analogues of coupled cluster theory [142], and wave function stenciling approaches
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[143, 78, 144] that tightly couple the optimization of correlation factors and molecular or-
bitals. For all of these reasons, and indeed for the simple reason of enabling systematic
improvability within a given ansatz, improvements in VMC optimization capabilities are
sorely needed.

The linear method [42, 43, 44, 45] (LM) developed by Umrigar and coworkers is currently
the most e↵ective VMC optimizer for cases in which the number of variables is a few thousand
or less. By solving a projected Schrödinger equation in the vector space spanned by the
current wave function and its first parameter derivatives, a space we will refer to as the self-
plus-tangent space, the LM produces update steps that account for second order couplings
between variables and in practice often out-perform Newton-Raphson steps, a success due
in no small part to the fact that these updates satisfy a strong zero variance principle [44,
45]. However, the standard LM’s need to explicitly construct the Hamiltonian and overlap
matrices in the self-plus-tangent space becomes cumbersome when the number of variational
parameters exceeds a few thousand due to the large amounts of memory required to store
these matrices. This issue becomes especially fraught when trying to match the LM to
modern supercomputing resources, as each parallel Markov chain must make space for its own
copies of these matrices (a tall order given typical per-core memory restrictions), which must
then be communicated and combined prior to diagonalization. While one could use Krylov
subspace methods to solve the eigenproblem without explicitly constructing the matrices,
as was done for the related stochastic reconfiguration (SR) method [145], our experience
in practice has taught us that finding a preconditioning scheme capable of reducing the
condition numbers of the LM matrices to manageable levels is not trivial. As far as we are
aware, these various issues have prevented the LM from being used in regimes beyond about
16,000 variables, which occurred in the context of a ground state MSJ expansion for the
water molecule [73].

Very recently, Booth and coworkers introduced an alternative VMC optimization method
that takes advantage of optimal descent theory and a stochastic gradient evaluation in order
to produce robust energy minimizations despite avoiding second-derivatives entirely [144].
Impressively, this method appears capable of handling more than 60,000 variational param-
eters for ansatzes that support e�cient inner products with the Slater determinant basis
functions of Fock space. Recently, similar accelerated gradient descent method has been
implemented in real-space VMC[47]. Although stochastic gradient descent is very general
and requires significantly less amount of memory than LM, they are also less e↵ective in
optimizing highly non-linear wave function parameters, such as orbital rotation parameters
and number counting Jastrow factors[48]. It is shown that the optimization results depend
strongly on the hyper-parameters of the algorithm such as the step size[47]. Therefore,
promising new directions in VMC optimization are a welcome development.

In the present chapter, we seek to retain the advantages of the standard LM — which
include Fock space and real space compatibility, robust convergence in a small number of
iterations, and access to excited states through our recently introduced [41] excited state
variational principle — while reducing its memory footprint so as to facilitate larger vari-
able sets and better compatibility with modern parallel computers. Our strategy will be
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to separate the variable space into blocks, within each of which we estimate a small num-
ber of important update directions that can then be used to construct a relatively small
LM eigenproblem in the overall basis of important directions. We will demonstrate that
this approach drastically reduces memory requirements without significantly a↵ecting the
accuracy of the optimization. In addition to tests on small molecules using our in-house
Hilbert space software, we will use the implementation that we recently contributed to the
open-source QMCPACK software package [146, 147] to demonstrate this method’s excited
state capabilities in the context of a hydrogen ring’s Mott-like metal-insulator transition. By
evaluating the optical gap for a series of increasingly flexible MSJ expansions, the largest
of which contains over 25,000 variational parameters, this study points the way towards a
systematically convergent and non-perturbative approach to predicting optical gaps in the
Mott-insulating regimes of real materials.

5.2 Theory

The Linear Method

The standard LM works by repeatedly solving the Schrödinger equation in the self-plus-
tangent subspace of the full Hilbert space, defined by the span of the wave function and
its first derivatives with respect to its variational parameters. As the derivatives are not
necessarily orthogonal to each other, this approach leads to a generalized eigenvalue problem

X

j2{0,1,...}

⌦
 i

|H| j
↵
aj = �

X

j2{0,1,...}

⌦
 i

| j
↵
aj (5.1)

where | i
i and | j

i are the derivatives of | i with respect to the ith and jth wave function
parameters µi and µj, respectively, and | 0

i ⌘ | i. After solving this eigenvalue problem
for ~c, one updates the parameters by

µi ! µi + ai/a0 8 x 2 {1, 2, ...} (5.2)

after which the updated | i will be a good approximation for the subspace eigenfunctionP
j
cj | j

i so long as the updates ai/a0 are su�ciently small in magnitude. This requirement
can be ensured by applying a diagonal shift to the Hamiltonian matrix [45], which plays the
same role as a trust radius would in a Newton-Raphson optimization. The updated ansatz
in hand, a new self-plus-tangent space may be constructed and the procedure repeated until
convergence is reached.

In practice, the Hamiltonian and overlap matrix elements are estimated via Monte Carlo
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where ⇠ is a set of samples drawn from the probability distribution P(~n) (which is typically
chosen as | h~n| i |2) using Markov chain Monte Carlo. Note that although we have de-
picted the sampling as running over occupation-number-vector-labeled determinants in Fock
space, the LM is equally viable if instead the sampling is carried out in real space, where
P(~r) is typically chosen to be | (~r)|2. The LM will thus be e�cient (i.e. polynomial cost)
for ansatzes that support the e�cient evaluation of the derivative ratios h~n| i

i / h~n| i and
h~n|H| i

i / h~n| i, examples of which include MSJ expansions [43, 73, 56], the Jastrow anti-
symmetric geminal power [57, 60, 61] (JAGP), and amplitude determinant coupled cluster
with pairwise doubles [142].

While the cost scaling may be polynomial with system size, the memory required to store
the Hamiltonian and overlap matrices in the self-plus-tangent space can be a serious imped-
iment to practical computation. For example, when using 8-byte floating point numbers
and an ansatz with 30,000 variational parameters, the standard LM requires 14.4 gigabytes
of memory per Markov chain. Such storage requirements create problems with the typical
parallelization scheme of running one Markov chain per core, as modern supercomputers
typically have closer to 2 gigabytes of memory available per core.

One approach to circumventing matrix storage di�culties would be to use a Krylov sub-
space method to solve for ~c without constructing the matrices explicitly. While this strategy
has shown promise in the related SR method, where it succeeded in working with an ansatz
containing half a million variables [145], Krylov subspace methods are only e�cient if the
condition numbers of the matrices involved (the ratio of the magnitudes of their largest and
smallest magnitude eigenvectors) can be brought close to unity through preconditioning.
Usually, the matrices encountered in the LM are ill-conditioned since most ansatzes used in
QMC contain non-linear parameters, such as Jastrow factors, orbital rotation parameters
and pairing matrix elements in JAGP, and the wave function first derivative vectors with
respect to these parameters are not necessarily orthogonal therefore could contain linearly
dependencies. Although we have made some ad-hoc investigations into this area, such as
applying the so-called “Subspace Projected Approximate Matrix (SPAM)” modification to
the Davidson Method[148] and normalizing LM derivative vectors before any matrix oper-
ations, we have not found preconditioners that can reliably reduce the condition numbers
involved below about 1010. This reality mattered less in SR, as in that case each Krylov
subspace iteration requires only e↵ecting an overlap matrix multiplication and so does not
involve the Hamiltonian operator [145]. In the LM, both overlap and Hamiltonian matrix
multiplications must be e↵ected for each Krylov iteration, which for a fully ab initio Hamil-
tonian greatly increases the cost per Krylov iteration. Thus, in practice, the cost of the
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Krylov approach in the LM appears to be more sensitive to condition number than for SR.
While this does not preclude the existence of an e↵ective preconditioning scheme, it does
prompt us to investigate approaches, like the one in the next section, that remain e↵ective
even in the face of highly ill-conditioned matrices.

The Blocked Linear Method

Ultimately, the goal of the LM is to find the best update direction and step length within
the tangent space of the wave function. Imagine instead holding half the variables fixed and
inspecting the tangent space for the other half. The diagonalization of the linear method
eigenproblem within this self-plus-half-tangent space will produce a set of update directions
that can be ordered by importance, as measured by their eigenvalues, which inform us as to
how much a move along an eigen-direction would decrease or increase the energy. Noting
that the optimal direction ~copt in the full tangent space, whose dimension is the total number
of variational parameters NV , can be written as a linear combination of NV /2 orthogonal
directions within one half-tangent space and NV /2 orthogonal directions from the other half-
tangent space, it seems intuitive that a very bad update direction in one of the half-tangent
spaces is unlikely to be an important component of ~copt. Taken further, this logic suggests
that it may be possible to construct a close approximation to ~copt using a linear combination
of only a few update directions from each half-tangent space. In essence, the blocked linear
method (BLM) is an attempt to systematically exploit this structure by (a) dividing the
variable space into a number of blocks, (b) making intelligent estimates for which directions
within those blocks will be most important for constructing ~copt, and (c) estimating ~copt
by solving a smaller, more memory-e�cient eigenproblem in the basis of these supposedly
important block-wise directions.

Rather than the standard LM’s expansion of the wave function in its self-plus-tangent
space, consider instead the “one-block” expansion

|�bi = ↵b| i+
MbX

i=1

�bi| 
i,b
i+

NOX

j=1

NBX

k=1
k 6=b

�bjk|⇥jki. (5.4)

In the first two terms, we have a linear expansion of the wave function with respect to
the variables belonging to the bth block, with ↵b and �bi the expansion coe�cients, Mb the
number of variables in the block, and | i,b

i defined as the wave function derivative with
respect to the ith variable of the bth block. If we drop the third term for now (i.e. set
�bjk = 0), we have a wave function whose energy minimization

min
↵,� h�b|Ĥ|�bi/h�b|�bi (5.5)

leads to a generalized eigenvalue problem in the same form as for the standard LM, Eq. (5.1),
the only di↵erence being that we are now holding the variables outside the chosen block fixed.
(Note that while we will develop the discussion here in terms of energy minimization, the
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BLM is equally applicable to the target function used in the direct, variational targeting of
excited states [41] and has been implemented and tested for both cases). Each eigenvector
will have its own values for the ↵b and �bi coe�cients and will correspond to an eigenvalue
that gives an estimate for what the energy of our original wave function would be if we were
to update this block’s variables according to µi,b ! µi,b + �bi/↵b. Thus, the eigenvalues of
this block’s eigenproblem inform us as to which directions in its variable space are expected
to be “good” update directions (those with the lowest eigenvalues) and which are expected
to be “bad” directions (those with the highest eigenvalues).

Having performed this diagonalization within each of our blocks, we are now in a position
to construct an approximation to the wave function in its full self-plus-tangent space by
retaining from each variable block only a small number of what are expected to be the best
update directions. By organizing the best NK update directions from the bth block into the
rows of a matrix B(b), this self-plus-tangent space approximation can be written as

|⌥(↵,A)i = ↵| i+
NBX

b=1

NKX

j=1

Abj

MbX

i=1

B
(b)

ji
| i,b
i. (5.6)

As the elements of the B matrices are now held fixed, this expansion is not as flexible as
that of the standard LM, but we hope the fact that it is built out of a linear combination
of the best update directions from each block will give it the correct flexibility to closely
approximate the optimal update direction in the full tangent space. This direction is now
estimated via

min
↵,A h⌥|Ĥ|⌥i/h⌥|⌥i (5.7)

which again produces a generalized eigenvalue problem, this time of dimension 1 +NBNK ,
whose lowest energy eigenvector corresponds to the overall BLM update,

µi,b ! µi,b +
[AB(b)]bi

↵
. (5.8)

Crucially, the Hamiltonian and overlap matrix elements involved in the eigenvalue problems
that stem from Eqs. (5.5) and (5.7) can be estimated using the same information as in
the standard LM, namely the derivative ratios h~n| x

i / h~n| i and h~n|H| x
i / h~n| i, at each

sampled configuration ~n (or position ~r in real space). While the most e�cient way to
construct these matrices now that the B(b) coe�cients are known appears to be to re-run
the same sample that was used to construct the block-specific matrices, we feel that this
second sampling is a price worth paying in order to remove the standard LM’s memory
bottleneck.

So far, we have ignored the fact that inter-block variable couplings will a↵ect which direc-
tions in a block are optimal for use in constructing an overall update direction. Accounting
for such couplings is the purpose of the third term in Eq. (5.4), in which

|⇥jki =
MkX

l=1

Djkl| 
l,k
i (5.9)
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is a linear combination of wave function derivatives from the kth block that is presumed to
correspond to a good update direction for that block. By including a small number NO of
these directions from each other block in the wave function expansion |�bi for the current
block, we hope to provide the minimization

min
↵,�,� h�b|Ĥ|�bi/h�b|�bi, (5.10)

which replaces that of Eq. (5.5) in the overall method outlined above, with the coupling
information necessary so that the directions it contributes toB(b) are optimal with respect to
both intra-block and inter-block variable couplings. While there are many possible choices for
the linear combinations |⇥jki, we thought it natural to derive them from previous iterations’
BLM updates, following the idea that using previous update directions to inform the current
direction is a common theme in numerical minimization, occurring for example in both the
BFGS [149] and accelerated descent [150] methods. Specifically, for the nth iteration of the
BLM, we take |⇥jki as the kth block’s component of the (n� j)th iteration’s overall update,
with j 2 {1, 2, . . . , NO}. As our results will demonstrate, even relatively short history lengths
NO can be beneficial in accounting for inter-block variable couplings and thereby recovering
the performance of the standard LM.

To understand the reduced memory footprint of the BLM, it is helpful to consult a visual
guide to the structure of the Hamiltonian and overlap matrices resulting from Eq. (5.10).
Figure 5.2 shows this structure for the Hamiltonian; the overlap matrix has an analogous
structure. Noting that the di↵erent blocks’ eigenproblems can be solved independently, we
can see that only one block’s matrices need to be fully constructed at a time, which greatly
reduces memory requirements by allowing us to store one copy, rather than NB copies, of
the blue elements in Figure 5.2. For the green elements, however, we must store NB copies
simultaneously, so that each sampled configuration ~n or ~r can e�ciently add its unique
contribution to each of them. Nonetheless, storage requirements are much lower than in
the standard LM, whose Hamiltonian matrix contains (1 + NV )2 elements. Although the
precise formula for the BLM’s Hamiltonian storage requirement is more longwinded, the
terms that dominate, N2

V
/NB and 2NVNO(NB � 1), are much smaller than the dominant

N
2

V
term in the LM. Thus, if no previous updates are being used (i.e. NO = 0), the BLM

reduces memory requirement by a factor of NB, and although the use of NO > 0 increases
the BLM’s memory requirement somewhat, the savings remain substantial. For example,
when using 8-byte floats and 30,000 variational parameters, the standard LM requires 14.4
gigabytes of memory per process, while the BLM with NB = 100 and NO = 5 requires only
0.5 gigabytes per process.

5.3 Results

N2 and H2O with JAGP

We begin our numerical tests with the ground states of two small molecules, N2 and H2O,
choosing the JAGP for our ansatz and performing VMC sampling in the second-quantized
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Figure 5.1: Structure of the BLM Hamiltonian matrix for the bth block, with each section of
the matrix displaying the type of matrix element it contains. Green-shaded sections contain
elements that are unique to each block; for the larger among these, we print the number of
elements that must be stored per block. Blue-shaded sections contain elements shared by all
blocks; for the larger among these, we print the total storage requirement across all blocks.
Total memory consumption can then be evaluated as blue + NB⇥green.

Hilbert-space of the 6-31G [85] orbital basis. These choices give us 408 and 273 nonlinear
parameters to optimize in N2 and H2O, respectively, which are few enough so as to make
direct comparisons to the standard LM straightforward. Tables 5.1 and 5.2 show the results
for various combinations of the number of blocks NB, previous update vectors NO, and
retained block directions NK . The reported optimization error is defined as the di↵erence in
energy between the minimums found by the BLM and the standard LM, the latter of which
is denoted by NB = 1 in the tables.

The first observation to be made is that although small, errors with respect to the stan-
dard LM are not zero. The likely explanation for this fact is that the BLM update direction,
like that of the standard LM, is a nonlinear function of the random variables drawn by our
Markov chains. Unlike linear functions of random variables that have statistical uncertainty
but no systematic bias, nonlinear functions produce a systematic bias, albeit one that can in
principle be mitigated by increasing the sample size. We suspect that our 2-step process of
first diagonalizing NB block-wise eigenproblems before constructing and diagonalizing one
overall eigenproblem, which we note uses the same VMC sample for both steps, is essentially
more nonlinear than the standard method’s 1-step process. In other words, both the BLM
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and LM should be expected to converge to a point in variable space that is slightly o↵-center
from the true minimum due to systematic bias, but we expect the BLM to be more o↵-center
due to its additional nonlinearities. Indeed, we have verified that the two methods converge
to the same minimum in the limit of infinite sampling, and as can be seen in the results,
di↵erences for finite sample lengths are modest and decrease as we retain more directions
NK from each block.

The second observation is that the error behaves as expected for di↵erent values of
NB, NK , and NO. Increasing the number of blocks NB, which makes it harder to account
for second-order couplings between variables when choosing update directions, increases
the deviation from the standard LM. Also as expected, increasing NK and NO tends to
decrease the deviation. As hypothesized in the motivation for the BLM, only modest values
of NK and NO are required to produce close approximations to the optimal update direction,
and so mitigating deviations from the standard LM is not di�cult. Finally, we note that
although the BLM typically requires more iterations to converge, the convergence speed
remains similar to the standard LM, especially when taking advantage of both multiple
directions NK per block and some number NO of previous update directions.

C2 with MSJ

We next switch from sampling in Fock space to sampling in real space, with Table 5.3
giving results for the ground state of C2 as modeled by a MSJ ansatz containing 1,100 CSFs
and 30 spline-based Jastrow variables. To construct our CSF expansion, we began with
a GAMESS optimization of an (8,8) complete active space self-consistent field (CASSCF)
ansatz in the cc-pVTZ basis [84]. The 1,100 largest-coe�cient CSFs were then selected from
a single-reference configuration interaction calculation including up to quadruples (CISDTQ)
performed in the optimized CASSCF orbital basis. As before, we see that increasing the
number of blocks eventually results in a significant deviation from the standard LM energy,
which is then reduced by increasing the number of old updates used and the number of
directions retained from each block. Again, while larger, the number of iterations required

Table 5.1: Comparison of the LM (NB = 1) and BLM for the ground state of N2 using the
JAGP ansatz with Hilbert-space sampling in the 6-31G basis.

NB NO NK Energy (a.u.) Error (10�3a.u.) Number of Iterations
1 N/A N/A -109.089 0.0 18
4 1 1 -109.088 1.5 19
4 5 1 -109.088 1.5 21
8 1 1 -109.087 3.0 29
8 5 1 -109.087 3.0 19
16 1 1 -109.086 3.3 38
16 5 1 -109.086 3.3 24
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Table 5.2: Comparison of the LM (NB = 1) and BLM for the ground state of H2O using the
JAGP ansatz with Hilbert-space sampling in the 6-31G basis.

NB NO NK Energy (a.u.) Error (10�3a.u.) Number of Iterations
1 N/A N/A -76.109 0.0 8
2 5 1 -76.108 1.5 10
4 1 1 -76.106 3.0 11
4 3 1 -76.106 3.3 11
4 5 1 -76.106 3.0 11
8 1 1 -76.103 5.9 9
8 1 2 -76.104 4.8 10
8 1 4 -76.107 2.2 13
8 3 1 -76.104 4.8 12
8 3 2 -76.106 2.9 12
8 3 4 -76.106 2.9 11
8 5 1 -76.107 2.6 12
8 5 2 -76.106 2.9 13
8 5 4 -76.108 1.5 12

to converge the BLM was similar to that for the standard LM.

The H16 Hydrogen Ring

Having tested our method in settings where it can be easily checked against the standard
LM, we now turn our attention to the metal-insulator transition in a 16-atom hydrogen ring,
where we will use the BLM in conjunction with our excited state targeting method [41] to
systematically converge the post-transition optical gap via a series of increasingly large MSJ

Table 5.3: Comparison of the LM (NB = 1) and BLM for the ground state of C2 using a
MSJ expansion with real-space sampling.

NB NO NK Energy (a.u.) Error (10�3a.u.) Number of Iterations
1 N/A N/A -75.834 0.0 8
4 1 1 -75.834 0.4 8
8 1 1 -75.833 1.1 10
16 1 1 -75.833 0.4 11
50 1 1 -75.832 1.5 10
100 1 1 -75.827 6.6 12
100 5 1 -75.831 2.9 11
100 5 5 -75.832 1.5 10
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Figure 5.2: A schematic representation of the squeezed (left) and stretched (right) 16-atom
hydrogen ring.

expansions. Closely related hydrogen chains have been the subject of much attention [151,
152, 153] due to the Mott-like behavior of the metal-insulator transition that occurs as one
enlarges the interatomic distance a. As a surpasses a certain critical distance ac, a large
number of natural orbitals become degenerate as the electrons transition out of the weakly
correlated metallic state and into the strongly correlated and more localized Mott-insulator
state.

Using JAGP approximations for the ground state of the 1D chain, Sorella and coworkers
[153] located ac by evaluating the complex polarization function [154]

z = h | exp
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k

r
k
k

!
| i, (5.11)

where rk
k
is the component of ~rk parallel to the chain axis. The modulus of z can be thought

of as a measurement of insulating behavior: |z| ! 1 as electrons localize about the nuclei,
as occurs in the insulating phase, while |z| ! 0 as the electrons become fully delocalized,
as occurs in the metallic phase. As we are studying a hydrogen ring instead of a periodic
chain, we find it appropriate to instead define the complex polarization function as

z = h | exp

 
i

X

k
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!
| i, (5.12)

where ✓k is the angle around the ring for the kth electron’s position. As for the chain, fully
localized versus delocalized behavior in the ring will lead to the |z|! 1 and |z|! 0 limits,
respectively.

In addition to probing the locality of its physics, theoretical methods can also o↵er
predictions about an insulator’s optical gap. Although this gap was not accessible in the
ground-state work of Sorella, the BLM can directly target an excited state by minimizing the
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Figure 5.3: The complex polarization |z| and optical gap of the H16 ring as a function of the
interatomic distance, evaluated using a MSJ ansatz containing all CISDTQ configurations
with coe�cients above 0.01.

function ⌦ = h |(!�Ĥ)| i/h |(!�Ĥ)2| i, which, when the energy shift ! is placed inside
the gap, will have the first excited state as its global minimum [41]. As this excited state
approximates the state at the bottom of the infinite ring’s conduction band, this approach
would represent a direct, many-body, non-perturbative, and systematically improvable route
to estimating the optical gap of a solid. In this study, we will explore a simple prototype of
this idea by converging the gap for the H16 ring by systematically increasing the number of
CSFs included in a MSJ expansion. Although linear combinations of CSFs are not natural fits
for the strongly correlated physics of a Mott transition and will thus require a large number
of CSFs be employed, they do o↵er straightforward systematic improvability and anyways
allows us to demonstrate that the BLM can handle the correspondingly large number of
variational parameters.

To construct our MSJ expansion, we begin by using GAMESS to optimize a (6,6) state-
average CASSCF ansatz in the cc-pVDZ basis [84]. We then perform a single-reference CIS-
DTQ for each state, after which we truncate this expansion at di↵erent coe�cient thresholds
to produce a series of increasingly large CSF expansions. By combining these with QM-
CPACK’s standard spline-based, cusp-inducing e-e and e-n two-body Jastrow factors, we
produce two sets of MSJ expansions, on each for the ground and excited state. Finally,
choosing the value of ! that is appropriate for each state by adjusting it to find the overall
minimum of the target function ⌦ [41], we optimize both the CSF coe�cients and Jastrow
variables simultaneously using the BLM.

Figure 5.3 shows the norm of the complex polarization function as well as the optical gap
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Figure 5.4: BLM convergence for the hydrogen ring’s MSJ energy in the ground state (left,
21,401 parameters) and first excited state (right, 25,297 parameters).

estimate (defined as the di↵erence between excited and ground state energies) as functions
of interatomic distance a for a coe�cient truncation threshold of 0.01. As expected, both |z|

and the gap are zero for small a, where previous studies have found hydrogen chains to be
metallic. As a increases, we see an abrupt change in |z| that suggests that by a = 3.0a.u.,
the ring has transitioned into an insulating state. Being a finite system, the energy gap does
not open discontinuously, and we see instead a rapid rise in the gap until it reaches a plateau
beyond a = 3.0a.u., thus agreeing with |z| as to the location of the transition.

To ensure we have accurately converged the size of the gap in the insulating plateau
region, we have performed our analysis of systematically increasing CSF expansion sizes at
a = 2.95a.u., where we transition from NB = 1 (the standard LM) to (NB = 100, NO =
5, NK = 3) when the number of variables surpasses 5,000. Figure 5.4 shows the convergence
behavior for the optimization of the largest MSJ expansions for both the ground and excited
states, which involved 21,401 and 25,297 variational parameters, respectively. Note that,
as is typical for the standard LM, the BLM converges in a handful of iterations. It is also
important to point out that the total computational cost for evaluating all of the data points
in Figure 5.4 amounted to 8,000 core-hours using the 2.3 GHz Intel Xeon 12-core Haswell
processors of Berkeley’s Savio computing cluster. Although this cost is not trivial, it is
modest on the scale of modern parallel computation, giving ample room for this approach
to be scaled up both to larger systems and larger variational parameter sets. Finally, in
Figure 5.5, we show the convergence of the energy gap as the variational flexibility of the
ansatz is increased, seeing clearly that, to within our statistical uncertainty, the gap has
converged with respect to the addition of further CSFs into the wave function. Thus, by
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Figure 5.5: Convergence of the hydrogen ring’s optical gap with respect to increasing varia-
tional flexibility, with NV the number of variational parameters in the excited state ansatz.

combining the direct optimization of ansatzes for the ground and conduction edge states with
the ability to optimize the large number of parameters inherent to a systematic expansion
of ansatz flexibility, we provide an example of how the optical gap of a Mott insulator may
be converged with respect to the e↵ects of strong, many-body correlations.

To show the insensitivity of gap with respect to the parameters NO and NK of BLM,
we compute the gap with di↵erence choices of these two parameters. Results are shown in
Table 5.4. 100 blocks are used in order to maintain consistency with previous calculations.
Results show that the calculated gap is highly insensitive to di↵erence choices of NO and
NK .

To analyze the size of error introduced by BLM, we compute the gap withe di↵erence

Table 5.4: Optical gap of the hydrogen ring with di↵erent choices of NO and NK using 100
blocks.

NO NK Gap (eV)
5 3 1.14(2)
5 1 1.13(2)
3 3 1.15(2)
3 1 1.16(2)
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choices of NB. Since as NB gets smaller, BLM should gradually converge to standard LM.
Results are shown in Table 5.5. Thanks to the linearity of CSF coe�cients and sparsity of
the parameter space, the gap is highly insensitive to NB so that the error introduced by
BLM is negligible in this case.

Table 5.5: Optical gap of the hydrogen ring with di↵erent choices of NB using NO = 3 and
NK = 1.

NB Gap (eV)
100 1.16(2)
50 1.16(2)
25 1.14(2)

5.4 Conclusions

We have presented the blocked linear method, a wave function optimization method for
variational Monte Carlo that addresses a crucial memory bottleneck in the highly successful
standard linear method. By dividing ansatz variables into blocks, finding important update
directions in each block, and then combining these directions to find an overall update for
the current wave function, our method minimizes either the energy or a function suitable
for targeting excited states while avoiding both the construction of overly large matrices
and any requirement that such matrices be well conditioned. In small molecule tests that
employed multiple ansatz types and involved both real space and Hilbert space sampling,
we showed that the method reproduces the results of the standard linear method to a very
good approximation.

In a demonstration of the method’s ability to optimize large variable sets, we showed
that the optical gap of a Mott-insulating hydrogen ring could be systematically converged
with respect to increasing flexibility in the ansatzes for the ground and conduction band
edge states. While many of the challenges inherent to simulating real Mott insulators are
not present in this example, the method’s success here raises interesting questions about the
role it might play in the solid state. For example, it may be possible to pursue the systematic
convergence of conduction band states’ nodal structures for use in DMC. Furthermore, given
the importance of addressing finite size e↵ects by examining larger and larger simulation
cells, the ability to optimize a large number of variables could prove especially useful in the
solid state. We thus look forward to future work exploring applications of the blocked linear
method in both solids and larger molecules.

In recent years, we have seen a rapid growth in di↵erent types of first order accelerated
gradient descent optimization methods and their applications in machine learning. These
first order optimization methods are usually much more memory friendly comparing to sec-
ond order ones. However, the price one needs to pay for the memory e�ciency is their slow
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convergence behavior. The recent developed hybrid optimization algorithm[47] combines
accelerated gradient descent and BLM. The resulting algorithm appears to work better than
using either class of method on its own. The superiority of the hybrid method opens new
research directions in terms of further investigations aimed at improving the methodology
itself.
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Chapter 6

Conclusions

We have introduced a new excited state variational principle, and discussed its applications
in Fock and real space, in open and extended systems, and with di↵erent approximate wave
function ansatzes. We compared it with EOM/LR based excited state methods and discussed
the merits and drawbacks of both approaches. We also made improvements on the underlying
optimization algorithm to address a fatal memory bottleneck that limits the capabilities of
the method. In its current form, this new excited state variational principle o↵ers accurate
and systematically improvable predictions to excitation energies and optical gaps, both in
weakly and strongly correlated systems.

As a non-perturbative excited state method, the new excited state variational principle
is capable of tackling problems that are di�cult to solve by perturbative methods. In doubly
excited states, the new excited state variational principle yields highly accurate excitation
energies that show order-of-magnitude of improvements over the predictions of conventional
EOM/LR based methods. In solid ZnO, while MBPT in the form of G0W0 becomes inac-
curate and sensitive to the underlying one-particle basis, the new excited state variational
principle remains accurate and is insensitive to the DFT starting point.

In molecules, the ability to yield accurate excitation energies and excited state wave
functions makes this new excited state variational principle an useful tool to study charge-
transfer (CT) and doubly excited states. CT and doubly excited states play vital roles in
biological systems[155], photocatalysts[11], and photodynamics[27], but they are generally
hard to model with LR/EOM based methods. In order to better understand experimental
results and develop new experimental directions, the predictive power of this new excited
state method on these two kinds of excited states would be extremely helpful.

In materials, the new excited state variational principle o↵ers a new way to obtain accu-
rate and systematically improvable optical gaps, which could in principle guide the design of
solar cells and help to predict and interpret spectroscopic observations. Furthermore, with
accurate exciton wave function, one could address the debate about the nature of excitations
for materials of technological importance. For example, the origin of the insulating behavior
(charge-transfer v.s. Mott) of NiO is still under debate[156], and having an accurate exciton
wave function would shine new insight into and even resolve this or other similar problems.
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Obtaining correct dynamical behavior of excited states is as important as predicting
static properties such as excitation energy. The time evolution of excited states has led to
countless important e↵ects, such as singlet fission[157], decoherence[155], and long persistent
luminescence[158]. Quantities that are necessary for dynamics simulation, such as electronic
coupling between excited states and ground state, non-adiabatic coupling, and nuclear forces
could not be computed correctly without accurate excited state wave functions. In this
sense, this new excited state variational principle also has potential applicability in dynamic
modeling.

Looking forward, many questions remain unanswered for this new excited state varia-
tional principle. The most pressing one would be whether it is possible to develop e�cient
deterministic algorithms to evaluate and optimize it. In this way the high computational
prefactor of QMC could be avoided and large-scale systems in condensed matter can be
studied. Besides e�ciency, the fact that the excited state variational principle can only
target one excited state at a time makes it less competitive to use for computing spectra
compared to LR/EOM and MBPT approaches. Therefore, it would be important to know
whether the accuracy of the excited state variational principle in single excited states could
be transferred to accurate predictions of spectra. In addition, the continuing development of
robust optimization techniques and accurate wave function ansatzes would also benefit the
method.
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[6] Ulrich Schollwöck. “The density-matrix renormalization group”. In: Rev. Mod. Phys.
77 (2005), p. 259.

[7] W. M. C. Foulkes et al. “Quantum Monte Carlo simulations of solids”. In: Rev. Mod.
Phys. 73 (2001), p. 33.

[8] Robert G. Parr and Weitao Yang. Density-functional theory of atoms and molecules.
New York: Oxford University Press, 1989.

[9] A. Ma et al. “Scheme for adding electron–nucleus cusps to Gaussian orbitals”. In: 122
(2005), p. 224322.

[10] U Bach et al. “Solid-state dye-sensitized mesoporous TiO2 solar cells with high
photon-to-electron conversion e�ciencies”. In: Nature 395.6702 (1998), pp. 583–585.

[11] Jacek K. Stolarczyk et al. “Challenges and Prospects in Solar Water Splitting and
CO2 Reduction with Inorganic and Hybrid Nanostructures”. In: ACS Catal 8 (2018),
pp. 3602–3635.

[12] John C. Tully. “Perspective: Nonadiabatic dynamics theory”. In: J. Chem. Phys. 137
(2012), 22A301.

[13] John C. Tully. “Nonadiabatic Processes in Molecular Collisions”. In: Dynamics of
Molecular Collisions: Part B. Ed. by William H. Miller. Boston, MA: Springer US,
1976, pp. 217–267. isbn: 978-1-4757-0644-4. doi: 10.1007/978-1-4757-0644-4_5.



BIBLIOGRAPHY 80

[14] Wolfgang Domcke and David R. Yarkony. “Role of Conical Intersections in Molecular
Spectroscopy and Photoinduced Chemical Dynamics”. In: Annu. Rev. Phys. Chem.
(2012), 63:325–52.

[15] J. M. Zhang and R. X. Dong. “Exact diagonalization: the Bose–Hubbard model as
an example”. In: Eur. J. Phys. 31 (2010), pp. 591–602.

[16] Yann Garniron et al. “Quantum Package 2.0: An Open-Source Determinant-Driven
Suite of Programs”. In: J. Chem. Theory Comput. 15 (2019), pp. 3591–3609.

[17] Robert J. Buenker, Sigrid D. Peyerimho↵, and Werner Butscher. “Applicability of the
multi-reference double-excitation CI(MRD-CI) method to the calculation of electronic
wavefunctions and comparison with related techniques”. In: Mol. Phys. 35 (1978),
pp. 771–791.

[18] N. S. Blunt, Ali Alavi, and George H. Booth. “Krylov-Projected Quantum Monte
Carlo Method”. In: Phys. Rev. Lett. 115 (2015), p. 050603.

[19] N. S. Blunt et al. “An excited-state approach within full configuration interaction
quantum Monte Carlo”. In: J. Chem. Phys. 143 (2015), p. 134117.

[20] Debashree Ghosh et al. “Orbital optimization in the density matrix renormalization
group, with applications to polyenes and beta-carotene”. In: J. Chem. Phys. 128
(2008), p. 144117.

[21] Weifeng Hu and Garnet Kin-Lin Chan. “Excited-State Geometry Optimization with
the Density Matrix Renormalization Group, as Applied to Polyenes”. In: J. Chem.
Theory. Comput. 11 (2015), p. 3000.

[22] Andreas Dreuw and M. Head-Gordon. “Single-Reference ab Initio Methods for the
Calculations of Excited States of Large Molecules”. In: Chem. Rev. 105 (2005),
p. 4009.

[23] A. Krylov. “Equation-of-Motion Coupled-Cluster Methods for Open-Shell and Elec-
tronically Excited Species: The Hitchhiker’s Guide to Fock Space”. In: Annu. Rev.
Phys. Chem. 59 (2008), p. 433.

[24] Naoki Nakatani et al. “Linear response theory for the density matrix renormalization
group: E�cient algorithms for strongly correlated excited states”. In: J. Chem. Phys.
140 (2014), p. 024108.

[25] Luning Zhao and Eric Neuscamman. “Equation of Motion Theory for Excited States
in Variational Monte Carlo and the Jastrow Antisymmetric Geminal Power in Hilbert
Space”. In: J. Chem. Theory Comput. 12 (2016), pp. 3719–3726.

[26] Mark A. Watson and Garnet Kin-Lic Chan. “Excited States of Butadiene to Chemical
Accuracy: Reconciling Theory and Experiment”. In: J. Chem. Theory Comput. 8
(2012), pp. 4013–4018.



BIBLIOGRAPHY 81

[27] Yinan Shu and Donald G. Truhlar. “Doubly Excited Character or Static Correlation
of the Reference State in the Controversial 21Ag State of trans-Butadiene?” In: J.
Am. Chem. Soc. 139 (2017), pp. 13770–13778.

[28] Lars Hedin. “New method for calculating the one-particle Green’s function with ap-
plication to the electron-gas problem”. In: Phys. Rev. 139.3A (1965), A796.

[29] G. Strinati. “E↵ects of dynamical screening on resonances at inner-shell thresholds
in semiconductors”. In: Phys. Rev. B 29.10 (1984).

[30] Giovanni Onida, Lucia Reining, and Angel Rubio. “Electronic excitations: density-
functional versus many-body Green’s-function approaches”. In: Rev. Mod. Phys. 74.2
(2002), p. 601.

[31] Suvadip Das, John E. Coulter, and Efstratios Manousakis. “Convergence of quasipar-
ticle self-consistent GW calculations of transition-metal monoxides”. In: Phys. Rev.
B 91 (2015), p. 115105.

[32] John P Perdew. “Density functional theory and the band gap problem”. In: Int. J.
Quantum Chem. 28.S19 (2009), pp. 497–523. doi: 10.1002/qua.560280846.

[33] J. P. Perdew and Alex Zunger. “Self-interaction correction to density-functional ap-
proximations for many-electron systems”. In: Phys. Rev. B 23.10 (1981), pp. 5048–
5079. doi: 10.1103/PhysRevB.23.5048.

[34] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. “Generalized gradient ap-
proximation made simple”. In: Phys. Rev. Lett. 77.18 (1996), pp. 3865–3868. doi:
10.1103/PhysRevLett.77.3865.

[35] M Shishkin and G Kresse. “Self-consistent G W calculations for semiconductors and
insulators”. In: Phys. Rev. B 75.23 (2007), p. 235102.

[36] Bi-Ching Shih et al. “Quasiparticle band gap of ZnO: High accuracy from the con-
ventional G0W0 approach”. In: Phys. Rev. Lett. 105.14 (2010), p. 146401.

[37] Carlo Adamo and Vincenzo Barone. “Toward reliable density functional methods
without adjustable parameters: The PBE0 model”. In: J. Chem. Phys. 110.6158
(1999).

[38] Jochen Heyd and Gustavo E. Scuseria. “Hybrid functionals based on a screened
Coulomb potential”. In: J. Chem. Phys. 118.8207 (2003).

[39] Jong H. Choi, Charles F. Lebeda, and Richard P. Messmer. “Variational principle
for excited states: exact formulation and other extensions”. In: Chem. Phys. Lett. 5
(1970), p. 503.

[40] Jonathan J. Dorando, Johannes Hachmann, and Garnet Kin-Lic Chan. “Targeted
excited state algorithms”. In: J. Chem. Phys. 127 (2007), p. 084109.

[41] Luning Zhao and Eric Neuscamman. “An e�cient variational principle for the direct
optimization of excited states”. In: arXiv (2016), p. 1508.06683.



BIBLIOGRAPHY 82

[42] M. P. Nightingale and V. Melik-Alaverdian. In: Phys. Rev. Lett. 87 (2001), p. 043401.

[43] C. J. Umrigar et al. “Alleviation of the Fermion-Sign Problem by Optimization of
Many-Body Wave Functions”. In: Phys. Rev. Lett. 98 (2007), p. 110201.

[44] J. Toulouse and C. J. Umrigar. In: J. Chem. Phys. 126 (2007), p. 084102.

[45] J. Toulouse and C. J. Umrigar. In: J. Chem. Phys. 128 (2008), p. 174101.

[46] Lauretta R. Schwarz, A. Alavi, and George H. Booth. “Projector Quantum Monte
Carlo Method for Nonlinear Wave Functions Lauretta”. In: Phys. Rev. Lett. 118
(2017), p. 176403.

[47] Leon Otis and Eric Neuscamman. “Complementary first and second derivative meth-
ods for ansatz optimization in variational Monte Carlo”. In: Phys. Chem. Chem. Phys.
21 (2019), pp. 14491–14510.

[48] Brett Van Der Goetz, Leon Otis, and Eric Neuscamman. “Clean and Convenient
Tessellations for Number Counting Jastrow Factors”. In: J. Chem. Theory Comput.
15 (2019), pp. 1102–1121.

[49] Luning Zhao and Eric Neuscamman. “A Blocked Linear Method for Optimizing Large
Parameter Sets in Variational Monte Carlo”. In: J. Chem. Theory Comput. 13(6)
(2017), pp. 2604–2611.

[50] Hong-Zhou Ye et al. “�-SCF: A direct energy-targeting method to mean-field excited
states”. In: J. Chem. Phys. 147 (2017), p. 214104.

[51] G. Kotliar et al. “Electronic structure calculations with dynamical mean-field theory”.
In: Rev. Mod. Phys. 78 (2006), p. 865.

[52] Tsz S. Chwee and Emily A. Carter. “Valence Excited States in Large Molecules via
Local Multireference Singles and Doubles Configuration Interaction”. In: J. Chem.
Theory Comput. 7 (2011), p. 103.

[53] C. J. Umrigar, K. G. Wilson, and J. W. Wilkins. “Optimized trial wave functions for
quantum Monte Carlo calculations”. In: Phys. Rev. Lett. 60 (1988), p. 1719.

[54] Andreas Dreuw and M. Head-Gordon. “Single-Reference ab Initio Methods for the
Calculations of Excited States of Large Molecules”. In: Chem. Rev. 105 (2005),
p. 4009.

[55] Myint Tin. “Comparison of Some Ratio Estimators”. In: JASA 60 (1965), p. 294.
doi: 10.1080/01621459.1965.10480792.

[56] Miguel A. Morales et al. “Multideterminant Wave Functions in Quantum Monte
Carlo”. In: J. Chem. Theory Comput. 8 (2012), p. 2181.

[57] Michele Casula and Sandro Sorella. “Geminal wave functions with Jastrow correla-
tion: A first application to atoms”. In: J. Chem. Phys. 119 (2003), p. 6500.



BIBLIOGRAPHY 83

[58] Michele Casula, Claudio Attaccalite, and Sandro Sorella. “Correlated geminal wave
function for molecules: An e�cient resonating valence bond approach”. In: J. Chem.
Phys. 121 (2004), p. 7110.

[59] Sandro Sorella, Michele Casula, and Dario Rocca. “Weak binding between two aro-
matic rings: Feeling the van der Waals attraction by quantum Monte Carlo methods”.
In: J. Chem. Phys. 127 (2007), p. 014105.

[60] Mariapia Marchi et al. “Resonating valence bond wave function with molecular or-
bitals: Application to first-row molecules”. In: J. Chem. Phys. 131 (2009), p. 154116.

[61] Eric Neuscamman. “The Jastrow antisymmetric geminal power in Hilbert space: the-
ory, benchmarking, and application to a novel transition state”. In: J. Chem. Phys.
139 (2013), p. 194105.

[62] Eric Neuscamman. “Size Consistency Error in the Antisymmetric Geminal Pow-
erWave Function can be Completely Removed”. In: Phys. Rev. Lett. 109 (2012),
p. 203001.

[63] Garnet Kin-Lic Chan and Sandeep Sharma. “The Density Matrix Renormalization
Group in Quantum Chemistry”. In: Annu. Rev. Phys. Chem. 62 (2011), p. 465.
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[120] Jindřich Kolorenč and Lubos Mitas. “Quantum Monte Carlo calculations of structural
properties of FeO under pressure”. In: Phys. Rev. Lett. 101.18 (2008), p. 185502.
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Appendix A

Computational Details

A.1 Chapter 2

General Information

EOM-CCSD and FCI results were computed with MOLPRO [159], CIS results with QChem
[160, 161], MSJ results with a modified version of QMCPACK [162, 163] with the CAS
truncation taken from GAMESS [164], and JAGP results with our own prototype Hilbert
space quantum Monte Carlo code with one- and two-electron integrals imported from Psi3
[165]. In JAGP we worked exclusively in the symmetrically orthogonalized “S�1/2” one
particle basis and froze the C 1s orbital at the HF level. All statistical uncertainties were
converged to less than 0.01eV in all cases.

CH2

For CH2 we used a minimal STO-3G basis set [166] and shifts in Hartree of ! = -38.4, -38.3,
-39.198, -38.15, -38.110, and -38.1 for excited states 1 to 6, respectively. As mentioned in
the main text, this resulted in minima of ⌦ for the last two shifts that corresponded to

Table A.1: Absolute energies in Hartree of the CH2 molecule in the STO-3G basis.

State JAGP CIS EOM-CCSD FCI
0 -38.434 -38.370 -38.435 -38.436
1 -38.340 -38.291 -38.342 -38.344
2 -38.201 N/A -38.182 -39.201
3 -38.178 -38.104 -38.176 -38.185
4 -38.046 N/A -38.025 -38.055
5 -37.891 -37.792 -37.885 -37.891
6 -37.878 -37.811 -37.871 -38.874
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Figure A.1: Energy vs ! for the first excited state of CH2 in a STO-3G basis.

JAGPs that were symmetry broken combinations of the 5th and 6th excited states. The
broken symmetry was not imposed on the JAGPs, but instead emerged repeatedly from
the optimization of ⌦ for a variety of di↵erent initial guesses. Essentially, the two states in
question are dominated by the + and - combinations of two configurations, and ⌦-optimized
JAGP broke symmetry and gave each state as one or the other of these configurations in a
way very reminiscent of Hartree-Fock’s tendency to unrestrict and give one or the other of
the two configurations of a diradical ground state. Upon performing a 2x2 diagonalization,
the correct + and - combinations emerged and symmetry was restored, exactly as happens
in many ground state scenarios. Note that as for Hartree Fock and a diradical, it is not
necessarily possible to re-write the resulting linear combination of two JAGPs as a single
JAGP with di↵erent parameters, and so it is very likely that an energetically accurate and
symmetry-correct representation of these two states is simply beyond the variational freedom
of JAGP. For reference, the magnitude of the overlap between the normalized JAGPs for
these states was 0.13. The numbers we report for the excitation energies are those after the
2x2 diagonalization. See Table A.1 for di↵erent methods’ absolute energies. In Å, the CH2

geometry used was

C -0.0722376285 -0.0574604043 0.0000000000
H -0.0198102890 1.0990427214 0.0000000000
H 1.0664179823 -0.2665333714 0.0000000000
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As an example of the insensitivity of the energy to the choice of !, we have plotted in
Figure A.1 the energy of CH2’s first excited state over a wide range of shifts. Over a range
spanning 1.3 eV around the value of ! that minimizes ⌦, we see that the predicted energy
changes by less than 0.03 eV, confirming that the energy is indeed quite insensitive to the
precise choice of ! so long as it is in the vicinity of this minimum. See Figure 1 of the main
text for an example of what an ⌦ vs ! minimum looks like.

Table A.2: Absolute energies in Hartree for H6 in a 6-31G basis.

State JAGP CIS EOM-CCSD FCI
0 -3.177 -3.043 -3.180 -3.181
1 -3.044 -2.840 -3.022 -3.051
2 -2.965 N/A -2.897 -2.965

H6

For H6 we used the 6-31G basis [167] and shifts in Hartree of ! = -3.17, -3.15, and -3.15 for
excited states 1 to 3, respectively. The geometry for H6 was chosen as a regular hexagon
with edge lengths (i.e. bond distances) of 1.5 Å. See Table A.2 for total energies.

Fock Space C2

For C2 with a Fock space random walk we used the 6-31G basis [167] and shifts in Hartree
of ! = -75.85, -75.85, -75.65, -75.60, and -75.60 for excited states 1 to 5, respectively. Note
that these shifts were not plotted in the main text as they are all below the JAGP ground
state energy of -75.5915 Hartree and would not conveniently fit on the plot. As discussed
in the main text, the finite variance of an approximate wave function causes the values of !
at which the ⌦-minimum switches states to shift down in energy, and in C2 this e↵ect was
large enough to push the switching energies below the ground state energy. The C2 bond
distance was 1.2425146399 Å. Total energies for di↵erent methods are shown in Table A.3.

Table A.3: Absolute energies in Hartree for C2 in a 6-31G basis.

State JAGP CIS EOM-CCSD FCI
0 -75.591 -75.349 -75.620 -75.641
1 -75.508 -75.385 -75.534 -75.561
2 -75.508 -75.385 -75.534 -75.561
3 -75.438 N/A -75.459 -75.520
4 -75.469 N/A -75.458 -75.515
5 -75.469 N/A -75.458 -75.515
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Real Space C2

For C2 with a real space random walk we used the cc-pVTZ basis [168], both for the orbitals of
the MSJ wave function and for the CIS, EOM-CCSD, CASSCF, and MRCI+Q calculations.
For MSJ, these orbitals were augmented [9] to include the e↵ects of nuclear cusps. The CAS
expansion from which CSFs were taken for MSJ was the CAS space resulting from an equal
weighted state averaged (8e,8o) CASSCF calculation (performed in C1 symmetry) including
the ground state and the first 5 singlet excited states. The CSF orbitals were taken as the
optimized CASSCF orbitals. The Jastrow factors (one each for electron-nuclear, opposite-
spin-electron, and same-spin-electron) were one dimensional functions of the magnitude of
the interpartical distance, the natural logarithms of which were parameterized as a 10-section
bspline with a cuto↵ radius of 5 Bohr for the electron nuclear and 10 Bohr for the electron-
electron. Note that for the data presented for CASSCF and MRCI+Q, we instead used
eight separate 4-state state-averaged CASSCF calculations, one in each D2h representation,
in order to reduce the computational cost of MRCI+Q.

We found that the downshifting of the switching values of ! was stronger in real space
than in our Fock space tests, likely because there is more scope for inaccuracies that increase
the variance when working in the complete basis of real space. We also observed that
there can indeed be a significant di↵erence in the optimized state when minimizing E( )
instead of ⌦( ), and as expected from our discussion in the main text comparing wave
functions optimized with di↵erent variational forms results in biased and less accurate energy
di↵erences. To avoid this bias, which we again stress is directly analogous to the bias that
is known to be introduced if optimizations of �2 are compared to those of E, we minimized
⌦( ) for all states, including the ground state, whose shift ! was chosen to lie near the point
at which the minimum switched to the first excited state. As for other states, we observed
that the precise choice of ! in the ground state optimization had only a very minor e↵ect
on the predicted excitation energies. The ! values used for the reported excitation energy
calculations were -79.15 for the ground state and -79.00, -79.00, -78.70, -78.70, and -78.68
for excited states 1 to 5, respectively. The C2 bond distance was 1.2425146399 Å. Table A.4
gives absolute energies for various methods.

Table A.4: Absolute energies in Hartree for C2 in a cc-pVTZ basis, with MSJ evaluated with
real space VMC.

State MSJ(0.1) MSJ(0.01) CIS CASSCF EOM-CCSD MRCI+Q
0 -75.758 -75.803 -75.401 -75.625 -75.773 -75.788
1 -75.722 -75.753 -75.447 -75.553 -75.724 -75.742
2 -75.722 -75.753 -75.447 -75.553 -75.724 -75.742
3 -75.686 -75.719 N/A -75.528 -75.598 -75.709
4 -75.686 -75.719 N/A -75.528 -75.598 -75.709
5 -75.674 -75.709 N/A -75.525 -75.594 -75.697
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A.2 Chapter 3

EOM-CCSD, Davidson-corrected MRCI (MRCI+Q) and FCI results were computed with
MOLPRO [159], CIS results with QChem [161], and JAGP results with our own prototype
Hilbert space quantum Monte Carlo code with one- and two-electron integrals imported
from Psi3 [165]. In JAGP, we worked exclusively in the symmetrically orthogonalized S

�1/2

orbital basis and froze the C, N and O 1s orbitals at the RHF level. Unless noted otherwise,
all sample lengths were 7.2⇥ 106.

A.3 Chapter 4

We have implemented our method within a development version of QMCPACK, [68] in
which we have adapted the fast multi-Slater method [73, 74] to work with the cubic B-
spline representation [68] of Kohn-Sham orbitals imported from Quantum ESPRESSO.
[169, 170] We also customized the linear method optimizer to support complex numbers.
For the correlation factor U in the main text, QMCPACK represents the one-dimensional
functions V and W by 10-point cubic B-splines of the electron-nuclear (rip) and electron-
electron (rij) distances. [68] Note that independent spline parameters are used for each
chemical element and for same- and opposite-spin electron pairs, and that the parameters
are optimized alongside the configuration interaction coe�cients during the minimization of
⌦.

Pseudopotentials

To avoid the unnecessary simulation of low-energy core electrons, we used Burkatzki-Filippi-
Dolg (BFD) pseudopotentials [171] for Li, C, F, and Si, the norm-conserving pseudopotential
of Shin et al [172] for O, and the semi-core-included pseudopotential of Krogel et al [173] for
Zn.

The pseudopotential can be divided into a local and a nonlocal part[7],

V
ps = Vloc(R) + V̂nl =

X

i

V
ps

loc
(ri) +

X

i

V̂
ps

nl,i
(A.1)

in which the nonlocal part of the pseudopotential acting on an arbitrary function of ri is,
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(A.2)

in which Ylm(⌦) are spherical harmonic functions.
The local part of the pseudopotential contribution to the local energy is simple,

Vloc(R) (R)

 (R)
= Vloc(R) (A.3)
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as we see this part does not depend on the wave function.
The nonlocal part of the pseudopotential contribution to the local energy is a bit in-

volved[7],
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(A.4)

in which the third line of the above expression is obtained by choosing the z axis along ri
and use the definition of spherical harmonics. Pl are Legendre polynomials.

DFT Calculations

All DFT calculations were performed with QUANTUM ESPRESSO 5.3.0 using a 350-Ry
kinetic energy cuto↵ and a 4⇥4⇥4 k-point grid. All lattice constants were chosen based on
experimental values, with an fcc lattice structure used for LiH and LiF with lattice constants
of 7.716 and 7.625 Bohr, respectively. The diamond cubic structure was used for both C
diamond and Si with lattice constants of 6.740 and 10.263 Bohr, respectively. The wurtzite
structure was used for ZnO with lattice constants set to a = 3.250 Bohr and c = 5.207 Bohr.
For ZnO, a 4-atom unit cell was used for DFT, while all other systems used a 2-atom unit
cell for DFT.

Extrapolations

The extrapolations of the optical gap to bulk limit of diamond, silicon, and LiF are shown
in Figure A.2, A.3, and A.4 respectively.

A.4 Chapter 5

JAGP results for N2 and H2O were obtained using Hilbert-space sampling via our own VMC
software, which extracts one- and two-electron integrals from PySCF [174]. MSJ results for
C2 and the hydrogen ring were obtained using real-space sampling via QMCPACK [146,
147], with configuration state functions (CSFs) taken from GAMESS [175]. For JAGP, we
work exclusively in the symmetrically orthogonalized “S�1/2” one particle basis. The VMC
sample size is universally chosen as 2.4⇥105, which produces statistical uncertainties whose
standard deviations are less than 0.7 kcal/mol (0.03 eV) in all cases.
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Figure A.2: Extrapolation to the bulk limit in diamond. Points are our VMC data while
the dashed line is a linear fit against the inverse of the number of atoms N in the simulation
cell.
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Figure A.3: Extrapolation to the bulk limit in silicon. Points are our VMC data while the
dashed line is a linear fit against the inverse of the number of atoms N in the simulation
cell.
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Figure A.4: Extrapolation to the bulk limit in LiF. Points are our VMC data while the
dashed line is a linear fit against the inverse of the number of atoms N in the simulation
cell.




