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Flow. Cytometric Analysis of Mitotic Cycle Perturbation 

by Chemical Carcinogens in Cultured Epithelial Cells 

Doctoral Dissertation of Andrew Leonard Pearlman 

ABSTRACT 

A system for kinetic analysis of mitotic cycle pertur­

bation by various agents, described below, was developed and 

applied to the study of the mitotic cycle effects and depen-

dency of the chemical carcinogen benzo[a]pyrene-diol-

epoxide, "DE", upon a mouse liver epithelial cell line, NMu­

Li. 

The study suggests that the targets of DE action are 

not confined to DNA alone, but may include cytoplasmic 

structures as well. DE ~as found to affect cells located in 

virtually every phase of the mitotic cycle, with cells that 

were actively synthesizing DNA showing the strongest 

response. However, the resulting perturbations were not 

confined to S-phase alone. DE slowed traversal through S­

phase by about 40% regardless of the cycle phase of the 

cells exposed to it, and slowed traversal through G2M by 

about 50%. When added to G1 cells, DE delayed recruitment 

of apparently quiescent (GO) cells by 2 hours, and reduced 

the synchrony of the cohort of cells recruited into active 

proliferation. 
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The kinetic analysis system consists of four elements: 

tissue culture methods for propagating and harvesting cell 

populations; an elutriation centrifugation system for bulk 

synchronization of cells in various phases of the mitotic 

cycle; a flow cytometer (FeM), coupled with appropriate 

staining protocols, to enable rapid analysis of the DNA dis­

tribtution of any given cell population; data reduction and 

analysis methods for extracting information from the DNA 

histograms produced by the FeM. The elements of the system 

are discussed. 

Detailed methods are presented for bulk cell cycle syn­

chronization of NMuLi cells by elutriation centrifugation. 

When run under the conditions described, G2M cells sediment 

at about 2.5 times the rate of G1 cells, with most S-phase 

cells sedimenting at about 1.6 to 2.0 times the G1 rate. 

Optimal methods for sample preparation and fluorescent 

staining of the NMuLi cells are presented, along with an 

analysis of the FeM system used in this work. 

A mathematical analysis of DNA histograms obtained by 

FeM is presented, in which the histograms are shown to be 

well modeled as a convolution of the true DNA distribution 

with a single overall spread function, provided that their 

abscissas have been transformed to represent the logarithm 

of fluorescent intensity. The analysis leads to the de-

tailed implementation of a new modeling approach, in which a 

given histogram is fit using the spread function extracted 

,I 
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from the G1 peak of a related reference histogram. Thecen­

tral algorithms in the approach are presented in detail, 

along with a discussion of model stability with re~pect to. 

various sources of error. Results are shown for various DNA 

histograms. 

The above modeling approach is applied to the estima-

tion . of cell cycle kinetic parameters from time series of 

DNA histograms, and methods for the reduction and interpre-

tation of such series are suggested. 

Signed, 

Committee Chairperson Date 
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FOREWORD 

The structure of this dissertation reflects the central 

theme of my work reported in it: the assembly of several 

new methodologies and approaches in a kinetic analysis sys­

tem, applied to the study of the interactions of a chemical 

carcinogen with the mitotic cycle of epithelial cells grown 

in culture. Hence, Chapters I through IV describe and 

analyse the various components of the system. Chapter V 

presents a bri~f review of pertinent recent work with the 

chemical carcinogen studied here, and serves as background 

to the principal experiments of this dissertation, which are 

reported and discussed in Chapter VI. The Appendices 

present detailed analyses of the optics of the flow 

cytometry system used in this study, and of my attempts at 

mathematical modeling of cell cycle kinetics using time 

series of DNA histograms. 
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CHAPTER I 

The Ilow Cytometry System at 

The Laboratory of Chemical Biodynamics, 

University of California at Berkeley 

INTRODUCTION 

During the past several years, numerous high speed 

cell analysis systems (1-7) for measurement of physical 

and biological properties of single cells have been 

developed, providing new and useful techniques for per­

forming a wide variety of biological experiments. Such 

systems have been used, for example, in studies relating 

DNA content per cell to chromosome number (8,9), quanti­

tation of cell surface binding of plant lectins such as 

concanavalin A (10), determination of the effects of 

chemo-therapeutic drugs and other agents upon cell cycle 

traverse (11), immunofluorescent detection of antigen­

binding cells (12), screening of gynecologic cytology 

specimens (13), and myriad other applications. 

The common feature of these systems is their use of 

monodisperse cellular suspensions, which are made to flow 

through a defined region of observation, where measure­

ments are made on individual cells in su~cession. Hence, 
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the generic name by which these devices have come to be 

known is "flow cytometer", or FCM, and the field of study 

relating to their development and use is known as "flow 

cytometry." 

Typical parameters measured by FCM are cell size, 

DNA content, RNA content, specific surface antigen con­

tent, etc., and in general, FCM systems trade low resolu­

tion on individual cells for large sample size and hence 

high statistical precision in characterizing whole popu­

lations of cells. An FCM thus provides complementary in­

formation to that obtained by more conventional methods 

such as light microscopy, in which a far smaller number 

of cells may be studied in much greater detail. 

A given sample population is FCM analysed by first 

preparing a monocellular preparation of the sample (often 

a difficult step), staining it with appropriate fluoro­

genic or absorbing molecular labels, and streaming the 

cells, one by one, through an excitation light source 

(generally a laser), where their absorption, emitted 

fluorescence, scattering and possibly other output are 

detected and measured at rates of 1-10,000 cells per 

second. The measured quantities usually represent aver­

age values for each whole cell, with little subcellular 

detail, due to the optical limitations of the excitation 

light source, whose dimensions generally cannot be re­

duced below 5 to 10 ~m (4), o~ about one cell diameter. 
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So many variations on this theme have emerged in the 

past few years that even the rather general definition 

given above is inadequate to cover all the important 

kinds of measurements made or in development. However, 

the focus in this chapter will be on the FCM at the La­

boratory of Chemical Biodynamics (LeB), and its use in 

obtaining DNA histograms of cell populations, in particu­

lar. The FCM device at LCB is illustrated graphically in 

Fig. 1, and schematically in Fig. 2. 

The principal goal of the FCM at LCB, as regards DNA 

histograms, has been to enable the rapid estimation of 

cell cycle distributions of cell populations under study, 

and use them in extracting descriptive kinetic informa­

tion about the behavior of the population under various 

conditions and treatments of interest. Prior to the ad­

vent of FCM, the only means for obtaining information of 

this nature was autoradiography, which still serves as 

the principal benchmark against which FCM results are 

tes ted. 

Autorad iog ra phy is the method whereb y g rowi ng po pu­

lations are exposed to radioactively labeled subst~ate 

molecules, in this case tritiated thymidine, which are 

taken up by the cells and used as would non-labeled 

molecules of the same type. Thus, in theory, only cells 

that are actively synthesizing DNA take up the labeled 

thymidine and incorporate it into the new DNA copy being 
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replicated. The cells, which are usually grown in mono­

layers on transparent plastic or glass, are usually ex­

posed to the label for a short "pulse"(15-30 min.), then 

fixed and co~ered with a thin layer of special photo­

graphic emulsion, and left in the dark to expose the 

emulsion for several days (typically 7 to 21 days). Upon 

developing, those portions of the emulsion situated above 

labeled nuclei show a larger density of silver grains 

(due to tritium emissions) than elsewhere. The fraction 

of cells that were actively synthesizing DNA during the 

time that the cells were exposed to the labeled tritium 

can be estimated by determining the fraction of labeled 

nuclei (FLN). This is usually done by establishing a 

grain count threshold for classifying any given nucleus 

as "labeled," and examining a large number of cells to 

approximate the FLN. 

There are several drawbacks to autoradiography which 

have motivated our choice of FCM as an alternative. 

First, the time lag between a given experiment and the 

FLN estimates is often two weeks or more, due to the long 

exposure time needed, which precludes the use of the FLN 

information as "feedback" during the course of most ex­

periments. Second, the FLN estimate is completely depen­

dent upon the grain count threshold and exposure time 

used, both of which are arbitrary in value, thus bringing 

the reliability of the estimate obtained into question 

(14). Third, the procedure of counting the labeled nu-
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clei usually involves extensive visual examination of the 

material by light microscope, which is both tedious and 

given to human error (especially after the first few 

thousand cells counted). When counting by eye, it is 

very difficult to consistently apply the grain count 

threshold, often leading to mis-classification of cells, 

especially if there is an appreciable background of 

grains. Fourth, the method detects only those cells that 

are actively sythesizing DNA, so that G1 and G2 are not 

distinguished from one another, and cells blocked during 

synthesis (an effect of interest caused by many agents) 

are not recognized as being in S-phase. Finally, the 

presence of grains over the nucleus of a given cell is 

not a completely unambiguous indication that the cell was 

actually synthesizing DNA at the time of tritiated thymi­

dine addition. 

FeM analysis of the cell cycle distribution of a 

given cell population makes use of cytochemical methods 

for fluorescently staining the DNA in a stoichiometric 

manner, such that the number of fluorescent dye molecules 

bound per 100 DNA bases is approximately constant. 

Hence, measurement of the amount of bound dye in a given 

cell yields an estimate of the relative amount of DNA 

contained in the cell, which should double as a cell 

traverses the cycle from G1 to G2• 

In practice, the measured quantity is relative 
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fluorescent intensity per cell, which is digitized in a 

set of discrete values (typically 256). As each cell is 

analysed, the count in the appropriate discrete channel 

is incremented by one, and in this manner, a historam 

describing the whole population is built up. FCM can 

thus estimate the fraction of cells in G1 , S, and G2M 

(FCM cannot distinguish G2 from mitosis, so G2M is the 

combination of'the two), with high accuracy (typically 

about 3-6% in our system). Because of its small measure­

ment error and large statistical sample size, FCM 

analysis can also determine the detailed distribution of 

cells within S-phase, including early-, mid-, and late-So 

The whole FCM analysis procedure for a given cell popula­

tion can be as short as 20 minutes (for the mithramycin 

staining protocol of Crissman and Tobey (18) ), or as 

long as 14 hours (for the acriflavin-Feulgen protocol). 

In this thesis, a propidium iodide staining protocol 

(described below and in chapters II and VI) was employed, 

with a resultant analysis lag time of 2.5 to 3 hrs for a 

given cell population. 

Cell cycle k~inetic information about a given cell 

population is obtained by FCM analysis of the population 

at sequential timepoints. The resulting set of histo­

grams is stored on magnetic tape and analysed by various 

modeling routines to extract the information sought,. The 

overall flow cytometry system at LCB is thus seen to con­

sist of sample preparation and staining methods, an FCM 
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(which lacks the sorting capability present on other sys­

tems) , hardware and software for long term storage of the 

histograms, and associated programs, for modeling and oth-

er analyses of the data. 

Resolution of the FCM is measured in terms of the 

sharpness of the histogram peak corresponding to G1 

cells, which, theoretically, all posses the same DNA con-

tent. The coefficient of variation (CV) of the G1 peak, 

defined as the ratio of the standard deviation of the 

peak (if it were a Gaussian distribution) to its mean 

channel, is approximated by the ratio of full-width-at-

half-maximum to modal channel number, divided by 2.35. 

Acceptable CV's are typically 2% - 6%. 

GENERAL DESCRIPTION OF OUR FCM: OVERVIEW 
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Sample preparation and staining are described below.· 

The flow cell, detection electro-optics and lenses for 

the excitation beam of our system were all obtained from 

a former employee of the Los Alamos Scientific Laboratory 

(LASL), who constructs these items to the specifications 

used at LASL as of 1973. Thus, the heart of our system 

is equivalent to a LASL Flow System II, described by Holm 

and Cram (4). 

The operational principles of the sample feed and 

observation cell (henceforth termed the "flow cell") are 

illustrated in Fig. 3. Briefly, the· flow cell operates 



by generating a concentric laminar sheath of water around 

the cylindrical sample flow stream, and accelerating both 

by forcing them through a 250 ~meter nozzle into the re­

gion of illumination. The stream flows vertically, 

forced against gravity, so as to maximally separate adja­

cent cells. The sample and sheath are drawn through the 

flow cell by two forces: gravity, and air pressure dif­

ferential between inlet and outlet sides. The differen­

tial pressure between the disposal vessel (which is par­

tially evacuated by means of a peristaltic pump), and the 

two respective reservoirs (which are exposed to the atmo­

sphere), determines the absolute final velocity with 

which the sample traverses the region of illumination. 

The relative heights of the flow cell to the respective 

reservoi~s also drive the two flows, and for fixed sheath 

reservoir-to-flow-cell height difference, the concentra­

tion of sample fluid in the final stream through the noz­

zle is determined by the sample reservoir-to-flow-cell 

height, seen in Fig. 3. Hence, counting rate, for a Sam­

ple of a given density of cells per ml, is varied by ad­

justing the height of the sample reservoir relative to 

the flow cell. 

For height differences of 25 cm for the sheath 

reservoir-to-flow-cell, and [10-15J cm for the sample, a 

differential pressure of 2 PSI results in a final flow 

velocity of 4-5 meters/second through the region of ob­

servation. At these values, sample is drawn into the 
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flow cell at rates of about 

varied by adjusting the sample 

flow cell. 

1 ml/min, but is easily 

height relative to the 

The sample height also modulates the minimum width 

achieved by the flow stream as it traverses the excita­

tion beam. When drawn through at minimum rate, stream 

diameters of 8 to 10 ~meters are obtained, while raising 

the sample to 40cm above the flow cell increases the di­

ameter to as much as 60 ~meters. As discussed below, the 

resolution of the FCM declines markedly with increased 

stream diameter in the excitation beam, thus it is 

preferable to use highly concentrated samples (1 to 10 

milllion cells/ml) fed into the flow cell at rates of 

about 0.1 ml/min, when possible. This sample feed combi­

nation yields a counting rate of 1.5 to 3 KHz, at which 

the 4 to 8 ~second long pulses from succeeding cells 

rarely coincide, and has been found to yield better reso­

lution than higher rates, and as good as that obtained at 

lower rates. 

As a given cell enters the region of illumination, 

it traverses a relatively flat excitation beam, of elipt­

ical cross section, formed by two crossed cylindrical 

lenses of focal lengths 3cm and 23cm, respectively. The 

3cm focal length lens focuses in the vertical direction, 

in the plane containing the sample stream axis and the 

laser beam axis of propagation, and we term it the "vert-
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ical lens." As seen in Fig. 4, the sample stream is 

directed through the focal plane of the vertical lens, 

which focuses the 2mm diameter laser beam from a Spectra 

Physics Model 171 Argon Ion laser to a minimum width of 

about 18 ~meters. The focal point of the horizontal lens 

is displaced slightly from the intercept with the sample 

stream, so that the horizontal beam width is about 150 

micrometers. The crossed lens combination yields an 

eliptical excitation region for the stream, of semi-axes 

9 and 75 ~meters in the vertical (y) and horizontal (x) 

directions, respectively. 

The argon ion laser is capable of 0.5 watt or 

greater output at several lines of interest, the choice 

of which is dictated by the choice of dye used in stain­

ing the DNA of the sample cells~ We have used mithramy­

cin, Chromomycin-A, and propidium iodide stains at vari­

ous times, the optimal lines for which are the 458 nm, 

458 nm, and the 4B8 nm wavelengths, respectively. For 

propidium iodide, for example, we routinely use a 2 watt 

excitation beam at 488 nm (though we have found a 3 watt 

514 nm line does just as w~ll), which causes the stained 

cells to emit a brilliant red fluorescence upon travers­

ing the beam. 

A portion of the emitted fluorescence is collected 

via a lens system, seen in Fig. 2, along with scattered 

excitation' beam. The latter is eliminated as the light 
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passes through a barrier filter chosen to absorb at the 

excitation wavelength, and the remainder encounters a di­

chroic filter/mirror that reflects wavelengths above 540 

nm, while transmitting shorter wavelengths. The two­

color components of the light are parallel processed, 

each being imaged onto the cathodes of matched photomul­

tiplier tubes, the output from which is pulse-shaped and 

amplified by separate electonics. The two color capabil­

ity of the LCB FCM system has been employed in correl~t­

ing a second fluorescently tagged parameter with DNA con­

tent, and of course has a great many other possible ap­

plications, but will not be further discussed in this pa­

per as only one channel at a time has been used in this 

thesis work. 

The original photomultiplier assembly used a pream­

plifier with an integrating time constant of 50pseconds 

which, compared with the 4 to 8 psecond duration of the 

individual cell pulses, is far too long to allow any de­

tailed information to be gained· from the pulse shapes 

produced by it. Hence, an additional alternative pre­

amplifi~r was designed and built by Dr. Bojan Turko* of 

LBL, with an integrating time constant in the 100 nsec 

range ("non-integrating amplifier"), to enable real-time 

measurement of the detailed pulse shapes generated as the 

cells traverse the excitation beam. The main amplifica­

tion is done by a Research Amplifier (Northern Scientif­

ic), which allows for separate integrating and differen-
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tiating time constants from 0 to 10 ~seconds, and we 

found that the best resolution was achieved when the 

non-integrating amplifier was used in conjunction with 

the 10 microsecond integrating and differentiating time 

constants. 

The shaped, amplified pulses are digitized by an ADC 

converter (Northern Scientific, Chicago, USA), and as­

signed to one of 256 bins of a Northern pulse height ana­

lyser (PHA). The PHA has a 4096 channel memory, enabling 

the temporary storage of up to 16 256-channel histograms, 

which can be transferred to permanent storage on tape via 

an interface to a Sigma-2 computer. A program for the 

documenting and transfer of up to 16 histograms was 

developed by Sheldon Wong* of LCS, incorporating the 

values of vital parameters (laser wavelength, laser 

power, vacuum setting, etc.), as well as general experi­

ment commentary and comments on each histogram. The to­

tal time necessary to encode this highly useful informa­

tion for a typical set of 16 histograms is about 10 

minutes, which can generally be done while samples are 

being run. 

SAMPLE PREPARATION AND STAINING PROCEDURES 

Details of these 'methods are presented in chapters 

II and VI, so they will be only briefly presented here, 

with some theoretical background. 
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All experiments done in connection with this thesis 

used cells grown in monolayer tissue culture. Cells are 

removed from the surface of either plastic culture dishes 

or roller bottles by brief trypsinization, followed by 

washing in a .trypsin-neutralizing solution. For propidi­

urn iodide staining , which was the method of choice for 

this work, the resulting cell suspension was spun down, 

and resuspended in 25% ethanol with 15mM MgCI 2 • Non­

specific ribonuclease is added to the fixative to 50 

~grams/ml final concentration, and the suspension held at 

37 0 C. for 60 min. The ribonuclease is nescessary to el­

iminate any double stranded RNA that might be present, as 

it competes with DNA in binding propidium iodide and thus 

can generate a false signal. The ethanol and divalent 

cations increase membrane permeability so that the enzyme 

can pass freely into the dead cells. No ribonuclease 

treatment is used with either m i thr amyc in or 

chromomycin-A, since they show much stronger specificity 

for DNA over other double-stranded nucleic acids. Howev­

er, we found that the propidium iodide (P.I.) protocol 

yields 50% better resolution for several cell types (WI-

38, NMuLi, Balb 3T3, etc.) than the other stains, so we 

elected to endure the extra preparatory step necessary to 

obtain P.I. stained cells. 

All three stains, like many others, show greatly 

enhanced quantum efficiencies when bound to the target 

molecules as compared to that in free solution. Since 



these fluorochromes also exhibit strong affinity and 

s~ecificity for DNA (or double stranded nucleic acids in 

the case of P.I.), virtually all the emitted fluorescence 

comes from stain molecules bound to target. However, as 

Van Dilla, et al (15) have shown, cell geometry can play 

a dominant role in determining the emitted intensity in 

the direction of the detection optics, especially for 

highly non-spherical cells such as sperm. 

Microscopic observation of the suspended cells ob­

tained from tissue culture for FCM analysis at LCB shows 

them to be generally spherical in shape, displaying lit­

tle elipticity or directionality. Hence, it would seem 

reasonable to assume that shape would not be as serious a 

matter for concern as in the case of sperm cells, though 

Kerker (16) has shown that cytoskeletal structure can 

seriously affect the emitted fluorescent intensity from 

even perfectly spherical model cells. It appears that 

such geometric considerations must somehow cance~ each 

other out, as the histograms obtained from well charac­

terized cell populations (quiescent, exponentially grow­

ing, chemically or otherwise synchronized populations, 

etc.) all conform rather well to what one would predict 

from the basic model of the cell cycle and previous 

knowledge about the populations studied. Therefore, the 

role of cellular and subcellular shape in determining the 

final detected fluorescent intensity from cells shall not 

be further considered in this thesis, but assumed to be a 
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small, random perturbation on the true fluorescent sig­

nal. This, along with other sources of error, comprises 

the FCM spread process which gives rise to smoothed his­

togram shapes from presumably spike-like initial DNA dis­

tributions for G1 and G2M cells. (discussed at length in 

chapter III) 

FCM EXCITATION OPTICAL SYSTEM 

Cells with identical DNA content should yield ident­

ical detected fluorescent intensity. However, as men­

tioned above, the final detected intensities are scat­

tered about the (true) mean intensity due to errors in 

sample preparation, staining and the FCM measurement it-

self. The detection electro-optics have been tested and 

shown to be superbly linear and stable, and are unlikely 

to produce significantly different outputs for identical 

fluorescent emissions detected. Therefore, it may be 

presumed that the only significant contibution to overall 

error from the FCM device arises from the flow stream and 

laser beam configurations. 

A thorough analysis of the properties of the excita­

tion optics of the LCB FCM is presented in Apendix A, 

from which several important points are summarized here. 

The principal assumption was that for cells containing 

identical amounts and disposition of fluorophore (i.e., 

identical fluorescent objects) the intensity of emitted 

fluorescence is proportional to the local excitation in-
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tensity. Hence, variations in position within the region 

of excitation, corresponding to variations in local beam 

intensity, could give rise to variations in fluorescence 

emission. The aim of the analysis was to identify the 

sources of possible signal variation due to the illumina­

tion and flow configurations, and to estimate their rela­

tive size compared to the main signal. 

The illuminating laser beam is presumed to be in the 

TEMao mode, and to have a Gaussian intensity cross sec­

tional profile, of spot size 2mm (defined in Apendix A). 

The wavelength is taken to be 488 nm, and the intensity 

distribution in the region of excitation is assumed to be 

entirely determined by the laser and the two crossed 

cylindrical lenses, neglecting any perturbation by the 

quartz window and water sheath that must be traversed by 

the illuminating beam prior to reaching the cell stream. 

Finally, the analysis is performed for the case of per­

fect focusing, in which the focal planes of the two 

lenses coincide with the sample stream axis. In prac­

tice, only the vertical lens is thus focused, and the 

horizontal lens is deliberately set slightly off focus, 

in order to broaden the intensity distribution in the 

horizontal direction and thus reduce sensitivity to the 

positional fluctuations of the flow stream. 

The intensity along the laser axis, z, is shown to 

vary as a Lorentzian function of position about the focal 
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I (z) 
10 

= 
I Z :2 1 I + :TIO: 

where z is the d ev iation in micrometer s from stream 

center. Since d ev iat ion s in the z-com ponen t of cell 

position within the stream are typically on the order of 

5 to 10 pmeters, the maximum intensity variation suffered 

due to this source is 1%. For a stream radius of 5 

pmeters, this error would be 0.2% 

With the above assumptions, the minimum vertical and 

horizontal semi-axes of the elipsoidal Gaussian intensity 

distribution in the excitation region are found to be 

about 4 and 32 pmeters, respectively. These dimensions 

are from the beam axis to the points where the intensity 

-2 falls to e times the maximum value, and should be about 

half the size of the detectable width. In practice, the 

total visible beam diameter (in the vertical direction) 

has been measured by telescoping microscope, equipped 

with calibrated reticule, as 17 to 18 pmeters, which com-

pares well with the calculated value. Thus, the smallest 

beam dimension obtainable under these conditions is about 

8 to 10 pmeters, or roughly the diameter of a large cell. 

Hence, the spatial resolution of the FCM system cannot 

achieve much better than average values for a whole cell, 

with subcellular detail being beyond the detection capa­

bilities of the system. 
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Once in the beam, the only components of cell posi­

tion variation that contribute to emitted fluorescence 

variations are those along the axis of laser propagation 

(z), and in the horizontal direction (x). Variations in 

the z-direction were treated above. The intensity dis­

tribution in the y-direction is Gaussian with a standard 

deviation of 16 pmeters for the perfectly focused case. 

The actual full beam width in the x-direction was meas-

ured on the LCB FCM, and shown to be about 150 pmeters, 

so we estimate the actual e- 2 full width to be somewhat 

smaller than this, or 100 pmeters. Using this value, 

which corresponds to a standard deviation of 50 microme­

ters, we have superimposed various stream diameters upon 

the y-axis Gaussian intensity profile, as is Shown in 

Fig. 5. From this plot, we see that the intensity 

discrepancy between the boundary and the axis of the flow 

stream varies with stream radius "r" as: 

Intensity Difference = 1 - G(0,50jr) 

where G(0,50jr) represents a Gaussian distribution with 0 

mean and standard deviation 50 pmeters, evaluated r 

~meters away from the mean. (G = 1 when r = 0 ) Thus, 

for some typical stream radii the variance over x is: 

Radius (~meters) % variation 

4 (best obtainable) 0.5 

10 (typical) 2.0 

, -
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15 (poor) 4.5 

Hence, we conclude that under minimum stream radius 

conditions, the variation attributable to illumination 

optics, considering both the x- and z- components of flow 

stream positional uncertainty, is about 1.5%. Thus, for 

a histogram recorded with optimum stream and optics con­

figurations and displaying a CV of 2.5%, probably only 

about 1% of that is due to sample preparation and stain­

ing variance. 

RESULTS AND SUGGESTIONS FOR IMPROVEMENT 

Typical histograms for the epithelial cell line used 

in this thesis are shown in Fig. 6. The performance of 

the FCM was generally adequate for the purposes of this 

thesis, but improvements are needed in several areas. 

There is always some uncertainty as to the composition of 

the apparent G2M peak, since the FCM device, as described 

above, cannot distinguish a doublet of G1 cells from a 

single G2M cell. This situation can be further exacer­

bated by excessively high counting rates, since succeed­

ing pulses from closely packed cells can overlap, yield­

ing a summation of their individual signals. Because of 

overlap summation, high counting rates can also degrade 

the overall CV and increase any shoulder on the left side 
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of the G1 peak. These problems can be minimized by using 

a standard sample cell concentration~ whenever possible, 

and' a standard sample height above the flow cell, to 

obtain the minimum flow stream radius. However, to 

discriminate between doublets and singlets, additional 

information must be detected; fluorescent pulse shape and 

scattered signal are two possible parameters for the del­

ineation. 

A pul se shape disc r im inator has beend ev eloped by 

Dr. Bojan Turko, of Lawrence Berkeley Laboratory, and is 

currently being tested on sample cell populations. The 

method is illustrated in Fig. 7, and works as follows: A 

single cell should generate a unimodal pulse as it 

traverses the excitation beam, and its duration can be 

characterized by the time interval over which the pulse 

height exceeds a fixed percent of its maximum value. In 

this manner, the absolute amplitude of the pulse is not 

taken into consideration. The hydrodynamics of the flow 

cell are such that elongated objects tend to orient along 

the axis of flow, so that a cell doublet would likely be 

aligned with the flow axis. Thus, one would expect a 

bimodal pulse shape from a doublet, folded with the 

intensity distribution in the x-direction of the exciting 

beam, as shown in Fig. 7. The corresponding interval 

during which the bimodal pulse exceeds the same fixed 

percentage of its maximum value should be significantly 

longer than that for any conceivable single cell of the 
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same line, and is thus a reasonable parameter for distin­

guishing singlets from doublets. 

Another common problem is the occurence of gain 

shifts during the course of a given experiment, due to 

such causes as positional variation of the sample stream 

or laser power fluctuations, for example. Such machine­

related shifts mask any actual change in the fluorescence 

intensity per cell among the different cell samples being 

an al ysed . Since altered fluoresecence emission from 

cells stained in a standard manner may reflect differ­

ences in binding, quenching or other phenomena related to 

the microenvironment of the fluorophore, potentially 

valuable biological information is lost if the true gain 

is not known. Furthermore, histograms lacking a prom-

inent G1 or G2M peak are respective peak means of previ­

ous or subsequent histograms can be "adopted ," and this 

is reasonable only if the gain has remained stable. 

The use of a fluorescent standard together with the 

sample cells could greatly alleviate both problems. By 

selecting a standard whose signal is clearly distinguish­

able from that of the sample, while still appearing in 

the same histogram, one could detect any gain shift 

occuring between samples by the position of the histogram 

peak corresponding to the standard. After recording the 

histogram, it is a relatively simple matter to simulate a 

gain-shift by computer, so that the standard peaks are 
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aligned. The same effect could be achieved in real time 

by use of a digital gain stabilizing cirurcuit, gated on 

the standard signal. Locking the laser power, flow cell 

alignment and electronic gain setting at fixed values is 

a poor substitute for such an internal standard, since 

the occurence of bubbles and other irregularities invari­

ably requires some form of rescue operation that later 

involves re-alignment of the system. Fluorescent polys­

tyrene spheres of 1.88 pmeter diameter (DuPont) have 

yielded a CV of 1.8% on the LCB FCM, and though they do 

not appear on the histogram with the cells (they 

flouresce in the green, while P.I~ fluoresces red) they 

can be used to align the system prior to running the next 

sample. Some authors use stained chicken erithrocytes as 

a standard, which if stained in parallel with the cell 

samples, provide an excellent,control against which to 

detect real changes in fluorescent output from the cells 

(17 ). 

FIGURES 

1., Graphic illustration of FCM flow and optics at LCB 

2. Schematic diagram of FCM device at LCB Device can 

simultaneously measure forward scattering and emitted 

fluorescent intensity at two different wavelengths. 

A lens observes the cells at right angles to the 

direction of the excitation laser beam, and the col­

lected light is first passed through a filter to 

!. -
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remove scattered laser light (barrier filter), then 

split into long and short wavelength components by a 

dichroic filter. The two components are parallel 

processed by photomultplier tube (PMT), preamplifica­

tion and amplification electronics, leading into a 

multiparameter signal processing unit. 

3. Operation of the flow cell. Sample fluid is fed into 

the central stream of the concentric flow configura­

tion, with distilled water from the sheath water 

reservoir fed into the surrounding sheath about the 

sample stream. The sample and sheath streams merge 

at the indicated flow junction, and the two streams 

are gravity-driven by the heights of their respective 

reservoirs above the junction. 

4. Excitation optical configuration. Argon-ion laser 

beam, propagating in the positive Z-direction, 

encounters cylindrical lens L" which focuses in the 

horizontal or X-direction, at point Z,. The 

refracted beam continues to Z2' where it enters 

cylindrical lens L2 , which focuses in the vertical or 

Y-direction. The resulting focal region has elip­

soidal equi-intensity scontours, and is traversed by 

the flow stream at Zc' 

5. Gaussian radiant intensity profile of the excitation 

laser beam, in the horizontal (x) direction, with 

flow stream diameter superimposed upon it. Gaussian 
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standard deviation based on assumption of perfect 

focusing: in practice, deliberate defocusing widens 

the Gaussian to a standard .deviation 2 or 3 times 

this figure; thus reducing errors due to large stream 

diameters. Details discussed in text. 

6. Typical histograms of the cell population used in 

this stud y. 

7. Constant fraction single-cell versus doublet discrim-

inator. As a single cell traverses beam, a unimodal 

fluorescence pulse is emitted, whose intensity 

exceeds a given constant fraction of maximum for a 

characteristic time /\t l' Doublets are al igned wi th 

the direction of flow, and hence generate a bimodal 

pulse, whose corresponding characterstic time, 6t2 is 

longer, enabling it to be discriminated from the sin­

g 1 e cell s h a pe . 
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Figure 3 

SAMPLE FLOW CELL: OPERATIONAL CONFIGURATION 
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Figure 6 

Elutriation fractions from NMuli epithelial cells 
normalized DNA histograms 
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Chapter II 

Cell Cycle ~ynchronization of Mouse Liver Epithelial Cells 

Ex Elutriation Centrifugation 

SUMMARY 

Detailed methods are described for the sorting and 

cell cycle synchronization, by means of centrifugal elu­

triation, of an established mouse liver epithelial cell 

line, NMuLi, whose isolation is described by Owens (4). 

In a comparison between three different elutriation 

buffers and between two different temperatures (4 and 20 

degrees celsius), the NMuLi cells were found to be most 

sensitively sorted in cell cycle when run in their usual 

growth medium in the absence of serum, at the lower tem-

perature. Under these conditions, and using decrements 

of rotor speed calculated as described below, an initial­

ly asynchronous population (38% G1 , 36% S, 26% G2M) was 

sorted into fractions among which were populations en­

riched to 60% G1 , 75% S, and 50% G2M compositions, 

respectively. Of the cells loaded into the rotor, 30% 

were lost in the elutriation process, and about 20% 

recovered as aggregates, while the remainder appeared in 

the various synchronized fractions. 

Speed decrements were calculated by an algorithm 
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modeling the relationship between rotor speed, counter­

flow rate (of the suspending medium), and relative sedi­

mentation rate (RS), where an RS value of 1.0 was as­

signed to the first cells to emerge from the rotor (gen­

erally G1 cells). G1 , S, and G2M enriched fractions were 

reproducibly obtained from initially asynchronous NMuLi 

populations when RS ranges of 1.0-1.2, 1.9-2.1, and 2.4-

2.6 were collected, respectively. 

Cells sorted in this manner demonstrated no loss of 

viability, and upon replating showed significant movement 

in the cell cycle, as judged by DNA histograms, by four 

hours post elutriation. 

INTRODUCTION 

The mitotic cycle of cells is the focus for a great 

variety of studies in cell biology, ranging from the con­

trol of cellular proliferation, to mutation and heredity 

(1). In many of these studies, the investigator would 

like to focus on growing cells that are synchronized in a 

particular portion of the cycle, but most such cell popu­

lations possess little natural synchrony, being more or 

less randomly distributed about the cycle. Hence, 

methods for bulk synchronizing large cell populations 

have long been sought, and several have been brought into 

common use (1). 
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Methods for cell iyncronization can be classified 

into two basic groups: induced synchrony (by chemical or 

physical means) or physical selection. Chemical induc­

tion methods involve treatment of the cell population 

with compounds known to arrest the cells in specific por­

tions of the cycle, or deprivation of essential nutrients 

from the medium, to achieve the same effect (2), Exam­

ples are addition of hydroxyurea (lateG 1 arrest), exces­

sive thymidine (halts cells that are actively synthesiz­

ing DNA), colchicine (inhibits mitosis by blocking spin­

dle formation), numerous chemotherapeutic drugs such as 

bleomycin or vinblastine, and modulation of the concen­

trations of ubiquitous chemical species in the .cellular 

environment such as hydrogen ions, magnesium and calcium 

ions, and a great many others (1). Deprivation of serum 

from the growth medium is a typical method for synchron­

izing cells in G1 phase (2). Physical induction methods 

include hypo- and hyper-thermia, irradiation by various 

forms of ionizing radiation, and others. All these 

methods share the drawback that they perturb the biochem­

istry of the cells, affecting metabolism so that growth 

proceeds in an unbalanced manner after synchronization 

( 1) • 

Physical selection methods attempt to exploit cell 

cycle related shape, size or other physical properties of 

cells in order to separate cells in different cycle 

phases from one another, with minimal perturbation of 
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their metabolic state. The mitotic shake-off method (3) 

is a frequently used example of this approach, where one 

takes advantage of the fact that mitotic cells are less 

firmly attached to their culture dish surface than are 

their interphase counterparts. By administering a 

mechanical shock to the growth surface, cells in mitosis 

are shaken from the surface, while the the others remain 

fastened, and the released cells are recovered by spin­

ning down the aspirated medium. Mitotic shake-off has 

the disadvantage that the size of the final synchronous 

population is determined mostly by the proportion of 

cells in mitosis at the time of synchronization, and that 

proportion is generally less than 10% in unperturbed, 

growing cell populations. This limiting factor is often 

prohibitive for many types of studies, so many investiga­

tors resort to the above synchrony induction methods to 

pre-condition the population prior to mitotic shake-off, 

in order to increase the yield. The notion that propaga­

tion of the synchonized cells can yield other desired 

phase enrichments is bedeviled by the fact that cell syn­

chrony is gradually lost due to the natural variation in 

the kinetic parameters of the cell cycle (4). Hence, 

this method shares the drawback of all the above induc­

tion methods ih that synchrony in only one phase of the 

cycle is obtained from a given population, in this case, 

mitosis. 

The fact that cell size increases steadily in an ex-
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ponential manner with age during the cell cycle (5) is 

the basis for a group of methods for synchronization by 

si ze selection. These methods involve sedimentation of 

the suspended cell population through a viscous medium, 

either at unit gravity or under high-g forces in a cen­

trifuge, and rely upon the correlation between sedimenta­

tion velocity and cell size to achieve separation. Sedi­

mentation rate separation performed by centrifugation 

through a gradient (6,7) is limited'in the number of 

cells separable and in resolution because of wall effects 

in the centrifuge tube (8). The Staput method of veloci­

ty sedimentation at unit gravity achieves greater resolu­

tion; however, it is time-consuming and requires large 

gradient volumes when large numbers of cells are neces­

sary (2,9,10). Zonal centrifugation overcomes some of 

the difficulties of these methods,but is difficult to 

implement (11). 

Elutriation centrifugation, in which the cell popu­

lation sediments through its suspending medium against a 

continuous counterflow, was first developed by Lindahl in 

1948 (12), and is described in detail below. Elutriation 

provides several important advantages as a method for 

bulk synchronization, as compared to any of the above 

methods. As Meistrich (13) and Mitchell (14) argue, elu­

triation is an effective cell cycle enrichment method for 

many cell systems, whether their origin is monolayer tis­

sue culture, suspension culture or sampled directly from 
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intact tissue. This is certainly not the case for 

methods such as mitotic shake-off, for example. Elutria-

tion also yields enriched population fractions from 

several different cycle phases from the same initial po-

pulation, a crucial advantage where behavior of different 

cycle phases is to be compared. This method is also 

among the most gentle, in that the cells are usually 

suspended in their normal growth medium during the entire 

process. The only insult suffered by the cells is that 

due to the harvesting procedure (in which monocellular 

suspension is obtained, and which is not necessary for 

systems grown in suspension culture), and the maintenance 

of cold (5 0 C) conditions throughout most elutriation 

runs. A further advantage is that large populations (up 

to 700x10 6 cells) can be sorted into phase-enriched frac~ 

tions by a single elutriation run, making possible exper-

iments requiring large synchronous populations. For 

these reasons, we have sought to implement an elutriation 

system for obtaining cycle phase enriched popuations for 

our replating experimen~s aimed at determining cycle 

specificity of chemical carcinogen effects upon cultured 

epithelial cells. 

CELL CYCLE SYNCHRONIZATION BY ELUTRIATION CENTRIFUGATION: 

THEORY 

Elutriation is an ~laborate form of velocity sedi-

mentation centrifugation, in which particles separate 
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from one another under the influence of a high-g, ac­

celerating field by virtue of differences in their rates' 

of sedimentation through the viscous suspending medium. 

Underlying the use of this separation method aret wo key 

assumptions: that sedimentation rate correlates with in­

creased cell "size" (volume, surface area, radius are 

typical size descriptors), and that "size" correlates 

with increased cellular maturity. The former is not 

easily justified on hydrodynamic grounds for other than 

spherical or ellipsoidal particles, shapes from which 

suspended cells may significantly vary, but some correla­

tion of sedimentation rate with average cell volume has 

been demonstrated (2). That mitotic cells should have 

approximately twice the volume of each of their two G1 

daughter cells is the basis for the latter assumption, 

and a general correlation between cycle phase and mean 

cell volume for some cell systems has been demonstrated 

(2,7). 

By arranging a continuous counterflow of medium 

against the direction of the accelerating g-forces, judi­

cious design of the separation chamber can result in a 

balance of acceleration and drag forces (Figure 1), so 

that particles reach steady state radial positions within 

the chamber, with each sedimentation rate corresponding 

to a different radius (figure 2). In the Beckman JE-6 

rotor, particles with smaller sedimentation rates tend to 

be found at smaller radii (i.e., near the chamber exit), 
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so to remove a population of slowly sedimenting particles 

from the chamber, one needs to decrease the accelerating 

forces (which point away from the exit) relative to the 

drag forces. As this can be done· by either increasing 

the counterflow rate or decreasing the rotor speed, we 

have elected the latter because of the somewhat better 

control obtainable thereof. Sequential speed decrements 

should correspond to increasing average particle sedimen­

tation rate for the population fractions removed. Even 

though the presence of turbulence within the chamber 

often perturbs the steady state conditions described 

above, we have found the correlation between removed po­

pulation order and average particle size to be fairly 

good in practice. 

INSTRUMENTATION 

The Beckman JE-6 elutriator rotor and associated J-

21 centrifuge form the heart of the system, illustrated 

in Figure 3. The centrifuge rotation speed control has 

been modified to use a ten turn potentiometer for greater 

precision, as we have chosen to use decrements of rotor 

speed as the means of removin~ subpopulations from the 

separation chamber. Buffer is continuously drawn through 

the system by peristaltic pump (Cole Parmer Masterflex, 

with 7014 head), and the sample is loaded through a 

post-pump valve at 10ml/min via a syringe drive (Orion 

Instruments, Cambridge, Mass.). Fluid from the pump 
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passes through a bubble trap (which also serves to damp 

out the peristaltic pressure variations) prior to 

traversing a triflat flow meter (5-60 ml/min range, 

Manostat, New York, NY), from which it flows directly 

into the elutriator rotor. 

Upon exit from the rotor, fluid passes through a 

Beckman DB Spectrophotometer equipped with a custom built 

4cm path length flow cell (Figure 4) capable of sustain-

ing flow rates in excess of 500 ml/min (for flushing pur­

poses). At illumination wavelength of 600nm, the optical 

detection system easily senses cells emerging from the 

rotor in concentrations of 2.0x10 3 cells/ml or greater, 

by virtue of their light scattering and consequent de­

crease in relative transmissivity through the flow cell. 

A valve then enables either collection or disposal of the 

effluent, the desired subpopulations being aseptically 

collected via a specially designed sterile transfer as-

sembly (Figure 5). 

METHODS 

CELL CULTURE TECHNIQUE: 

Monolayer cultures of the established epithelial 

cell line NMuLi, derived from the livers of Namru mice by 

Owens, et al (4), were seeded in 100mm petri dishes (Fal­

con plastics, Oxnard, Calif.) in Eagle's Minimal Medium 
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(GIBCO, Grand Island, NY), denoted here as MEM, with 10% 

donor calf serum (Flow Laboratories, Rockville, MD), and 

allowed to reach confluency (about 1.0x107 cells per dish 

or 1.3x105 cells per square centimeter). 60 hours prior 

to elutriation, the cells were transferred to roller bot-

tIes (Falcon plastics, Oxnard, Calif.) each possessing 

ten times the surface area of one 100mm dish, and a total 

of 8 bottles were seeded at one tenth confluent density 

(1.0x10 7 cells per bottle). 

For elutriation, medium was aspirated from the bot-

tIes and the cells were washed once with Saline GM (1.5mM 

Na2HP04, 1.1mM KH2P04, 1.1 mM Glucose, and 0.14M NaCI, at 

pH 7.4). Cells were then loosened from the roller bot-

tIes by trypsinization for 3 min. at 37 degrees Celsius 

using DISPO (saline GM containing 0.5mM EDTA and 0.1 

mg/ml crystalline trypsin--GIBCO, Grand Island, NY), and 

washed off the surface with soybean trypsin inhibitor 

solution NEUT (Saline GM containing calcium and magnesium 

ions, soybean trypsin inhibitor, bovine serum albumin and 

DNAse -- reference 6) , yielding 6.0x108 cells in 40ml 

suspension for loading into the elutriator. Prior to 

loading the cells, the elutriation system was flushed 

with 70% ethanol, followed by rinsing with sterile 

suspension buffer. 

OPERATIONAL TECHNIQUE 

Multiple tests on NMuLi cells showed that good cycle 
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enrichment required that the cells be suspended in cold 

(4 degrees celsius) buffer, and that their normal growth 

medium (MEM), without serum, served as well as any other 

buffer tested (figure 6). Poor results were obtained for 

samples of less than 1.5x108 or more than 8.0x10 8 cells, 

so this range was used in our experiments. Cells were 

routinely loaded with rotor speed set sufficiently high 

(typically 3500-4000 revolutions per minute for acoun-

terflow rate of 25 ml/min) to prevent the washing out of 

any likely whole cells. Speed decrements began from this 

initial loading condition, which corresponded to 100% re-

lative transmissivity through the spectrophotometer flow 

cell. The set of speed decrements for obtaining the 

desired cycle phase enrichments in the fractions was 

determined by a modeling routine, described below, imple-

mented during the experiment by means of a programmable 

hand-held calculator. 

DNA HISTOGRAMS 

Cell cycle distributions of all cell populations, 

both before and after elutriation, were obtained by 

staining the cells using the propidium iodide technique 

described by Crissman, et al (5) and analysed in a flow 

microfluorometer (Los Alamos Flow System II, Ref. 8). A 

Spectra Physics Model 171 Argon Ion laser provided a 3 

watt excitation beam at 488nm wavelength. Individual his-

tograms were normalized to constant total cell count, and 



-46-

gain shifted to place the G, peak mode in channel 100, to 

facilitate visual comparison. 

RESULTS 

Of the cells loaded into the rotor, we were able to 

accoun~ for only 70-80% as a rule, including some 10-20% 

that'showed up as aggregates in the last fraction col-

lected. Reconstitution experiments, in which equal 

volumes of each collected fraction were pooled to recon­

struct the initial pre-elutriated population, revealed no' 

cycle selectivity in loss of cells during the elutriation 

process. Thus, we suspect the cell loss to bea random 

phenomenon arising from the turbulence caused by the en­

trance of the counterflow into the separation chamber. 

Examination of elutriated fractions by microscope 

showed them to be virutally free of cell aggregates or 

debris, indicating yet another advantage of the elutria-

tion technique: "clean up" of the sample populations. 

DNA histograms of collected fractions consistently showed 

far less low channel noise (debris) and shoulder on the 

left side of the G, peaks than their pre-elutriation 

parent populations, and much less evidence of aggregates 

was apparent in the respective histograms. Cellular 

debris was detected in large amounts by the spectropho­

tometer when far UV illumination (260nm) was used, due to 

molecular absorption within the fragments. The effluence 
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pf debris consistently 6ccurred at rotor speeds far too 

high to permit the exit of whole cells, and subsided 

within 10 to 15 minutes after all the sample cells had 

been loaded into the chamber. Microscopic examination of 

this collected effluent revealed a large assortment of 

cellular fragments, which go virtually undected at the 

higher spectrophotometer wavelength (600nm) because the 

suspended particles are too small to scatter significant­

ly. 

From one trial to the next, G1 cells (the first· sig­

nificant fraction detected) eluted from. the rotor at 

widely varying sedimentation rates (equivalent to 5-9 

mm/hr at 1-g), reflectins volumetric or density varia­

tions we found difficult to control experimentally. How­

ever, the ratio of G2M cell sedimentation rate to that of 

G, cells proved sufficiently constant to be u~ed in 

reproducibly obtaining fractions enriched in G"G,-

early-S, S, late-S-G 2M, and G2Mphases, respectively. 

Speed decrements were calculated by expressing the 

relationship between rotor speed (W), counterflow rate 

(F) and relative sedimentation rate (RS) as 

W = constant times (F/RS)'/2 

where the constant has been determined empirically to be 

'.93.for our cells, W is in units of thousands of revolu­

tions per minute (KRPM), F is in ml/mi~, and RS is in 
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mm/hr equivalent at 1-g. To apply the model, the sedi­

mentation rate of the G1 cells was determined for fixed 

flow rate by the highest ro tor speed at wh ic h the opt ic a1 

percent transmission dropped below 60, corresponding to 

about 3,000 cells/ml. These cells were assigned a rela­

tive sedimentation rate (RS) of 1.0, and subsequent rotor 

speed settings were calculated from the model by insert­

ing the RS values covering a given desired range, typi­

cally 1.0-1.2, 1.9-2.1 and 2.5-2.7 for G1 , S, and G2M en­

riched fractions, respectively. These values were found 

to work best when 600-800 million cells were loaded, and 

to require adjustment for different sample sizes. 

In a test of the stability of this method, parallel 

batches from the same parent cell population were run at 

two different counterflow rates (15 ml/min and 25 

ml/min) . Fractions were collected at the same relative 

sedimentation rates in each case, and their DNA histo­

grams showed them to be virtually identical in cycle 

phase enrichment, indicating that the method is robust 

with respect to flow rate for this cell system. 

DNA histograms of the parent and elutriated popula­

tions collected in one of the more successful runs are 

shown in figure 8. These cells were replated upon col­

lection, with no detected loss of viability as a result 

of the elutriation procedure, and all showed movement in 

the cell cycle within 4 hours post seeding. The particu-
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lar replate experiment for which this elutriation was 

done required a very largeG, enriched sample population, 

and we consequently chose to sacrifice some synchrony in 

order to collect enough cells. Other runs have yielded 

virtually pure G, NMuLi cells from asynchronous initial 

populations. With our sterile collection system, we have 

yet to suffer any contamination in our replating experi­

ments. 

DISCUSSION 

If biological cells were spherical in shape, they 

would obey Stokes' Law, i.e. 

sv=(2/9)x(g/n)x(densdif)r2 

where sv = sedimentation velocity (absolute), g = gravi­

tational or centrifugal force, n = viscosity of themedi­

urn, densdif = (particle density - medium density), and r 

= particle radius. By this relation, one would predict 

that cells possessing a given volume (at the same densi­

ty) would sediment at about '.6 times the rate of cells 

possessing half that volume. The fact that we find G2M 

cells sedimenting at rates far greater than this would 

allow can be accounted for by any or all of the following 

reasons: 

,) Cell hydrodynamics differ greatly from those of 

spheres. 
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2) Density variations among cells may cause some sedi­

mentation rate variation. 

3) Viscosity of the medium in the separation chamber 

is a function of the number of cells/cc in the 

chamber, among other factors. 

4) Interactions between cells within the chamber may 

result in different hydrodynamic drag forces act­

ing upon them. 

In view of the above complexities, our model of a 

constant relative sedimentation rate range over the cell 

cycle is surprisingly useful for our cell line, and we 

are testing it on other lines. One clear way to improve 

the model would be to include the effects of sample size, 

which we are presently attempting to do empirically. 

Perhaps better methods and models for accommodating the 

above sources of variability will be developed, so that 

better reproducibility of synchronization can be 

achieved. 

The persistence of G, cells in all cell fractions 

implies that there is a wide variation in sediment~tion 

rate among G, cells, and "pollutes" the otherwise rather 

successful synchronization. We found that this 

phenomenon is minimized by the use of cold suspension 

buffer (perhaps causing cells to assume a rounder confi­

guration), but not completely eliminated. 

"" 
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We use a high (25 ml/min) counterflow rate because 

of the correspondingly higher rotor speeds necessitated 

by it, the lowest of which is typically 1.4 to 1.7 KRPM 

for our single cells. We prefer this becaus~ a~ lower 

speeds, reproducibility and stability of the BeckmanJ-21 

centrifuge speed control drop considerably, resulting in 

"hunting" by the servo speed control, with consequent im­

proper removal of cell populations from the separation 

chamber. 

Several improvements in the instrumentation would 

greatly facilitate the use of elutriation in cell cycle 

kinetic studies: First, a better servo regulator on coun­

terflow rate would stabilize the flow variations due to 

resistance differences along the "dispose" versus the 

"collect" branches of the system, and those arising dur­

ing the separation due to the removal of cells from the 

chamber (and consequent viscosity change). A better 

method for detecting the first eluted cells would remove 

some of the ambiguity in the assignment of the relative 

sedimentation rate of 1.0 (the present method is insensi­

tive to the total loaded sample size in setting its 

detection threshold to 60% transmission through the spec­

trophotometer). Also, since replating is often involved 

as a subsequent step, it would be highly desirable to 

know what rotor speed decrement will result in a given 

desired number of cells emanating from the rotor, so that 

plating density requirements can be met. The method 
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could perhaps be based on the spectrophotometer reading, 

~ith some form of predictor-corrector scheme used to 

start decreasing rotor speed, and cease decrementing when 

the appropriate number of cells has exited. 

CONCLUSION 

We have developed a fairly reproducible synchroniza­

tion scheme for the mouse liver epithelial cell line NMu­

Li, using centrifugal elutriation in conjunction with a 

model relating relative sedimentation rate to cell cycle 

phase. The method produces population fractions enriched 

in five distinct cycle phases from an initially asynchro~ 

nous pre-elutriation.population, and the fractions show 

neither loss of viability nor major perturbation in their 

progression through the cell cycle. Improvements are to 

be expected in operational technique and in predictive 

modeling of the relation between cell cycle phase and ab­

solute or relative sedimentation velocity for the cells 

in question. 
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FIGURE LEGENDS 

1. How elutriation works: each cell is driven away from 

the rotor center by centrifugal forces, dragged b~ck 

towards center by continuous counterflow of suspend­

ing medium. Flow chamber geometry gives nonuniform 

flow field, allowing pa~ticles of different sizes to 

migrate to different stable radial positions, where 

the two forces are in balance. 

2. Beckman JE-6 rotor separation chamber. Geometry 

designed so that the larger the cell, the further its 

steady-state position from rotor center. 

3. Schematic diagram of elutriation centrifugation sys­

tem at our laboratory. (see text for details). 

4. Specially designed 4 cm path length spectrophotometer 

flow cell for detecting cells emerging from elutria­

tion rotor. Two quartz windows (9 mm diameter, 1 mm 

thick) enclose optical path, and 4 mm 0.0. glass tub­

ing serves as input and output terminals to the flow 



cell. Windows and terminals are cemented to the lex­

an body by RTV 732 silicone adhesive (General Elec­

tric Corp.). The whole unit can be sterilized in an 

autoclave. 

5. Device for sterile transfer of cells from elutriator 

(sterile system I) to a collection vessel (sterile 

system II) in nonsterile atmosphere. The two serum 

capped units are forced together, then the needle 

driven through both caps by downward pressure on the 

inner tube of the sliding barrel unit. Aspirating 

needles maintain constant pressure during the 

transfer procedure. After transfer, inner tube is 

withdrawn while caps are still pressed together, so 

that no contact occurs at any time betwen needle and 

atmosphere. (patent applied for) 

6. Results from a successful elutriation run. Original 

saple population (upper left) was sorted into 8 col­

lected fractions at the relative sedimentation (RS) 

rates indicated. RS = 1.0 was assigned to the first 

cells leaving the rotor (details given in text). 
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SCHEMATIC DIAGRAM OF LCB ELUTRIATION CENTRIFUGATION SYSTEM 
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Figure 4 
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Figure 5 
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CHAPTER III: 

EXTRACTING INFORMATION FROM DNA HISTOGRAMS 

OBTAINED BY FLOW CYTOMETRY 

ABSTRACT 

Analysis of DNA histograms obtained by flow 

cytometry (FCM) is presented from the standpoint of in­

form~tion flow during the FCM preparation and measurement 

processes, which result in histograms that represent de-

focused versions of the true DNA distributions of given 

cell populations. Mathematical analysis leads to a for-

mulation of the problem of recovering maximum information 

about the true DNA distribution from a given histogram, 

and it is shown to have properties typical of most in-

verse problems. The histograms are shown to be well 

modeled as a convolution of the true DNA distribution 

with a single overall spread function, when their abscis-

sas have been transformed to represent the logarithm of 

fluorescent intensity. Specific algorithms for G, and 

G2M mean estimation, spread function shape extraction, 

and determination of optimal number of free parameters 

are presented, along with a discussion of algorithm sta­

bility with respect to various sources of error. Results 
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are shown for various DNA histograms. 

INTRODUCTION 

Several previous authors (2,b,7) have addressed the 

problem of fitting or modeling Single DNA histograms ob­

tained by flow cytometry(FCM), and a comprehensive re­

view of this subject, as well as its application in the 

larger problem of cell cycle kinetic studies, has re­

centely appeared (7). In this paper, we propose a gen­

eral framework for analysing the problem of r~covering 

information about a given population's DNA distribution 

from its DNA histogram, with the aim of clarifying the 

relation between the two. Central to our approch is the 

notion of a flow of information during the sample 

preparation, staining and FCM analysis steps leading to 

the final histogram. The latter is a representation of 

the original underlying DNA distribution that has been 

defocused or informationally degraded by the errors in­

troduced at each step. By means of three basic assump­

tions about the overall errors introduced, we derive a 

key integral equation relating the histogram to the 

desired underlying DNA distribution. Given this rela­

tion, the problem at hand is seen to be one of inverting 

the integral operation, and the theory of such inversion 

methods is used to estimate the limits to which informa-
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tion about the underlying DNA distribution can be 

recovered from a histogram. 

Using the above formulation of the problem, we 

present an algorithm for analysing virtually any DNA his-

togram, but preferably one that is part of a time series 

of histograms. The method assumes no standard shape for 

the spread function describing the overall errors of FCM, 

but rather extracts the shape from a reasonably clean G1 

reference peak. We discuss the detailed implementation 

of this approach, including the determination of the 

proper number of free parameters in the model of the 

underlying DNA distribution, estimation of G1 and G2M 

means and of the spread width, for a given histogram. We 

discuss th~ stability of the method and propose several 

ideas for improving upon it. 

FLOW OF INFORMATION DURING FCM PROCESSING 

Our approach to the analysis of DNA histograms is 

based on the fundamental notion of information flow from 

one stage of FCM processing to another, starting with the 

cells in vivo or in culture, and culminating with a 

stored histogram. A schematic representation of this 

concept is illustrated in Fig. 1. The information of in-

terest at the first stage is the true population distri­

bution with respect to DNA per cell, henceforth termed 

the "underlying DNA distribution". This is converted 
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into a fltiorescent-Iabel-per-cell distribution by the 

sample p~eparation and staining steps, as indicated in 

Fig. 1, which serves only as an intermediate to the final 

distribution with respect to measured fluorescent inten-' 

'sity per cell~ The observed histogram is a discrete, 

finite sampling of this final distribution, and as such 

is subject to the errors of finite counting statistics. 

We shall not attempt to model the various different 

sources of error indicated in Fig. 1, but shall rather 

assume that they can be regarded as a single overall er-

ror for each cell analysed by FCM. 

MATHEMATICAL FORMULATION 

Let F,,( x) represent the underlying (continuous) DNA 

distribution, and F2 (x) represent the ·fluorescent inten­

sity distribution of whiqh the histogram is a finite 

discrete sample. 

Let X1 be the true DNA content of a cell chosen at 

random from distribution F l' and let ,X2 be the fluores­

cent intensity assigned to X1 by FCM analysis. 

Our analysis is based on four principal ass~mptions: 

1. Measured fluoresOent intensity is never negative. 

(2 ) 
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2. The distribution of the relative error z is 

invariant with true DNA content This 

corresponds to Z and X1 being presumed sta­

tistically independent of one another, and implies 

that the coefficient of variation is constant 

throughout the histogram. (This is motivated by 

the frequent observation that the G2M peak is 

about twice as wide as the G1 peak.) 

3. The final histogram displays local scatter, due to 

finite counting statistics. 

We make a fourth assumption, applicable only to his­

tograms recorded as a group: for histograms 

recorded under tightly controled preparation, stain­

ing and FCM analysis conditions within a single 

experiment of relatively short duration (a few days), 

the shape of the relative error distribution changes 

only in width (CV) from one histogram to another. By 

this assumption, one can use the spread function of 

one histogram to fit another histogram from the same 

group; a useful notion, as discussed below. 

Using assumptions 1 to 3, we now proceed to show 

that a given DNA histogram can be well modeled by the 

convolution of the underlying DNA distribution with a 

single overall spread function, providing that all are 

expressed with respect to a logarithmic abscissa. 
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Rearranging equation (2), we have 

which for small values of 'Z asymptotically approaches* 

(by Taylor expansion) 

( 4 ) 

Z can be reasonably presumed small enough for this 

approximation to hold well, since for most DNA histo­

grams, the relative errors (indicated by the CV) are on 

the order of 0.03 to 0.10. By a logarithmic change of 

variables, (4) is transformed into the key relation, 

(5 ) 

where Y1 = 10gb(X 1), Y2 = IOgb(X2 ) ,Z' = Zln(b), and "b" 

is an arbitrary base. 

Defining a new variable (abscissa) 

y = logb(x), 

we let P1(y) be the underlying logarithmic DNA distribu­

tion, and P2 (y) be the logarithmic fluorescent intensity 

distribution, noting that P1 and P2 are merel y semilog 

plots of F1 and F2 , respectively. In equation ( 5 ) , the 

variables Y1 and Z' are i nd epend ent of one another, 

because they are simply related to X1 and Z, respec-

* As pointed out to the author by Dr. Albert Grunbaum, 
Dept. of Mathematics, University of California, Berke­
ley, CA 94704, to whom we are indebted 
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tively, . which are presumed mutually independent by. 

assumption 112. 

Thus, the joint distribution of Y2 is the convolu ... 

tion of the distribution of Y" (i.e. P,), with the dis­

tribution of the relative error, (i.e. AZ{z)), expressed 

mathematically a~ 

+00 

P 2 ( y) = -J P, { z' )A Z ( y - z ') d z ' (6 ) 
-00 

The DNA histogram, with logarithmic abscissa, is a sam-

pled, discrete approximation to P2 . 

RECOVERING THE INITIAL DNA DISTRIBUTION: AN INVERSE 

PROBLEM 

The discrete equivalent of equation (6), for unknown 

underyling log-DNA distribution vector ~" log-histogr~m 

(vector) P2 , and convolution spread matrix ~, is 

= + e 

where e represents the error in the histogram due to fin­

ite counting statistics. Recovery of the unknow vector 

P, amounts to inverting the matrix ~, hence the name 

"inverse problem." Ignoring the problems of singularity 

for the moment, let us consider the possible pitfalls to 

be encountered in attempting to recover P,. We shall 
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approach the problem via Fourier analysis. 

Let P1,P2 and a represent the Fourier transforms of 

P1,P2' and AZ' respectively, let 9 be the Fourier 

transform variable, and let e be the transform of the 

counting statistical noise distribution, represented as e 

in equation (1). Since convolution of two distributions 

in real space corresponds to multiplication of their 

transforms in the Fourier domain, equation (1), including 

the noise term, becomes 

(8 ) 

That is, the Fourier representation of the observed his­

togram is the transform of.the underlying representation, 

filtered by the transform of the spread function (which 

attenuates the high frequencies), and corrupted by the 

addition of counting statistical noise (which should be 

"white" i.e., have a constant value throughout the 

Fourier domain, out to the highest spatial frequency). 

The generality of the conclusions of this analysis is not 

reduced by assu~ing a Gaussian shape for the spread func­

tion, whose Fourier transform is also a Gaussian func­

tion, but of the variable 9. 

In attempting to recover the transform of the under-

lying distribution, P1' we are inverting the convolu-

tion, which in the Fourier domain corresponds to dividing 

both sides of equation (8) by the spread function's 

transform. Under the present assumption, this amounts to 
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multiplying both .sides by the reciprocal of a Gaussian 

function, which assumes enormous values in the high fre­

quency region of the Fourier domain. This high frequency 

amplification would probably work, restoring P1 to its 

full frequency representation, were it not for the pres­

ence of e, whose corrupting influence renders the high 

frequency components of P2 highly unreliable. The decon­

volution, if carried out to the maximum spatial frequency 

in the Fourier domain, would result in a reconstructed P1 

made unintelligible by the superposition of overwhelming 

amounts of high frequency noise, appearing as if finite 

counting scatter were the main signal, and the function, 

P1 , were the negligible noise! 

As a consequence of this situation, there is a max-

imum "safe" frequency beyond which the observed 

transform, P2' should not be amplified in the deconvolu­

tion, lest high frequency noise corrupt the reconstruc­

tion. One possible choice for such a frequency limit 

would be that point where the amplitude of the "white" 

noise of the counting statistics is approximately equal 

to that of the filtering spread function transform, since 

at that point, the ratio of signal to noise approaches 

unity. One way to view the message of this analysis is 

that the extent to which the underlying distribution can 

be recovered is governed by the width of the spread func­

tion, and by the number of cells counted, since these two 

values will determine the maximum "safe" frequency in the 
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deconvolution. A broader and even more significant con­

clusion to be drawn from this is that the statistical 

reliability of the reconstruction is roughly inversely 

proportional to its resolution (i.e., the maximum fre­

quency used). 

The above results, obtained for the case of Fourier 

deconvolution methods, have been generalized by Backus 

and Gilbert (,) to apply to any inversion method, as a 

consequence of the fundamental nature of the inverse 

problem. Stated in our terminology, their theorem holds 

that regardless of what model is used for the underlying 

DNA distribution, the product of the number of free model 

parameters used and the statistical reliability of their 

solution values is constant, and that constant is a meas­

ure of the information content of the data. That is to 

say, a given histogram, with a given CV and total cell 

count, can only justify a certain number of free parame­

ters in the model, if their accuracy is to be held within 

a tolerance demanded by the user. 

As a further consequence of the above discussion, it 

can be seen that in the presence of counting statistical 

noise, P, cannot be recovered uniquely. Even more dis­

turbing is the fact that significant changes in the model 

of P, are barely reflected in the fit to the data points, 

meaning that there is a large set of models that fit the 

data equally well to within any given statistical toler-
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ance. Stated conversely, small uncertainties in the data 

are magnified to large uncertainties in the solution set, 

with the magnification depending upon the number of free 

parameters in the model, all else being equal. As the 

Fourier analysis showed, the use of a limited number of 

free model parameters assures a certain statistical con­

fidence in the values obtained for them. This fact, 

along with any ~-priori knowledge about P1' makes inver­

sion a viable option in the analysis of DNA histograms. 

A thorough analysis of the recovery of the DNA distribu­

tion from its FCM histogram, from the standpoint of 

inverse theory, would be of much value to the practical 

use of these methods, since it should be able to quanti­

tate the relation between number of parameters and sta­

tistical reliability. 

Returning to the recovery problem, the desired quan­

tity is the unknown vector P1' which, as a rule, has 

fewer elements in it that the histogram P2. The set of 

equations defined by (7) is thus overdetermined, and the 

matrix A has no inverse. This is of no consequence to 

the conclusions reached above, however, since direct 

inversion is not the method of choice in any case. The 

greater the degree to which the equations are overdeter­

mined, however, the more reliable the values obtained for 

P1 , as this corresponds to using a restricted number of 

free parameters relative to the number of observations. 
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Heuristically speaking, it is as though each free parame­

ter enjoyed the advantage of several independent observa­

tions in the determination of its value, which for noisy 

observations reduces the resulting uncertainty. 

One final important point on the inverse nature of 

the problem at hand. Not only do all the above difficul­

ties plague us, but even the spread matrix! is subject 

to error, since our extracted model of the spread func­

tion is only an approximation thereto. We have not 

investigated the extent to which this further muddles the 

theory, but we have shown how variations in the assumed 

spread shape lead to significantly different solution 

sets, all other factors being held constant. (discussed 

below, in Implementation Details) This formulation of the 

relation between the logarithmic underlying DNA distribu­

tion, the relative error distribution (spread function), 

and the resultant log(fluorescent intensity) distribution 

suggests the following approach for obtaining information 

about P1 (details discussed below): 

1. Convert the histogram to logarithmic abscissa 

("log-histogram") 

2. Estimate the spread function shape 

3. Establish a parametric model of Y1 

4. Generate an approximation to P2' given the 



-75-

latest parametrization of the model for P1' by 

convoluting the model with the spread function 

5. Optimize the parameters of the model for P1 by 

least squares fitting the log-histogram with the 

approximation to '2. 

Other authors have suggested similar approaches (2), 

but the principal difference here is the logarithmic 

transformation of the histogram abscissa, and its impli-

cations. The principal advantage of this formulation is 

the potential ability, given a reasonably clean G1 cell 

population, of obtaining a direct determination of the 

spread function shape, since the underlying DNA distribu­

tion of such a population would be essentially a delta 

function (that is, possess a variance that is below the 

resolution of any FCM system available to date). This 

eliminates the need to assume a Gaussian, or any other 

analytical shape for the overall spread function, and we 

feel that this keeps the analysis somewhat closer to the 

actual situation. 

IMPLEMENTATION OF APPROACH 

LOGARITHMIC TRANSFORMATION 

For a given histogram, an initial estimate of the G1 
peak mean of the raw data is obtained by maximization of 

the area within a "window" of 7 channels width, swept 
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over the region surrounding the apparent peak mode. The 

window eliminates the effects of local scatter. We gen­

erally choose to then allign this estimated mean in chan­

nel 100, by a linear transformation of the abscissa, 

simulating a gain adjustment of the amplification elec­

tronics during the experiment to achieve the same result. 

The logarithmic transformation of the histogram is 

done by choosing the arbitrary base "b", mentioned above, 

so that the change of variables leaves two abscissa 

points, a 1 and in the same channels after the 

transformation as those which they previously occupied. 

The appropriate relation is: 

where Y2 and X2 are the log and linear observed intensi­

ties, respectively. We let a 1 and a2 be the estimated G1 

and G2M means, respectively, so as to maintain the same 

number of channels in the S-phase region in log domain as 

in linear. Using equation (9), a new abscissa is 

defined, and the former boundaries of the bins in the 

linear domain are mapped into new boundary values, gen­

erating a new grid on which to digitize the histogram. 

Since the new boundaries will virtually never coincide 
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with the old, some form of interpolation is needed for 

the redigitization, and we employ Simpson's rule for this 

purpose. 

ESTIMATION OF SPREAD FUNCTION SHAPE 

By assumption #4, above, one can estimate the gen­

eral spread shape for a set of histograms from the 

cleanest G1 peak available in the set, the "reference G1 

peak," and use it to fit the rest of the set. Once 

extracted from the reference G1 peak, the shape is 

ex pand ed or contracted for the particular histogram under 

analysis, to match its estimated CV. If no peak is suf­

ficiently clean to serve as a reference, one can either 

use the most recent previous reference peak, or employ a 

simple Gaussian model in the logarithmic abscissa (log­

normal in the linear abscissa). 

Extraction of the spread function from a typical 

reference peak is illustrated in Fig. 2. The wings of 

the G1 peak are presumed to be corrupted by the presence 

of debris and early-S-phase cells, and the entire peak is 

subject to the usual counting statistical scatter. We 

first convert the histogram to log-form, as described 

above. We then smoothe the peak by convolution with a 

Gaussian distrib~tion of standard deviation equal to one 

channel (our histograms have 256'channels), then find the 

mode of the peak. Left and right "standard deviations", 
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SOL and SDR, are estimated by finding the first points to 

the left and· right of the mode, respectively, at which 

the height is 60% of modal height. To compensate for 

non-G 1 content in the peak wings, heights are determined 

at 3xSIGL and 3xSIGR to the left and right of mode, 

respectively, and a threshold is set to twice the larger 

of these two sampled values. The reference histogram is 

thus divided into three parts: the central domain about 

the G1 peak in which the threshold is exceeded; channels 

to the left of the domain, and those to the right of it. 

The entire smoothed histogram is then multiplied by a 

window filter whose central portion, corresponding to the 

domain described above, has a value of unity, and which 

trails off to the left and right of the dom~in as Gaus­

sian functions with standard deviations SIGL and SIGR, 

respectively, - and which are centered on the respective 

endpoints of the domain. In this manner, the wings of 

the G1 peak are smoothly suppressed to zero, while the 

main portion of the peak is used directly as the spread 

shape. Finally, the resulting shape is normalized to 

unit area. 

MODELING THE UNDERLYING DNA DISTRIBUTION 

If the notion is accepted that there exists a 

separate phase of the cell cycle during which DNA repli­

cation is accomplished, Fig. 3a, the relative amount of 

DNA per cell during the cycle should behave as 
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illustrated in Fig. 3b, for ho~ogeneous, euploid cell 

populations. We shall assume, for the present, that we 

are dealing only with such populations, though the same 

principles would apply to heterogeneous and/or aneuploid 

populations, albeit with greater difficulty. For a popu­

lation arbitrarily distributed in the cycle as shown in 

Fig. 3c, the corresponding histogram of relative cell 

number versus relative DNA per cell would appear as in 

Fig. 3d, with the log-transformed equivalent shown in 

Fig~ 3e. Thus, the model of the underlying DNA distribu­

tion which most closely matches the above scheme would 

have delta functions of unknown height at the G1 and G2M 

means,bounding a region characterized by a rather 

smooth, probably continuous function which can assume 

virtually any shape. One good representation for the 

latter would be a piecewise polynomial spline. However, 

we wish to emphasize that no matter what the model, the 

total number of free parameters will be limited by the 

above considerations regarding the inverse nature of this 

problem. 

If the suggested spline representation is employed, 

the problem of optimization (discussed below) is a non­

linear one, and likely to be rather expensive to imple­

ment. Other authors have attempted such nonlinear fits 

to DNA histograms (7), though they have employed a single 

polynomial over the entire S-region. The attempt to span 

so large a domain with a single polynomial almost 
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inevitably results in having to use a low order, since 

higher orders result in increasingly larger random oscil­

latory behavior by the function, as proven by a theorem 

of De la Vallee-Poussin (3). With only a third or fourth 

degree polynomial to describe all of S-phase, .these 

approaches are limited to those histograms that do not 

possess a complicated S-phase structure. The spline 

would, of course, allow for virtually any conceivable 

structure, and would thus be far more generally applica­

ble. However, for the reasons outlined below, we have 

elected to employ a discontinuous model for S-phase, 

rather than the spline. 

In his analytical model, Fried (2) approximates the 

observed histogram by a sum of Gaussian functions, which 

are the assumed spread shape. Their means comprise a 

uniformly spaced lattice between, and including, the G, 

and G2M peak means, and their standard deviations 

increase in proportion to their means. This formulation 

is meant to correspond to a subdivision of S-phase into 

compartmenis of equal width (the same as the Gaussian 

lattice spacing), between delta functions at G, and G2M. 

The overall intended model should thus be a "bar graph" 

of the underlying S-phase, with spikes at G, and G2M. A 

given Gaussian is intended to simulate the allocation 

throughout the histogram, of cells whose DNA content lies 

in the compartment centered on the Gaussian in question. 

Fig. 4 illustrates this "spikes & bar~ " model, for 
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logarithmically transformed histograms. 

In reality, the sum of Gaussians approach 

corresponds to a "comb function" model of the underlying 

DNA distribution, that is a lattice of uniformly spaced 

delta functions, rather than a "bar graph" model. These 

are illustr~ted in Fig. 4. This follows from the fact 

that the approximation to the data is essentially a sum 

of weighted spread functions. There are two key differ­

ences between these models, though both have spikes at G1 

and G2M. The more important of the discrepancies has to 

do with the representation of the most critical regions 

of the histogram: G1/early-s, and late-S/G 2M. 

If the equipartition of S-phase were implemented as 

intended by Fried, the left boundary of the first com­

partment would be the G1 mean, and thus the center of the 

compartment would be one half of a width to the right of 

G1 mean. This situation is illustrated in Fig. 4b. The 

centers of succeeding compartments would each be one 

width to the right of the preceeding one, including the 

last compartment, whose mean would be one half-width to 

the left of the G2M mean. Since the ultimate distribu­

tion of cells arising from each compartment would be cen­

tered on the compartment mean, the Gaussians intended to 

model this process should also be thus centered. Place­

ment of the first S-phase Gaussian a whole compartment 

width away from the G1 mean leaves the early part of S-
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phase under-represented, and the analgous situation per­

tains to the late-S/G 2M region as well, as seen in Fig. 

5b. 

) The second discrepancy between models is the use of 

the same functional shape (that of the presumed spread 

function), to describe the ultimate distribution of c~lls 

arising from compartments (or bars) and from spikes (as 

in G1 and G2M). Rigorously speaking, the former distri­

bution should be the convolution of the spread function 

with a bar, and the difference between this and the 

spread function itself is entirely dependent upon the 

width of the bar, a subject addressed below. However, 

for bars whose width is less than about twice the stan­

dard deviation of the Gaussians being used (as in Fried's 

case), the difference is not enough to warrant the rather 

extensive additional calculation necessary to implement 

th~ precise distribution in the fitting routine, as 

opposed to using the spread functions themselves. 

There is a further difficulty in the use of uniform 

lattices over any portion of linear histograms, even if 

the half-widths are properly implemented, and that is the 

fact that the spreading at the G2M sIde is about twice as 

bad as that near G1. Consequently, one should not expect 

to be able to resolve the right side of the histogram as 

well as the left, and attempts to do so will result in 

larger statistical uncertainty in the values for the 
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right side Gaussians than for those on the left, making 

it difficult to compare them on an equal basis. This 

problem is eliminated by the log transform, since in the 

log-histogram, the spreading is presumed to be the same 

everywhere (and this appears to stand up fairly well in 

the face of extensive testing), and so uniform loga-

rithmic spacing is statistically justified. One could 

approximate this solution in the line~r domain by posi­

tioning the spikes at unequal intervals of exponentially 

indreasing width as one proceeds from G, to G2M, while 

stretching each spread function so that its standard 

deviation is proportional to its mean. 

In our model, we use the lattice spacings of the bar 

graph approach, illustrated in Fig. 5. but approximate 

the bar contributions by the spread functions themselves 

(for the time being). Since we use log-histograms, the 

uniform-sized bars in the model correspond to compart~ 

ments of exponentially increasing width in the linear 

representation for S-phase. The details for locating the 

G, and G2M means, estimating the proper spread width, and 

choosing the proper number of spikes for a given histo-

gram are disucussed in the section "IMPLEMENTATION: 

DETAILS". 

GENERATING AN APPROXIMATION TO THE DATA 

The discrete form of equation (6), given as equation 



-84-

(7) is 

-= + e 

where A ,is the spread matrix that represents the discrete 

convol ution of P 1 wi th the spread function. If 151 and 152 
are column vectors, of lengths Nand M, respectively, N > 

M, the jth column of matrix A is fill~d with the spread 

function, centered on the same channel as the jth spike 

location in the model lattice. This implements the 

desired effect: a spike of amplitude P1(j) is spread 

about the jth spike location in the model to the histo-

gram,with the final approximation summing up the contri-

butions of all spikes. The unknown parameters in the 

model are the spike amplitudes or weights, which enter 

the approximation in a linear fashion, thus requiring 

only a linear optimization routine to solve for the best 

spike set, in the least squares sense discussed earlier. 

OPTIMIZING THE MODEL PARAMETERS 

Once the problem has been cast in the matrix equa-

tion form of equation (7), the only remaining difficulty 

is the avoidance of solutions containing negative spike 

ampl i tude's. We overcome this aspect by using the Non-

Negative Least Squares (NNLS) routine published by Lawson 

and Hanson (4), which finds the optimal least squares 

solution set subject to the constraint that all its 
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elements are non-negative. 

Nonlinear models, such as the spline mentioned ear­

lier, would require vastly more costly optimization algo­

rithms, but if desired, the National Physical Laboratory 

of Great Britain has an excellent nonlinear optimization 

routine, including non-negativity constraints, that would 

be quite adequate for the purpose. 

IMPLEMENTATION: DETAILS 

As mentioned above, the principle missing quantities 

in the implementation of our model for a given histogram 

are estimates for the G, and G2M means and appropriate 

standard deviation of the spread process, and the proper 

number of spikes. A given set of these input values 

corresponds to a unique best least squares fit and solu-. 

tion set for the log-histogram in question, with signifi-

cantly different solution sets for different input 

values. Since our principal use for these analytical 

methods is for the reduction and comparison of series of 

DNA histograms, the dominant concern has been that what­

ever methods are employed for the estimation of the above 

input values, they should be as unbiased and reproducible 

as possible, while giving results that are believable to 

the investigator. 

We shall first address the question of the standard 

deviation estimate for a l given histogram. We made a 
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serious attempt to model the G1 peak of the log-histogram 

using a Gaussian model, fitting it to the left slope of 

the peak (where corruption from S-phase cells is least 

felt) using a nonlinear least squares routine developed 

by Golub, et al (5), However, the resuls rarely appeared 

credible to the user, and the addition of the capability 

to choose different portions of the peak to be fit 

improved the situation only slightly. One clear message 

from this experience is that, at least for our data from 

many different cell systems, the spread process is not 

very well modeled by a Gaussian distribution in the log 

domain (or a log-normal distribution in the linear 

domain). Thus we have, for the meanwhile, resorted to 

simple estimates of the standard deviation (SO) by find­

ing the apparent peak mean, and letting the estimate be 

the distance to the left at which the peak falls to .606 

of the maximum value, using linear interpolation. In 

general, we are confident that these estimates are within 

!10%, of the proper values, at the worst. This un~er-

tainty can significantly affect the fits, and to a lesser 

extent, the estimated cycle phase fractions. 

Examples of the effects of varied SO estimation upon 

the resulting fits are shown in Figs. 5a,b,c. We have 

found that increasing the estimated SO from 8.0 channels 

to 10 channels, for example, has a significant effect 

upon the quality of the fit, and though the general pro­

perties of the solution sets remain intact, the cycle 
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fraction estimates change by about 10 to 20% of their 

previous values. Fig: 5b illustrates typical effects of 

such an increase! We should note that, as discussed 

below, a changed SO estimate requires a changed number of 

spikes in the model, and the effects cited here are 

despite this accommodation. Shown in Fig. 5c are the 

effects of reducing the estimate of SO from 8.0 to 6.0 on 

the same histogram, and Fig. 8d summarizes these effects. 

Though the effects of SO uncertainty vary from one histo-

gram to the next, one can say, as a crude rule, that a 

large increase of N% in the SO will yield a roughly 

equivalent change of N% in the cycle fraction values, 

with G1 and G2M increasing at the expense of S-phase. An 

equivalent reduction in SD will produce similar effects, 

but with S-phase increasing at the expense of G1 and G2M 

fractions. We use SO values in the large end of the 

" a c c e pta b 1, era n g e" in d i cat e din 8 a, tog i v e s p ike' he i g h t 
, 

estimates! with the maximum statistical reliability com-

mensurate with yielding a good fit. The latter property 

is indicated by a relative chisquare value of between 0.1 

and 0.3, as is seen in 8a. 

In the estimation of G1 and G2M means, it has been 

pointed out that one must not rely on the apparent peak 

mode as an estimator, but must compensate for its having 

been shifted towards histogram'center by the presence of 

S-phase cells. We have simulated this process by com-

puter, and have found that the amount of shift depen~s 
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not only on the amount of S cells in close proximity to 

the peak in question, but also on the detailed shape of 

the spread function (not only its width). This was seen 

from the use of a Gaussian spread function in simulating 

the effects of various amounts of early S-phase cells, 

which produced a model relating the estimated shift to 

the ratio of early-S histogram height to G1 peak height. 

When applied to our data, this model predicted unreason­

ably large shifts for virtually every histogram, which we 

attrlbute to significant discrepancies between the true 

spread shape and the Gaussian model thereof. We have yet 

to .try to develop a shift model based on extracted spread 

functions. 

We have tested the effects of changing the estimated 

G1 and G2M means by fractions of a channel, when the G1 

is originally in channel 100, and found them to be negli­

gible. Hence, our estimates of means are aimed at deter­

mining the values to the nearest channel, which re~uces 

the set of possibilities to that of a few different chan­

nel shifts away from the peak mode. Therefore, we employ 

a simple classification scheme, in which we estimate the 

influence of early S-phase cells upon the G1 peak, and 

that of late-S upon G2M, as follows. After log transfor­

mation, the modes of the peaks are found and the SD is 

estimated. Stepping a distance of 2 SD inward from the 

respective peak, we determine the ratio of histogram 

heights at the early- or late-S point to that of the G1 
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or G2M peak, respectively. For each peak, we classify 

the ratio into four empirically determined categories: 

o 30$ set mean = mode 

30 50$ set mean = mode +1 channel, for the G1 or G2M 

means, respectively 

50 - 80$ set mean = mode +2 channels 

>80$ set mean = mode +3 channels 

( 

( 

" " " ) 

" " " ) 

Mode is estimated by the 7 channel window maximization 

method described in the spread function estimation sec-

tion, above. We find that this mean-estimation scheme 

works very well, producing solution sets that are quite 

reasonable on a wide variety of data. 

The number of , spikes to be used, as discussed in the 

mathematical formulation section, above, depends on the 

estimated SO of the histogram. We find that when the 

inter-spike spacing in S-phase is less than about 1.3' 

times the estimated SO, the spikes show strong correla-

tion with one another, resulting in oscillatory behavior 

as shown in Fig. 7a. When the spacing exceeds about 

1.7xSD, the fit becomes poor, slowly oscillating Bbout 

the histogram points, as seen in Fig. 7b. Inter~spike 

spacings within these limits yield acceptable solution 

sets and fits, with 1.5xSD apparently the best, as shown 
( 

in Fig. 7c. However, since the spikes must lie on a lat­

tice that includes the G1 and G2M means, the b~st on~ can 

do is to determine that number of spikes, M, which when 



arranged in the lattice yields inter-spike 

closest to 1.5xSD. 

RESULTS AND DISCUSSION 
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Results of a typical fitting session are shown in 

figures 9 and 10. 9 a,b,c show the spread function 

extraction process. In 10a, the spread function'is used 

to fit the reference ,histogram from which it was 

extracted. 10 b,c,d are other histograms from the same 

experiment as the reference, fit using its spread func­

tion. 

One method for improving the set of input parameters 

estimates might be to recursively fit the histogram and 

re-estimate the parameters. This notion is well illus­

trated by its application in extracting the spread func­

tion from the referen~e histogram, which we are currently 

implementing: Extraction proceeds as described above, 

resulting in a proposed spread function shape. This 

shape is then used to fit the reference histogram, and 

the resulting model of early S-phase is used to modify 

the estimated shape. The latter step involves subtrac­

tion of the estimated early-S~phase and sub-G 1 debris 

from the reference histogram, followed by re-application 

of the isolating window previously used, but now to the 

modified reference histogram. This approach is currently 

being tested, and initial results are encouraging. It is 
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not clear whether repeated recursion, using this method, 

would be of advantage, since there is no obvious way to 

tell when the true spread shape has been reached, and the 

recursion is likely to result in significant modification 

at each iteration. Whether such a scheme would converge 

at all, and if so, to anything meaningful, remains to be 

studied. However, single iterations of such recursive 

approaches appear to be worthwhile, and could be used for 

input parameter estimation in an analgous manner to that 

just described. 

FIGURES 

1. Flow of Information during FCM Analysis. Cells in 

vivo or in culture possess a given distribution with 

respect to DNA content per cell, prior to FCM pro­

cessing. The DNA/cell distribution is converted to a 

fluorescent stain content per cell distribution by 

the harvesting, fixation and staining steps, which 

involve errors from various sources indicated in the 

figure. The process of rapid measurement of stain 

content, as determined by the emitted fluorescent 

intensity per cell, involves further errors, result­

ing in a final distribution with respect to measured 

fluorescent intensity per cell. The final distribu­

tion is a degraded version of the original DNA/cell 

distribution, with the extent of spreading propor­

tional to the original amount of DNA in a given cell. 
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2. Extrpction of Spread Function Shape from Reference G1 

Peak. A histogram possessing a G1 peak and lacking 

significant early~S cells is chosen as reference and 

redigitlzed on a logarithmic abscissa. An "accep­

tance window" is determined from the 'wings of the G, 

peak, as described in the text, and the mean, the 

left and right standard deviations of the peak are 

estimated. The entire histogram is multiplied, point 

for pOint, by a filter with height of one within the 

window, and dfopping off to the left and right of the 

window as Gaussian functions. with left and right. 

standard deviations determined above, respectively. 

The result is an extracted estimite of the spread 

function whose wings tend smoothly to zero, and prior 

to use it is normalized to unit area. Only histo-

grams from the same cell line, FeM processed the same 

day as the reference, should be analysed using this 

extracted spread function. 

3. How DNA histograms relate to the cell cycle. 

s) Basic cell cycle mode~ 

b) DNA per cell versus Cellular Maturity based on 

cell cycle model of 3a. 

c) Cell No. versus Age (arbitrary distribution) 

d) Corresponding distribution of Cell No. Versus 

DNA/cell 

e) Corresponding distribution of Cell No. versus 

10g(DNA/cell) By the model shown in 3a, DNA content 
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per cell should correla~e with cellular maturity as 

shown in 3b. Cells distributed in the mitotic cycle 

as shown in 3c (arbitrary distribution), should yield 

the distribution with respect to DNA per cell shown 

in 3d, and with respect to logarithm of DNA content 

per cell as shown in 3e. 

4. Spikes and Bars Model of Underlying DNA Distribution. 

The underlying DNA distribution is modeled as a step 

function (bar graph) in S-phase, bounded by two delta 

functions (spikes) at G1 and G2M, respectively. In 

the approximation to the observed histogram generated 

from this model, the spikes become weighted spread 

functions, while the bars become weighted versions of 

the convolution of the spread function with a bar of 

unit height. The separate functions are summed in 

the final approximation to the histogram data. 

5. Comparison of "Comb" and "Spikes and Bars" models of 

underlying DNA distribution. In the "comb" model, 

equally spaced spikes become weighted spread func­

tions, also equally spaced, in the approximation to 

the histogram. In the "spikes and bars" model and 

resulting approximation to the histogram, the contri­

butions arising from the first and last bars are 

spaced only half a bar width toward histogram center 

from the respective G1 or G2M peak. Hence, "spi kes 

and bars" accommodates S-phase cells everywhere 
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between G, and G2M in the underlying DNA distribution 

model, so that G" S, and G2M phases are properly 

represented. The corresponding contributions in the 

"comb" model are spaced a full bar width away from 

the respective peaks, so that S-phase cells with DNA 

content lying between G, and the first spike, or 

between the last S-spike and G2M, are not represented 

in the model. This results in a low estimate of 

population S-phase fraction wi th the "comb" model. 

Effects of Varying Es t imated St and ard Deviation (S D) 

upon Sol ution Set and Fit to Histogram. 

a) Fit using original estimate of SD = 8.0 

b) Fit using SD = 10.0 (increased by 25% over ori-

ginal) 

c) Fit using SD = 6.0 (decreased by 25% under ori-

ginal) In all three cases, inter-spike spacing was 

maintained constant 

Fit seen in 6b is clearly inferior to that of 6a or 

6c, while solution spikeset of 6c oscillates errati­

cally in early-So Hence, solution spike set of 6a 

judged best, because spike heights in mid-S are even, 

and drop off monotonically near the G, and G2M 

spikes, while fit to histogram is statistically good 

(reduced chisquare = O. '4). 

7. Effects of Varying Inter-Spike Spacing in DNA Distri­

bution Model. 

J: ~ 
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a) Spacing too small: <1.2 SD 

b) Best Spacing:1.5 SD 

c) Spacing too large: >2.0 SD SD maintained con-

stant at 7.5 channels in all three cases. Spikes in 

solution set of 7a oscillate erratically due to 

insuf- ficient spacing, while the approximation in 7c 

oscillates about the histogram because of excessive 

space between spikes. 7b shows good fit to histogram 

with spikes of even height in mid-S phase, using a 

spacing of about 1.5 SD. 

8. Summary of effects of input parameter variation upon 

model and fit. 

a) Summarized effects of SD variation upon model 

and fi.t. Effects of varied SO estimate upon reduced 

chisquare of fit, and upon cycle phase fractions FS, 

FG1, and FG2M, for the same histogram, with inter­

spi~e spacing held 1.5 SD. All observed parameters 

were constant over the range 6.5 < SD < 8.0. The 

larger the SD used, the fewer the number of spikes, 

and hence the simpler the model, so the largest 

acceptable SD is the one of choice. 

b) Summarized effects of Inter-Spike Spacing varia-

tion. Effects of varied spacing between model 

spikes, for the same histogram as in 8a, upon cycle 

phase fractions FG1, FS, and FG2M, and upon reduced 

chisquare of the fit, with SD held constant at 7.5 

channels. Spacing variation has little effect on 
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cycle phase fractions, but changes the quality of the 

fit. From the histograms, the range of spacing which 

produces acceptable models and fits is 1.4 SD < spac-

ing < 1. 75 SD. 

9. Start of a fitting session: extraction of spread 

function. 

a) reference histogram: few cells seen in early-S 

phase, clean G1 peak. 

b) smoothed, log-transform of reference histogram. 

c) normalized spread function extracted from 9b. 

10. Fits to assorted histograms using extracted spread 

function of figure 9c: 

a) Fit of reference histogram using its own spread 

function. Note that G1 peak is perfectly fitted 

using only one spike, while G2M peak is slightly nar­

rower that the fitting approxi- mation, showing that 

the width of the spread function is nearly, but not 

pre~isely, constant throughout the histogram. 

b) Histogram possessing large mid-S-phase cohort. 

Note sub-G 1 spikes necessary to accommodate apparent 

debris in left shoulder of G1 peak. These are not 

counted in the cycle phase fraction calculations. 

c) Histogram with large early-S-phase cohort. Note 

additional post-G 2M spike attempting to account for 

presence of aggregates seen in the histogram. 

d) Histogram with large late-S-phase cohort 

I . , 

, ' 
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CHAPTER IV 

PRINCIPLES FOR ANALYSIS OF TIME SERIES OF DNA HISTOGRAMS 

OBTAINED BY FLOW CYTOMETRY 

INTRODUCTION 

With the increasing availability of flow cytometric 

devices capable of rapid analysis of large cell popula-

tions, there has grown a correspondi~g need for appropri-

ate methods of reducing, analysing, and storing the data 

produced-by them. In particular, much attention has been 

focused of late on the use of time sequences of DNA his-

tograms in the study of mitotic cycle perturbations by 

various agents (drugs, carcinogens, viruses, heat, etc.). 

Such studies typically result in dozens of histograms, 

often varying in resolution and generally not well 

alligned with one another, making the task of interpret-

ing the data very cumbersome. 

We present here several general notions, as well as 

some specific algorithms, for attempting to extract 

information from time series of DNA histograms. In our 

approach, we have focused on two issues: how can the 

cytokinetic questions of interest to the investigator b~ 

, -._' 



-117-

translated into forms that are addressable in terms of 

DNA histogram time series?; how can the informatibn con-

tained in such time series be extracted, prepared and 

displayed so as to facilitate interpretation by the 

investigator? We also address the problem of storing 

both raw and analysed histogram data, and present some 

solutions that we have found useful. 

DISPLAYING RAW DATA FOR OPTIMAL VISUAL STUDY 

It is our conviction that much of the useful infor-

~ation contained in a series of DNA histo~rams can be 

obtained by direct visual inspection, if the data,are 

properly presented. However, many FCM devices analyse 

cells either until the sample is exhausted or until one 

of the channels reaches a predetermined stopping count. 

This usually results in histograms displayed in a manner 

that obscures their fundamental nature: they are samples 

of the cell population's probability distribution, with 

respect to fluorescent intensity per cell. Being distri­

bution~, each ,histogram should be normalized to the same 

standard area as all others, so that the distributional 

propertieB of one histogram can be directly compared to 

those of any other. Further, few systems employ any gain 

stabilizing feature that would allign one histogram with 

the others in a series. These shortcomings arerela-



-118 .... 

tively easy to overcome, not requiring sophistocated 

modeling programs, and are perhaps the most cQst­

effective data manipulation done on DNA histograms. 

Normalization of the histograms to a single standard 

area is generally a straightforwad operation: each his­

togram is integrated to yield its area, call it A1, then 

each of its bin values is multiplied' by the ratio 

(A2/A1), where A2 is the desired standard area. A com­

plication can arise when only a portion of the histogram 

is to be used in further study, and needs to be isolated 

from the larger histogram. Such is the case when, for 

example, cellular debris or aggregates give rise to 

unwanted shoulders or extra peaks in a histogram. One 

way to handle this case is to set the bin values to zero 

outside the desired region, then proceed as above. This 

is a simplistic approach, but is suffioientfor most pur­

poses. 

Allignment of histogra,ms\ involves two steps: locate 

some marker on the histogram that indicates the present 

gain setting; and perform a linear transformation of the 

abscissa to gain-shift the marker, and hence the histo~ 

gram, to the desired standard position. A typical marker 

is the mode of the G1 peak, which is easily detected by a 

simple search procedure in most histograms, and in almost 

any case can'be interactively estimated by the user. 

The second step in the allignment procedure is to 
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linearly transform the abscissa so that the marker is 

moved to a standard position. That is, to redigitize the 

historam on a new set of bins that are either broader or 

narrower than the original set, corresponding to gain­

shifting the marker downstream or upstream, respectively. 

This situation is illustrated in Fig. 1. "Bins" are 

merely segments of the continuous abscissa, delimited by 

defined boundaries, one bin set differing from another 

only by its corresponding set of boundaries. If x 

represents the ~bscissa on whidh the old bin set is 

defined, and ~ is that of the new set, a gain-shift is 

reprisented by ~he simple linear transformation, 

y.= bx 

where b is the ratio of the new desired marker position 

to that of the old marker. 

The bin boundaries, being merely points on these two 

abscissas, obey the same linear relationship, leading to 

the algorithm for establishing a new bin set for a given 

ratio b: 

For each old boundary x(i), i=1 to N+1, where N is 

the total number of bins, the new corresponding boundary 

is y( i), given by 

y(i) = bx(i) 

In general, there will be few values" j" for which y( j) = 
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xCi), as indicated in Fig. 1, and so the histogram must 

be redigitized by some form of interpolation. Since all 

interpolation involves passing a functional model through 

the data points, the principal difference between methods 

is the choice of the function. A simple linear interpo~ 

lation is probably satisfactory for most cases, but 

Simpson's method, employing quadratic fits to every three 

points, is more accurate and involves little more effort 

than the linear method. In logarithmic transformations 

of the abscissa, discussed below, the higher order inter­

polation is more needed, as there is a greater 

discrepancy in bin widths to be overcome. 

When there is a large sample size variation within a 

histogram series, the scattering due to counting statis­

tics may be far more serious in some histograms than in 

others, making it difficult to directly compare them. 

The user may wish to employ a smoothing scheme to sys~ 

tematically eliminate this often distracting scatter, and 

thus further facilitate visual comparison. One way to 

smooth the data is to sweep an "averaging window" across 

the histogram, replacing the value in bin "i" by some 

weighted average of the values in "i" and surrounding 

bins. The 'width and weights used in the window have 

definite implications if further analysis is to be done 

on the histograms, but a simple uniform weight, 5 channel 

window centered on "i" works well in most instances for 

the present purposes. However, when smoothing as part of 
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the fitting procedure, we choose. to fold the histogram 

with a Gaussian distribution of 1 channel standard devia-

tion and unit area. 

Once the series has been normalized, alligned, and 

optionally smoothed, it can be displayed in several ways: 

separate histograms arranged in horizontal or vertical 

sequence, as in Fig. 2; plotted as a function of two 

variables, using perspective plots, as in Fig. 3, or as a 

two dimensional halftone or gray level plot, (not shown). 

(though not shown here, color coded plots are also quite 

useful for visual display). The purpose of any of these 

display modes is to visually enhance those aspects of the 

histogram information that most directly impinge on the 

user's interpretory abilities. Once the user has drawn 

whatever conclusions are evident from well displayed 

data, and if further information is desired, the next 

step is to employ modeling approaches to extract features 

that are not readily seen in the raw data itself. In 

this light, modeling is seen as a tool for probing the 

data, to be used, together with optimal visual examina-

tion of it, in order to extract the maximum amount of 

useful information justified by the quality of the data. 

GARBAGE ~, GARBAGE OUT: INFORMATION CONTENT OF THE DATA 

As is the case in most experimental schemes, where 

results are to be concluded from modeling the data, the 

reliability and quality of the results reflect those of 
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the data far more than the properties of the mathematical 

methods used to model it. For inverse problems of the 

kind outlined below, Backus and Gilbert (1) have shown 

there to be a conservation of total information contained 

in different models of the same data, and the conserved 

amount is determined by the resolution of the original 

data. That is, if one model has N free parameters while 

the other has M, M <N, the statistical reliabilty with 

which the N parameters can be determined is less than 

that for the M parameter model. The product of free 

parameter number and the resolution to which the parame­

ters can be determined in solving the inverse problem is 

constant, that constant being determined by the informa­

tion content of the data. 

The message in this is an old one: one should, be 

sure the experimental technique is optimized before 

embarking on mathematical modeling expeditions to inter­

pret it. For DNA histograms, the lesson is to take all 

reasonable precautions in the sample preparation, stain­

ing and FCM analysis steps to minimize error and noise, 

before seeking ever more sophistocated methods to fit the 

histograms. Furthermore, this means that histograms pos­

sessing a coefficient of variation (CV) of 6% (for exam­

ple) have roughly half the information content of those 

with a CV of 3%, and thus should be fit with about half 

the number of free parameters as the former, if the reli­

ability of the parameter values is to be maintained the 
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same for the two histograms. 

MODELING INDIVIDUAL HISTOGRAMS: AN INVERSE PROBLEM 

If FCM analysis were error free, the measured 

fluorescent intensity of a given cell would precisely 

reflect its exact DNA content, and there would be no 

ambiguity in deriving the cycle phase fractions or 

detailed S-phase structure from the histograms. However, 

due to sample preparation, staining and FCM analysis 

errors, the measured quantity deviates by a generaJly 

small amount from the apparent proper fluorescent inten-

sity for a given cell, and the histogram is thus blurred. 

A detailed discussion of this subject is found in chapter 

III, but briefly, we showed that the relation between 

observed intensity X2 and correct intensity X1 (i.e., 

that which would be obtained in an error free FCM pro-

cedure) can be represented as 

( 1 ) 

where zis the relative random error for true DNA value 

X1 ' and is distributed with mean = 0, by distribution 

function AZ(z). 

By a logarithmic change of variables, the relation 

between the observed logarithmic fluorescent intensity 

distribution P2 (y) and the true underlying logarithmic 

DNA distribution P1(y), is given by 



+00 

P2(y) = J P1 (z)A Z(Y - z)dz 
-00 
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(2 ) 

The observed histogram, after logarithmic transformation 

of its abscissa, is a discrete version of the distribu~ 

tion P2 (y), represented here as 15
2

, 

matrix form, the above relation becomes 

152 = ~):r1 + E 

When written in 

where the elements of vector 152 are the bin values of the 

logarithmically transformed histogram, the vector 15 1 is 

the unknown underlying discrete logarthmic DNA distribu-

tion, the columns of spread matrix ~ are filled with the 

spread distribution function AZ(z), and vector 

represents error due to counting statistics, 

In this formulation, with the logarithmically transformed 

abscissa, AZ(z) is presumed to be invariant with y. 

Recovering the unknown vector 15 1 is equivalent to invert­

ing the matrix ~, yielding 

-1- ... 1-
=: A P. -A E - z 

(4 ) 

where "A- 1" is the inverse of ~, if indeed one exists. 

As discussed in chapter III, the problem is rather ill-

conditioned resulting in a matrix A- 1 (if it exists) th\;lt 

amplifies the magnitude of high frequency components of 
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vectors multiplied by it, in particular the noise vector 

~. Thus, small, random errors in the data vector P2 will 

be magnified by A- 1 , resulting in large uncertainties in 

the estimate of P1. Conversely, large differences in 

estimated underlying distribution P
1 

are reflected in 

relatively small changes in the model of the data vector 

In general, matrix A is singular, and thus possesses 

no inverse, however, the consequences of its ill-

conditioned nature still hold. As a result, the problem 

assumes the optimization form of finding the best choices 

for the entries of unknown vector P
1

• "Best" is usually 

taken to be that set of P1 entries which when multiplied 

by spread matrix! yields the smallest squared deviation 

from the observed vector P2. 

There are two important conclusions to be reached as 

a result of the above analysis. First, the severity of 

the error magnification properties of t · A- 1 rna rlX· 

decreases with improved measurement resolution, that is 

with decreased CV. Also, the error due to counting 

statistics falls off with increasing sample size, so that 

the magnitude of error vector E can be reduced by count-

ing more cells. These points imply that the better the 

quality of the raw data, the greater the extent to which 

the unknown underlying distribution can be determined. 

This should not be surprising in view of the principle 
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given above: that the results to be extracted from data 

are only as good as the data itself. 

Second, as discussed above, the estimate of underly­

ing distribution ~1 is sensitive to small variations in 

observed vector ~2' That is, many significantly difw 

ferent estimates of the unknown ~1 may result in fits 

that are, from a statistical standpoint, equally good 

fits to the data 152 , Thus, there is no uniqw:~ly "best" 

estimate of ~1' but rather a whole class of estimates 

that yield equally valid fits to ~2' 

The above discussion leads to the unfortunate oon-

clusion that, as Fried (2) and others have pointed out, 

there are many ways to fit a given DNA histogram to 

within a given statistical tolerance. The set of possi­

ble fits to the such data may allow for significant vari. 

ation in estimated cycle fractions (3), as well as 

details of the S-phase structure, and it is unclear which 

is, the true solution, One way to restore some confi~ 

dence to this situation ~ould be to have a library of 

"well known" histograms, whose composition has been gen­

erally agreed upon, on which a given fitting program can 

be evaluated, Unfortunately, no such library currently 

exists. The only other standards against which a given 

fit can be judged are those employing autoradiography, 

whose low resolution was one of the reasons for the 

development of the present FCM technology, and is thus 
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capable of setting only broad limits for cycle phase 

fractions. 

SUBJECTIVITY AND EXPERIENCE VERSUS OBJECTIVITY AND REPRO­

DUCIBILITY 

Thus, we can only be assured that the estimates from 

a fitting program are accurate to, say, 10% of their 

values, and as long as this level of error can be 

tolerated for the purposes at hand r there does not appear 

to be a problem. However, if the experiment is designed 

to detect the time at which a given effect begins, qnd 

timepoint~ are taken only at 2 hour intervals, the above 

10% error may mean the difference between assigning the 

starting time to 8 hours or to 10 hours; a discrepancy 

that may be quite significant to the investigator. In 

many such cases, an investigator expecting the outcome to 

be the 10 hour value will chose to censor the finding by 

the program that the effect was already significant by 8 

hours. 

In the face of such uncertainties, the only apparent 

approach to take is that whatever fitting method is 

employed, it should treat all histograms in the same 

manner, to the maximum extent possible. The limitation 

on this policy is the all too well known fact that 
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despite the best precautions, real d~ta are often per~ 

verse, and along with the many histograms that Qan b~ 

"objeotively" or "automatically" fit are several "patho~ 

logical" oases that defy even the smartest algorithms. 

Such diffioult data require interaction with the investi~ 

gator or whomever is analysing them, and should be iso~ 

la~ed from a series of histograms prior to their 

analysis, so that the tractable Gases can be 'analysed 

automatioally. Still, in the end, since DNA histogram 

analysis is a developing tool, the evaluation of the 

investigator will remain the final jUdge of the success 

or failure of a given fit, and provision for suoh 

interaction should be maintained, if only after the 

automatic analysis mode has had a ohanpe to fit the data. 

THREE PASS ANALYSIS 

The above discussion leads to the suggestion that a 

series of histograms be analysed in three separate 

passes: 

1. Identify and isolate potentially troublesome histo­

grams and analyse them separately. 

2. Submit the remaining histograms to an automatic fit­

ting routine. 

3. Combine the results of 1 and 2 as input to a kinetio 

analysis package or other data reduction scheme. 
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This approach is illustrated by flow chart in Fig. 4. In 

our implementation of this method, the single histogram 

analysis program used is that described in chapter III. 

Other authors (3,4) have pointed out the desirabil-

ity of incorporating into the analysis of each histogram 

the fact that a given set of histograms represents the 

time evolution of a cell population. In the case of 

Gray's approach, the simulation of the whole series 

incorporates the modeling of the individual histograms, 

converting the latest estimate of the underlying true 

cell cycle distribution into a model DNA histogram, by 

smoothing with a Gaussian spread function. In this 

manner, analysis of each histogram is related to preced-

ing and succeeding histograms via the kinetic model. 

However, as is discussed below, the kinetic modeling 

problem is also inverse in nature, and is thus subject to 

the same kinds of uncertainty as the fitting program, if 

not worse. Furthermore, it is our understanding that 

this approach consumes large amounts of computer time and 

space that place it beyond the capabilities of most 

investigators. For these reasons, we have based our 

approach on the separation of the problems of individual 

histogram analysis and kinetic modeling of the time 

series of DNA histograms. 

KINETIC MODELS: IDENTIFICATION OF USEFUL PARAMETERS 
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In studies where the investigator is seeking to 

determine the effects of an agent upon the cell cycle 

kinetics of a given population, the vocabulary of terms 

descriptive 

lowi ng : 

of the agent's action is limited to the fol-

a. Slowing progress through the cycle 

b. Recruitment of noncycling cells 

c. Blocking cells at some point in the cycle, or 

causing them to "decycle" (as in GO) 

d. Accelerated progress through the cycle 

e. Cell killing 

These descriptors, combined with the specific portion of 

the cycle affected, e.g. early-S-phase, constitute the 

overwhelming majority of possible kinetic effects that 

are of interest to most investigators. Hence, the goal 

of a kinetic analysis approach should be to determine 

which of the above features are indicated by the data, 

where and to what extent are they seen in the cycle. The 

problem of characterizing the effects of a given agent 

upon the cell population is thus reduced to that of 

obtaining parametric values for the descriptive proper­

ties listed above. This is to be done by modeling the 

time series of DNA histograms obtained in a cycle pertur­

bation experiment, and thus is a kind of dynamic systems 

modeling problem. 

If the cell cycle is modeled as a sequence of 
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compartments, with time evolution of the population 

represented as transition from compartment to compart-

ment, the equation governing the number of cells in com-

partment "i" is given by Zietz as t 

Fpt(t) = tFFt_I(t-a>.fca) exp[-JRCtldt ]da. (5) 

0.i c:lN(t) t-a 
WI-IE~e R(t) = Nit) ~ ("flELATI\lE. W\(Tbnc 12A1l:. " ), Ae-.)D 

where f. 1(a.) is the distribution of growth rates "a" 
1-

among the cells in compartment "i-1". The distribution 

f(a) incorporates all of the kinetic effects described 

above, in the most general case, and is the quantity to 

be sought in deriving the kinetic characterization of the 

population and of the agent's effects upon it. As dis-

cussed by Zietz (3), this is equivalent to inversion of 

the integral operation in equation (5), and is thus yet 

another inverse problem, generally even more ill-posed 

than that of unfolding the underlying DNA distributions 

from individual histograms. 

In the approach implemented by Gray (4), the above 

cell cycle model is invoked, along with local cell con-

servation laws, to produce a system of ordinary differen-

tial equations (ODE's) that describe the time evolution 

of the population. The various kinetic effects listed 

above are incorporated into the model by way of the tran-

sition probability terms at each compartment, with each 

route (growth, death, decycling, etc.) having its 

assigned unknown probability of occurence per unit time. 

Rather than ask the inverse qu~stion, "what set of 
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probability terms, when inserted into these equations, 

gives the best model of the data," Gray nicely turns the 

approach into a tool for checking the v~lidity of user­

generated kinetic hypotheses. That is, the user provides 

a (hopefully educated) guess at the numerous transition 

probabilities, and a few other parameters, and the pro­

gram solves the resulting system of ODE's, ~enerating a 

time series of model histograms that the user can Gompare 

visually with the data. The approach has the potential 

to directly test for the presence and extent of the vari­

ous of kinetic effects discussed above, thus addressing 

questions of diiect relevance to the investigator. 

Unfortunately, in its present form, the program allows 

for so many free parameters that it can take 5 minutes of 

core time on a CDC 7600 computer* to adequately fit a 

typical set of 7 or 8 histograms. Perhaps a less ambi­

tious version of Gray's approach, involving fewer parame­

ters and using the estimates for ~1 (the solution vector 

for the fitting problem, described above) as data to be 

modeled, rather than the raw data, would be sufficiently 

inexpensive to be within the budgets and computing capa~ 

bilities of most investigators. 

Lastly, a useful combination of the inverse and 

direct approaches might be to use an initial guess of the 

parameters from the user, and conduct an optimization 

search ina small u~;er-defi ned vic in i ty about the int ial 

values. If this proves to be prohibitively large and/or 

\~. 
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expensive to implement, perhaps the parameters could be 

optimized one at a time within the restricted ranges 

given, with the option to quit whenever the model pro-

duces fits that are acceptable to the user. 

[Appendix B of this thesis deals with my attempts to 

implement an inverse approach to a modest (11 parameter) 

kinetic model of the solution sets to fitted histograms] 

(priv~te communication from Gray) 

OTHER WAYS TO PROBE AND REDUCE DATA 

The third pass of the analysis scheme outlined above 

uses the results of fitting the time series of histograms 

as input to various data reduction and kinetic modeling 

programs. Short of kinetic models which, as discussed 

above, tend to be rather complcated affairs, other tools 

have been developed for probing features of the data that 

are not seen even in well displayed data. 

One approach is to isolate and observe the time 

behavior in a small region of the abscissa of the DNA 

histograms. Scherr (5) implements this for normalized 

and alligned hiBtograms, without fitting them first, by 

simply establishing observation window at various fixed 

positions along the abscissa, and counting the fraction 

of the population in each window, or FPW. The FPW 

behavior over time is used to estimate the durations of 

the cycle phases. This is done by comparing the arrival 
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time of a synchronous cohort of cells at judiciously 

positioned windows in G1, early ... S, mid-S, late-S, and 

G2M, if such a cohort is produced as part of the experi­

ment. An example is shown in Fig. 5. The early and 

late-S windows are subject to somewhat greater uncer­

tainty than the others, in this scheme, because of their 

overlap with the G1 and G2M peaks, respectively. 

Nonetheless, this approach offers consideratble potential 

as a method for extracting important kinetic information 

from a histogram time series, with minimal computing 

necessary. As Scherr shows (5), the FPW curves can be 

further modeled to give estimates of the kinetic rate 

distribution described above, fi(a). 

A further adaptation of' the FPW approach is to 

obtain the window values from fitted histograms. That 

is, after isolating the G1 and G2M peaks from the S-phase 

contributions, to redigitize S-phase on a new standard 

bin set, and use the G1, G2M and new bin values as the 

FPW. We have implemented this approach using the fitting 

program described in chapter III, and 9 bins in S-phase, 

for a total of 11 win vWS through the cycle. Examples of 

resul ting· FPW curves are shown in Fig. 6. In experiments 

where parallel histogram time series from treated and 

control populations are obtained, differences between 

their FPW curves may be directly calculated, giving a 

kind of "net effect" time plot for each of the windows. 

We have implemented this approach for our 11 FPW windows 
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derived as described above, Fig. 7, and examples of the 

resulting plots are shown in Fig. S. The FPW and net 

effect approaches, when combined with properly displayed 

raw data provide a basis for visual assessment of the 

kinetic effects described above, but are not intended to 

yield quantitative kinetic parameter values, as would be 

obtained by a formal kinetic modeling approach. 

STORING RAW AND ANALYSED DATA 

The implementation of schemes for storing and 

retrieving hard earned data, and perharps even dearer 

analysed and reduced forms of data, is a vital step in 

the FCM process that has received relatively little 

attention. We present here the procedures and data 

structures imlemented at the Laboratory of Chemical 

Biodynamics for this purpose. 

Our flow cytometer employs a Northern Scientific 

multichannel pulse height analyser (PHA) capable of stor-

ing 4096 channels in its temporary memory. Since we gen-

erally record 256-channel histograms, the PHA memory lim-

its the number of histograms that can be held in tem­

porary storage to 16. (However, the data structure can 

accommodate other than 256 channel sizes as well) Thus, 

our data structure is generally built around the assump-

tion that up to 16 256-point histograms are to be con-

tained in one experiment file, to be transmitted from the 
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FCM device to our in-house computer (a Sigma-2). Other 

information encoded in the file includes the date and 

time of transfer, experimenter(s) name(s), an 80 charac­

ter title of experiment, critical FCM operating parame­

ters (e.g. laser power, wavelength, etc.), and a general 

description of the experiment, of virtually unrestricted 

length. In addition, each histogram has an associated 

comment block of variable length associated with the data 

itself. The file and record structure just described is 

illustrated in Fig. 9. The total time necessary to 

encode this information for a typical set of 16 histo­

grams is about 10 minutes, and can usually be done while 

the samples are being analysed. Each such set of 4096 

total points, and associated commentary, is assigned an 

experiment file number, and a given biological experiment 

may comprise several such files. 

The storage and retrieval of reduced or analysed 

data in our laboratory was addressed in detail by Mr. 

Bruce Navsky (6), who created an operating system for 

storing, maintaining and updating an archival file, with 

associated directory, to be accessed and implemented on 

the CDC 6600 computer used in our histogram analysis rou­

tines. The basic file structure for the archive is shown 

in Fig. 10, and is generally similar to that for the raw 

data. A "header" identifies the origin of the analysed 

data, the type of analysis done, the number of blocks of 

data produced by the analysis, and the date on which 
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stored. The storage routine is usually run upon complet­

ing the analysis of a group of DNA histograms. A direc­

tory is updated upon each writing of the archival file, 

and it contains the address in the archive of each file 

of analysed data. New files are added at the end of the 

current archive. 

Retrieval of analysed files is done by providing the 

proper header identifier for the desired file(s) to a 

search routine, are finds the archival addressees) in the 

directory. The desired files, once found in the archive, 

are copied onto local disc files for access by the user 

or for use as input to further analysis or graphics rou­

tines. 

FIGURES 

1. Gain-Shifting: upstream and downstream shifts shown 

for given bin set, indicating mismatch of bin boun­

daries and the need for interpolation. Downstream 

shift results in larger bins, with the modal channel 

smaller than before the shift; the reverse holds for 

upstream shift. 

2. Time Sequence of DNA histograms: vertical sequence 

of normalized, aligned histograms. 

3. Time sequence of DNA histograms: perspective plot of 

normalized, aligned histograms. 
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4. Analysing a sequence of DNA histograms 

a) overall approach Histograms are first examined by 

user to categorize them according to the various 

analysis options; pathalogical data is set aside for 

individual analysis. The prepared series of .histo­

grams is submitted to the individual histogram model­

ing routine for non-interactive analysis. The fitted 

data are then examined by the user, who has the 

option to submit any of the histograms for re­

analysis. 

b) Detail of approach shown in a). User determines 

which arrays are to be used as reference, from which 

the spread function for fitting subsequent historams 

is to be extracted. Pathological data are identified 

for isolation. Details are given in text. 

5. FPW ("fractional percent in window") curve (courtesy 

of Dr. Lawrence Scherr,. Lawrence Livermore Labora­

tory). The fraction of cells in the indicated chan­

nel is traced through the succeeding timepoints, 

yielding a wavey curve. Analysis of FPW curve can 

yield estimates of average traversal times for the 

whole cycle and for its sub-phases. 

6. "window contents": a form of FPW curve derived 

from fitted histogram time series. Fraction o~ total 

cell population in channels 20, 35 and 50% through 

S-phase ( S2,S4,andS 6 , respectively), is calculated 
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from the fitted S-ph~se of each histogram. For chan­

nels near the G1 or G2M peaks, use of fitted data 

enables separation of the contribution of peak cells 

from those of S-phase cells. 

7. "Net Effect" Data reduction and analysis method: 

schematic illustration. The normalized difference 

plot between two histograms (test and control) is 

calculated by direct subtraction at eleven points: at 

the G
1 

ahd G2M means, and at nine points in S-phase. 

The calculation is repeated for each tim~point, and 

the collection of values at each difference site 

forms a "net effect" curve. The method is intended 

to reveal kinetic differences between test and con­

trol po pul ations. Sampl e ~"net effe ct" curves at G 1 ' 

S2 (20% through S-phase) and G2M are shown. 

8. "Net Effect" example curves. The data shown were 

taken from the experiments of this dissertation, and 

represent the differences at G1, all of S-phase, and 

G2M. 

9. File structure for storage of raw DNA histogram data. 

Each file (up to 16 256-point histograms) consists of 

a header, a general commentary (usually a description 

of the experiment), and up to 16 blocks (each a his-

togram, with accompanying commentary). Information 

entered into computer program by user, as cell sam~ 

pIes are being analysed by FCM. 
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Record structure of archival file for storage of 

analysed DNA histogram data. Each file consists of N 

blocks 0 f up to M data types each, all arising from 

analysis of the data file indicated in the HEADER 

I. D. Individual block commentaries are appended at 

the bottom of each file. An archival directory keeps 

track of the address of each HEADER I.D., and new 

files are appended at the bottom of the tape. 
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CHAPTER V 

BACKGROUND TO THE CELL CYCLE STUDIES ON EFFECTS 

OF B[a]P DIOL EPOXIDE UPON NMuLi CELLS 

A wealth of literature has accumulated over the past 

several years on the metabolism (1,3), mutagenicity (2), 

interaction with· DNA (3), potential for malignant 

transformation (4), and tumorigenicity (5) of a whole 

class of compounds known as polycyclic aromatic hydrocar-

bons (PAH). The great interest and concern regarding PAH 

stems largely from the fact that they are produced in 

metric ton quantities daily, as unwanted biproducts of· 

incomplete fossil fuel combustiort in power plants, auto-

mobiles, cigarettes, barbeques, and a large variety of 

other sources. This concern is further heightened by the 

expected increase in the use of coal as an energy source, 

combustion of which produces more PAH per gram than any 

other fossil fuel (6). 

Most PAH are rather inert chemical species, requir-

ing enzymatic conversion to active forms in order to 

cause mutation or malignant transformation (7). It is 

perhaps ironic that some of the same enzyme systems that 

normally detoxify harmful ingested chemicals are involved 

in the activation of PAH, in particular the aryl hydro-

carbon hydroxylase enzyme (AHH) of the cytochrome mono-
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oxidase system P-450. The irony is further compounded by 

the fact that many PAH have been shown to induce biosyn­

thesis of AHH (8), which then metabolises the compounds 

to numerous harmful forms. 

WHY BENZO[a]PYRENE DERIVATIVES? 

Among the PAH, the five-ring compound Benzo[a]pyrene 

(BAP), Fig. 1, has become a focus for chemical carcino­

genesis studies, and extensive work has resulted in con­

siderable elucidation of its metabolic conversion by 

cells, Fig. 1, and interaction with subcellular com­

ponents and macromolecules. Recent studies have identi­

fied what is believed to be the ultimate carcinogenic 

metabolite of BAP: the (+-)-trans-7~,8~-DihydroxY-9~,10~, 

-epoxy-7,8,9,10-tetrahydrobenzo(a)pyrene 

denoted as DE21 and illustrated in Fig. 

henceforth 

1. Th is 

derivative has been shown to be the most mutagenic (9) 

and the most carcinogenic (5) of the BAP metabolites, and 

has been shown to bind directly to DNA bases (10), as 

illustrated in Fig. 2. Furthermore, the formation of 

small numbers of DE2-DNA adducts (1 adduct per 5000 

bases) has been shown to halt DNA synthesis in viruses 

(11), while DE2 slows DNA synthesis in cultured mouse 

fibroblasts (12), and in mouse epitheial cell cultures 

( 1 3) • 

,. DE' IS the (+)-CIS- version of DE2. 
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These observations have been seen by some as evi­

dence for the hypotheses that interference with normal 

DNA synthesis is a vital step in the malignant transfor­

mation of cells (13). The strong (though not complete) 

correlation between mutagenicity and carcinogenicity of 

most tested chemical compounds is taken as further tes­

timony to the role of direct carcinogen-DNA interaction 

in carcinogenesis. In addition, cell cycle specificity 

in the susceptibility of cells to the action of chemical 

carcinogens has been suggested (13,15), with the implica­

tion that those cells actively synthesizing DNA are the 

most easliy transformed by such agents. The above rea­

sons, as well as the fact that malignant cells usually 

display different growth kinetics from those of their 

pre-malignant counterparts, have generated much interest 

in the nature of cell cycle perturbation by carcinogens. 

CHOICE OF CELL SYSTEM 

Against this background, I have applied the cell 

cycle kinetic analysis system described in this thesis to 

the study of the effects and specificity of DE2 on the 

cell cycle of an epithelial cell line, NMuLi. The goal 

was not to investigate 

but rather a related 

chemical carcinogenesis itself, 

phenomenon of importance in the 

effort to understand carcinogenesis. Choice of the line 

was dictated largely by practicality, as much work with 

BAP derivatives had already been done on these cells in 
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our laboratory, but the line had originally been chosen 

for deeper reasons by my colleagues. Their interest in 

the study of carcinogen action on epithelial cells had 

its origin largely in the fact that the overwhelming 

majority of tumors arise from epithelial tissues (15), 

and the related fact that it is epithelium that is most 

directly exposed to the environment and to ingested 

material, including the carcinogenic compounds in them. 

We were fortunate to obtain one of the relatively few 

lines of epithelial cells available, NMuLi, derived from 

the I i v e r s 0 f N a m rum ice b y Owen s, eta I (1 6 ) • Th esc a r-

city of such lines is due to the difficulty of isolating 

pure epithelial from fibroblastic cells, the latter of 

which tend to overgrow the former when seeded together; a 

problem which Owens was able to solve by clever use of 

sedimentation separation methods. 

In working with the NMuLi cells, my colleagues found 

them to possess an unusually high inducibility for AHH 

biosynthesis (17), which has led to extensive studies on 

the metabolism of BAP by these cells. However, since I 

have been interested in the effects of pre-synthesized 

DE2, there was no need for metabolic activation of the 

agent, and therefore little direct use has been made of 

the BAP metabolism studies, in this work. 

When grown in plastic dishes in a 5% CO2 , humidified 

env'ironment at 37°C, in minimal essential medium (MEM) 
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supplanted with 10% calf serum and 10% insulin, the NMuLi 

cells have retained their epithelial morphology in mono­

layer culture for more than 50 passages (about one year). 

Under these conditions, in logarithmic growth phase, the 

doubling time of these cells is about 15 hours (~1hr.), 

and based upon analysis of their DNA distributions 

obtained by flow cytometry, the approximate durations of 

the G1 , S, and G2M cycle phases are 4.5 hrs., 5.5 

hrs. , and 5.0 hrs. , respecti vel y ( 1 4) • Cell prolifera-

tion ceases at a confluent density of about 2.0x105 

cells/cm 2 and upon replating at lower density and in , 
medium supplanted with 20% calf serum, cells are first 

detected entering synthesis phase after about 8 hours. 

Though derived from liver, the NMuLi line has main­

tained a largely diploid karyotype. However, as with 

many cell lines, a high rate of spontaneous transforma­

tion has characterized the NMuLi line, with the result 

that beyond the early passages, the cells must be con­

sidered transformed, even without treatment by carcino­

gens. Hence, the NMuLi line has served as a convenient 

target cell population for studies of cycle perturbation 

by DE2, somewhat decoupled from the question of actual 

malignant transformation by the agent. A useful next 

step to these studies would be to repeat them on early 

passage NMuLi cells (believed to be non-transformed), for 

comparison. 
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STRUCTURE BaP-DNA ADDUCTS AND 
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CHAPTER VI 

Cell Cycle Effects and Dependency of ~ Carcinogenic 

Metabolite of Benzo[~lpyrene 

SUMMARY 

Subtoxic amounts of the 7,8-dihydroxy-9,10-epoxide (DE) 

derivative of benzo[a]pyrene were added to replated cultures 

of a mouse liver epithelial cell line, NMuLi, that had been 

synchronized in various stages of the cell cycle by centri­

fugal elutriation. The elutriation samples chosen for re­

plating included populations enriched in G1 (>60%), in S 

(>70%) and in G2M (>50%) phases, obtained from an initially 

asynchronous NMuLi population (38% G1 , 36% S, 26% G2M). 

DNA histograms of the replated samples were obtained by 

flow cytometry of the samples at several timepoints, 

analysed by a computer modeling routine, and reduced to a 

fe~ charts illustrating the "net effect" of DE relative to 

controls. 

DE slowed S-phase traversal by about 40% in all sam­

ples, relative to thei~ respective controls, as judged by 

the transit time of cohorts from early S-phase to G2M. 

Traversal through G2M was also slowed by at least 50% in 

several of the fractions. DE did not appear to affect G1 
traversal by cycling cells. 
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Cell cycle dependency in susceptibility to the agent 

was demonstrated. When added to cycling G1 cell~, DE de-

layed the apparent recruitment of noncycling G, (GO) cells 

by about 2 hrs. When added to cycling S-enriched samples, 

DE elicited the strongest "net effect", indicating that S­

phase cells were the most sensitive to DE action. The ef­

fects of DE were not transient in nature, but persisted for 

at least two doubling times, reflecting altered growth 

kinetics as well as initial cycle perturbation. 

INTRODUCTION 

Many recent articles (1,2,3) argue that chemical sub­

stances account for the vast majority of environmental car­

cinogens, and that they are primarily industrial in origin. 

In particular, effluents released as biproducts of incom­

plete fossil fuel combustion include a wide variety of poly~ 

cyclic aromatic hydrocarbons (PAH) which have been shown to 

be both mutagenic and carcinogenic (1). In view of the ex­

pected increase in the use of fossil fuels as energy 

sources, much concern has been raised in regard to their po­

tential carcinogenic risk, which has motivated, in turn, 

much study of the biochemistry ofPAH and their effects, on 

biological systems. 

Like many other PAH, benzo[a]pyrene (BAP) has been 

shown to require enzymatic conversion to an active form, 

which is then capable of interaction with critical cellular 
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macromolecules (8). The metabolic activation of BAP has 

been the subject of intensive investigation during the past 

several years (8), from which has emerged the concensus that 

the ultimate carcinogenic derivative of BAP produced by the 

aryl hydrocarbon hydroxylase metabolism is the 7,8-dihydro-

9,10-epoxide derivative "DE" , and its C-)anti- stereoisomer 

in particular (8). 

DE has been shown to form adducts with DNA bases (6,9), 

and there is evidence that such adduct formation slows or 

halts DNA replication (21). In radioactive tracer studies, 

carcinogens have been shown to exhibit cell cycle dependency 

in malignant transformation (5), and in DNA damage and 

repair (4). These findings, and others, have motivated the 

hypothesis that direct interference in normal DNA synthesis 

is a primary mechanism in malignant transformation of cells 

( 9 ) • 

In probing this hypothesis, Bartholomew, et a1 1 inves­

tigated the cell cycle effects of various metabolites of 

BAP, including DE, in asynchronously growing and in station­

ary cultures of mouse liver epithelial cells, whose metabol­

ism of BAP had been the subject of previous study (7). Of 

all metabolites tested, DE produced the most dramatic cell 

cycle perturbations, which involved a general increase in 

the fraction in S-phase. 

In this study, we have employed several new methods to 

determine the effects of DE upon subpopulations of cells en-
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riched in different cycle phases, to test whether the vari­

ous phases respond differently to DE. Our overall approach 

was to obtain parallel time series of DNA histograms (by 

flow cytometry) of DE-treated and control cells, replated 

after cycle enrichment by centrifugal elutriation and sam­

pled at several time points thereafter. We then sought to 

extract from the large set of histograms a few "net effect" 

curves, which depict the calculated difference between 

treated and control histograms at several distinct sites in 

the cycle, for every timepoint. These, together with the 

original time series, were used to discern and compare 

trends in the kinetic behavior of the two parallel popula-

tions. 

MATERIALS AND METHODS 

CELL LINE AND CULTURE TECHNIQUE 

Mouse liver epithelial cells NMuLi, derived by Owens 

(10), were propagated in monolayer cultures for 40 passages 

prior to isolating a clone demonstrating particularly high 

AHH levels (clone 8). Clone 8 cells were seeded in 100mm 

plastic dishes (Falcon plastics, Oxnard, CA) in Eagle's 

Minimal Medium, "MEM", (GIBCO, Grand Island, NY) supplement­

ed with 10% donor calf serum (Flow Laboratories, Rockville, 

MD), and 10 ~g/ml insulin (Calbiochem, San Diego, CA) and 

grown in a humidified atmosphere containing 5% CO2 at 37°C. 

Under these conditions, cells showed a doubling time of 14-

16 hrs and ceased proliferating at densities of about 
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1.3x105 cells per square centimeter. 

48 hrs prior to harvesting for elutriation, 10 roller 

bottles (Corning) were seeded at 2X107 cells per bottle 

(abqut 20% of the confluent density) in MEM supplemented 

with 10% donor calf serum and 10 ~g/ml insulin. Transfers 

from dishes to bottles were done by aspirating the medium, 

washing once with saline GM (1.5mM Na 2HP0 4 , 1.1mM KH 2P0
4

, 

1.1mM Glucose, and 0.14M NaCI, at pH 7.4), loosening the 

cells from the surface by 3 min trypsinization at 37oC. with 

DISPO (saline GM containing 0.5mM EDTA and 0.1 mg/ml cry­

stalline trypsin -- GIBCO, Grand Island, NY) and washing the 

cells from the plates with NEUT (Saline GM containing soybe­

an trypsin inhib~tor, bovine serum albumin, DNAse, calcium 

and magnesium ions; reference (18)) The resulting suspension 

was spun down and the pellet resuspended in MEM with serum, 

which was subsequently diluted and divided among the roller 

bottles. Harvesting from the bottles followed the same gen­

eral procedure, without the pelleting step, yielding 8.4x108 

cells for loading into the elutriator rotor in NEUT suspen­

sion. After elutriation, cells were seeded in 100mm plastic 

dishes (Falcon) for subsequent timepoints. 

ELUTRIATION CENTRIFUGATION 

Centrifugal elutriation was chosen as the method of cy­

cle phase enrichment because of its ability t~ gently pro-

duce large samples of cells enriched in different cycle 

phases from the same parent population (19). Details of the 

-, 
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elutriation apparatus and technique employed are given 

2 elsewhere [ but briefly, cells were elutriated at a fixed 

counterflow rate of 25 ml/min, removing subpopulations from 

the s~paration chamber by decrementing the rotor speed. 

Speed decrements necessary to produce the desired cycle en-

richments were calculated from a model relating relative 

sedimentation rate (RS), counterflow rate and rotor speed, 

where the first cells to emerge from the rotor (generally 

G1cells) were assigned an RS of 1.0. With this approabh, 

G1, S, and G2M enriched samples were obtained fairly repro­

ducibly at RS values of 1.0-1.2, 1.9-2.1, and 2.5-2.7, 

respectively. (detailed determination of these values is 

discussed in reference 11) In this experiment, a minimum of 

20-30 million cells per collected sample was necessary to 

provide sufficient cells for subsequent timepoints. Of the 

7 speed decrements used, 4 yielded sufficient cells for re-

plating, and they are shown in Chart 1. 

CHEMICAL CARCINOGEN 

A racemic mixture of (+) and (-) anti-DE was syn-

thesized in our laboratory by Kenneth Straub, and generously 

made available for our use. The carcinogen was administered 

to the cell samples by first dissolving it in DMSO, then ad-

ding the solution to the cell suspensions ready for replat-

ing. The final DE concentration was 0.2 pgrams/ml, with the 

DMSO concentration at 0.2% in the replate suspension. Con~ 

trol cells received the same amount of DMSO, without DE. 



-168-

Estimates of the chemical half-life of the anti-form of DE 

range from to 20 min (12)), so care was exercised in the 

preparation of the DE working solution to allow minimum time 

from its dissolution in the. DMSO to its addition to the 

medium. This minimized the probability of the DE being hy-

drolysed to a tetrol form prior to uptake by the cells. 

When administered in this manner, DE has been previously 

shown to enter the NMuLi cells (18). Toxicity studies have 

shown that at this dose level, no cell death is detected for 

at least 48 hrs post administration, though by 5 days the 

survival fraction drops to 20-25% of the original cell 

number 1 . 

DNA HISTOGRAMS 

Cells were harvested as described above, spun out of 

NEUT, and resuspended in fixative (15mM MgCl 2 in 25% EtOH) 

containing 50 ~g/ml RNAse (Calbiochem, San Diego, CA) for 60 

min at 37°C. Samples were then spun down and washed once in 

saline GM, and resuspended in propidium iodide (PI) staining 

solution (50 ~g/ml in saline GM) at room temperature for 30 

mins, from which the cells were spun down and finally cen-

trifuged and resuspended in saline GM for input to the flow 

cytometer. Typical sample sizes were 3.0x105 to 2.0x106 

cells in 2 ml saline GM. 

Samples were analysed by a Los Alamos Flow System II 

flow cytometer (microfluorimeter) described by Holm and Cram 
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(15). A 2 watt, 514 nmexcitation line from an argon ion 

laser (Spectra Physics Model 171, Mountain View, CAl was 

focused to 17 ~ diameter in the direction traversed by the 

cells, which were analysed at ?rate of 2-3,000 per second, 

flOwing through the exciting beam at 4-5 meters/second. Em-

itted fluorescence from each cell Was measured, digitized 

and stored in one of 256 channels of a pulse height analyser 

(Northern Scientific), building up the resultant histogram 

of cell .number versus measured fluorescent intensity per 

cell. DNA histograms are presented here after some manipu-

lation to facilitate visual examination: computer simulated 

gain-shifting (linear transformation of the abscissa) to al­

lign the G1 peaks of each histogram in channel 100, and nor­

malizing to a constant total cell count per histogram 

(yielding population probability distributions). 

ANALYSIS AND REDUCTION OF HISTOGRAM DATA 

Individual histograms were analysed by a deconvolution 

modeling program developed by Pearlman3 , to yield estimated 

population percent in G1, S, and G2M cycle phases, as well 

as in 9 S-phase sUbcompartments. These 12-value data sets 

from each 256 point histogram were stored for later point­

by-point comparison between treated and control histograms 4. 

Calculated difference spectra between treated and control 

data sets were generated for each time point, resulting in 

time series of "net effects" on each of the 12 cycle subdi-

visions. 
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RESULTS 

Chart 1 shows the comparative effects of DE+DMSO, DMSO, 

and no additive, upon the F1 replate fraction. DMSO is seen 

to cause only minor perturbations in comparison to those of 

DE, and will henceforth in this chapter be referred to as 

"control." The histograms reveal DE inhibition of S-phase 

traversal, as judged by the transit time of cohorts from 

early S-phase to G2M. as seen in Chart 2, a cohort of cells 

(indicated by arrow in chart) leaves G1-phase at 4 hrs post 

replating,' in both control and DE-treated samples. While 

the cohort reaches G2M by 8 hrs in the control sample, a 

significant G
2
M peak is not detected until 10 hrs in the 

DE-treated sample. This delayed arrival time reflects a 2 

hr lengthening, or about a 40% slowing of traversal through 

S-phase. Similar findings were seen in the other replated 

fractions , seen in Chart 3. 

Progress through G2M appears to have.been slowed by DE, 

as seen, for example, in the histograms for sample F4 of 

Chart 3. The absense of early S-phase cells after 6 hours 

in these histograms makes it possible to infer G2M length 

from the behavior of G1, since any change in G1 is due sole­

ly to the influx of cells from G2M. For sample F4, it is 

seen that by 6 hours, the control G1 peak has grown consid­

erably, whereas the G1 peak of the DE-treated population 

does not increase significantly until 8 hours. Since both 
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populations had large G2M fractions at time o , this implies 

that DE has effectively lengthened G2M by at least 2 hour s, 

relative to controls. Similar patterns for G1 and G2M are 

seen in the histograms for samples. F2 and F3. 

As can be further seen from chart 2, two cohorts of 

cells leave G1 from both control and treated populations. 

In the control, one cohort moves into early-S by 4 hrs and 

the second at 8 hrs. The first cohort was apparently ac­

tively growing in G1 phase when replated, as it had already 

moved considerably into S-phase by the 4 hr timepoint. The 

second cohort (8 hours post replating) was apparently re­

cruited from G1 cells that were not actively growing at re­

plate time, since it emerged 4 hrs after the first cohort, 

and since G2M or S-phase cells present at time 0 were not 

likely to have cycled around to early-S by 8 hrs post re-

plating. This is supported by the time series for sample 

F4, seen in Chart 3, where the late-S and G2M cells seen at 

time 0 do not appear in early-S until 11 hrs post replating. 

DE had little if any effect on the time of emergence of 

the first cohort in F1, indicating that traversal of G
1 

was 

unaltered by DE in actively growing G1 cells. 

However, DE delayed apparent GO recruitment, as indi­

cated by the delay in the appearance of the second cohort in 

the DE-treated sample. That cohort emerged from G1 in the 

control sample at 8 hrs, as evidenced by the large shoulder 

on the right side of the G1 peak, but not from the DE-
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treated sample until 10 hrs. Furthermore, the cohort from 

the DE-treatedG 1 cells was less synchronous than its con­

trol counterpart, as seen in the "window contents" curves of 

Chart 5. These show the proportion of the population at 

each of several observation "windows" in early- and mid-S­

phase, at the various time points. The passage of a cohort 

through a given window is indicated by the rise and then 

fall of the window height, and the synchrony of the cohort 

is seen from the time elapsed during the passage. In Chart 

5, windows S4 and S6 show the control cohort to be moving 

through the window with sharper synchrony than the DE­

treated countefpart. We are currently investigating the im­

plications of this finding. 

As is also seen in Charts 2 and 3, the DE effects were 

not transient, but resulted in significantly different dis­

tributions at all times, including the last timepoint at 28 

hrs (roughly two doubling times) post replating. Since the 

histograms of the DE-treated populations do not appear to be 

just delayed versions of the controls, we infer that DE has 

more than an initial perturbing effect on these cells, 

altering their growth kinetics as well. 

Cells initially synchronized in different cycle phases 

showed differing sensitivity to DE, as indicated by a great 

discrepancy in "net effect," calculated as described above. 

S-phase cells were apparently more sensitive to DE action 

than cells elsewhere in the cycle, as indicated in Chart 6. 
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The maximum net effect on each cycle phase, whether positive 

or negative, is seen to be generally greater for F3 than for 

F1. The same criterion, applied to the other samples, 

showed that F2 and F3 (the S-enriched samples) were more af­

fected by DE than F1 or F4. 

DISCUSSION 

The hypothesis that chemical carcinogens act by per­

turbing normal DNA synthesis cannot account for all the ob-

served effects of DE in this study. Progress through S-

phase is indeed perturbed by DE in all samples, and S-ph~se 

cells are shown to be more sensitive to DE action than those 

in other parts of the cycle. However, the hypothesis does 

not address the evident effects on phases other than S, par­

ticularly the lengthening of G2M and the apparent delay in 

the recruitment of noncylcling G1 cells. The latter obser­

vations imply that be~ides DNA, other important cellular 

components may be affected by DE and thus be involved in ex­

erting its perturbation of the mitotic cycle of these cells. 

The effects upon apparent recruitment could be further test­

ed using stationary cultures analysed by the acridine orange 

and bromodeoxyuridine protocol of Darzynkiewicz (20) to 

detect cycling versus non-cycling G1 cells in the DE-treated 

replates. 

The effects of DE upon these cells are far more complex 

than is the case with familiar cycle perturbing agents such 
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as hydroxyurea or colchicine in other cell systems. The DE 

action cannot be modeled by a single induced delay or block, 

rather, a complicated combination of effects is indicated. 

Hydrolysed DE (tetrol) is apparently not responsible 

for the observed DE effects, since experiments analgous to 

these, using asynchronous NMuLi cultures, have shown that 

tetrol perturbs the cycle little more than DMSO, and far 
. 1 

less than DE, at comparable doses. The long lasting nature 

of the effects suggests incomplete repair of any damage 

caused by the DE. That the DE actually binds to the DNA has 

been demonstrated in our laboratory5 by the use of radioac-

tively labeled DE, and detection of labeled chromatin from 

treated cells. However, it is not clear whether the effects 

are due to direct interactions with DNA or are cytoplasmic 

in origin, or both. This question is currently under inves-

tigation in our laboratory. 

The limiting factor in reproducing these experiments is 

the elutriation step, as even with identical initial popula-

tions loaded in the same number, it is virtually impossible 

to precisely duplicate the cycle enrichments obtained in any 

one run. It is for this reason that we have employed 

differences between test and control, where each has ori-

ginated from the same elutriated sample. 

One advantage of the present approach is the ability to 

simultaneously observe the effects of various agents ondif-
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ferently synchronized samples derived from the same parent 

cell population. However,a major factor limiting the ex­

tent of our observations, and consequent conclusions, has 

been the number of cells obtained in anyone elutriated sam­

ple for replating. Our ~equirement that each histogram con­

tain at least 300,000 cells limits the number of timepoints 

obtainable from a given sample. Improved elutriation 

methods should yield at least twice the present cell numbers 

per sample, with no loss of synchrony, enabling more re­

plates and hence better time series. 

The use of differences between fitted test and control his­

tograms . has enabled direct comparison of the response of 

cell populations possessing vastly different cycle distribu­

tions at the time of addition of the agent. 

The use of fitted and reduced data has aided us in 

identifying many effects not readily noticed in the raw 

data, though it has not yielded (nor is it intended to 

yield) quantitative kinetic characterization of DE action. 

Perhaps sophistocated kinetic modeling programs such as 

Gray's (16) would be able to more precisely characterize the 

kinetic effects of DE from these histogram time series. 

CHART LEGENDS 

1. DNA histograms of elutriated samples used in this exper-

iment. Ordinates: relative cell number. Abscissae: 
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relaive fluorescent intensity per cell (proportional to 

relative DNA content per cell.) (histograms normalized 

and alligned for direct visual comparison) Top: pre­

elutriation growing NMuLi cell population; Bottom: sam­

ples F1, F2, F3, F4 collected at indicated relative sed-

imentation velocities (RS). Cycle phase fractions, 

listed next to each plot, were determined from computer 

fits to the histograms. 

2. Histogram time series from replated sample F1 (mostly G1 
cells). Left column: DE-treated cells. Center column: 

DMSO-treated cells (controls). Right column: Control 

cells (no DMSO or DE added). Times indicated are hrs 

after replating in treated medium. 

3. Histogram time series for fractions F2, F3 and F4. Left 

column: DE-treated cells. Right column: DMSO-treated 

cells. Notation is the same as for Chart 2. 

4. Fractions in G1, S, and G2M cycle phases derived by com­

puter modeling the histograms shown in Chart 2, for sam-

pIe F1. 

5. Time behavior of subcompartments in early and mid-S-

phase for sample F1. Fraction of cells at sites S2 

(15%), S4 (30%) and S6 (50%) through S-phase, derived 

from computer fits to histograms. 

6. "Net effects" on cycle phase fractions for samples F1 

and F3. Calculated differences between DE-treated and 
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control cycle phase percentages for samples F1 andF3, 

derived from computer fits to histograms. Calculated 

differences between DE-treated and control subcompart­

ments. Values d~rived from computer fits to histograms. 
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APPENDIX A: 

ANALYSIS OF THE EXCITATION OPTICS OF 

THE FLOW CYTOMETER AT 

THE LABORATORY OF CHEMICAL BIODYNAMICS 

INTRODUCTION 

As discussed in the body of the thesis, apart from 

variations in the binding of fluorescent dye label, the 

principal source of error in the FCM analysis procedure 

variation in velocity and position of cells as they 

traverse the region of excitation. These variations are 

due to imperfections in the flow device, and contribute 

to spreading of the resulting histograms. The purpose of 

this work is to characterize the FCM excitation optics in 

detail, arriving at a mathematical description of the 

irradiance distribution in the region of excitation. 

This is then to be used in estimating the nature and 

extent of the contribution of illumination variations to 

the overall spread of the FCM process. 

DETAILED CHARACTERIZATION OF THE EXCITATION OPTICS 

A Spectra Physics Model 170 Argon-ion laser is 

operated at the 488nm line for typical FCM usage, and in 

TEMOO mode operation produces a 3 watt continuous beam 

for excitation illumination. Referring to Fig. 1, we 
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presume the initial beam to possess a Gaussian cross-

sectional intensity profile in both x- and y- directions, 

with cylindrical symmetry about the propagation axis (z-

ax is) • At point z1 1 the beam enters the first cylindri-

cal lens, whose focal length in the x-z plane is fx' and 

the beam proceeds to the second cylindrical lens at z = 

z2' whose y-z focal length is f y . In the FCM of our 

laboratory, f = 2 3 cm, f = 3 cm . x y 
The refracted rays next 

encounter the flow cell, whose entrance windows are flat 

quartz plate of about 3mm thickness, and then traverse 

the -7mm of water surrounding the cell stream, whose 

diameter is 8-30 ~m. 

The effects of the quartz window and water surround 

shall· be ignored, on the assumption that their main 

result is to slow down the propagation of the exciting 

beam. Once their presence has been compensated for by 

adjustment of the z1and z2 lens positions, they are not 

expected to affect the final irradiance distrib0tion in 

the r~gion of excitation. 

A good formulation of the problem at hand is 

presented in Gerrard and Burch (1), pp. 116-131 and 146-

147. Following their analysis, I describe the complex 

amplitude near the optic axis by 

(1) 
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where w(z) = "spot radius" at which amplitude A 

drops by 1 Ie, 2 and intensity I drops by 1/e , at 

point z along the optic axis 

Wo = minimum "spot radius", occuring at the "beam 

neck" (z=O) 

R(z) = radius of curvature of equiphase surfaces 

-1 I Az J - = taJt . 'lrW 02 

2 

and 
"WO 

which is the "confocal beam zo = -~ = parame-

ter", the rad ius in the z-direction about the beam 

neck over which w(z) is essentially constant 

Gerrard and Burch show, from the wave equation, that for 

a Gaussian beam such as this, the spot radius and curva-

ture dependence are: 

(2 ) 

Now, since intensity is inversely proportional to the 

square of spot radius, the expression for I(z) is: 

I(z) = I 12 2 1 + Az Wo --2 
'lrWo 

(4) 
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where ~ is the constant of proportionality. Hen.ce, the 

intensi~y dependence in the z-direction is Lorentzian, 

with parameter Wo to be determined. 

In the above formulation, the two principal parame-

ters are w(z) and R(z), and Gerard and Burch combine them 

into one "complex curvature parameter", q(z), as follows: 

from which the r2 coefficient in equation (1) is identi-

fied as 

1-:; I 
so, 

The real part of 1/q represents the divergence of the 

constant phase surfaces, .while the imaginary part 

corresponds to the degree of irradiance concentration in 

the axial region of the beam. q(O) ~ qo is the value at 

the beam neck, where 

In order to proceed, the· following important prelim-

inaries are needed. 

Let RP1 and RP2 represent reference planes perpen-
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dicular to the optic axis and situated on the entrance 

(RP1) and exit (RP2) sides of a given optical system, as 

depicted in Fig. 2. Let Y1 and v1 be the vertical dis­

tance above, and angle to the optic axis, respectively, 

of an incoming paraxial (non-skew) ray at RP1. Let 

Y2 and v2 be the corresponding quantities at RP2. The 

optical system may be characterized by the matrix that 

relates the vector to 

(n 1 and n2 are the 

refractive indices at RP1 and RP2, respectively). Thus, 

(6 ) 

Further, the radius of curvature of the wavefront at R~1 

is and similarly,R
2 

we have the relation 

Y2 = V-' and from equation 6, 
2 

or R - AR] + B (7) 
2 - CR

1 
+ D 

By substitution of Eqn. 5 into Eqn. 7, one can show that 

(8 ) 

which is the central relation in the present study. 
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To apply this to the FCM excitation optical arrange-

ment, I regard the 2 crossed cylindrical lenses as being 

mutually independent, and treat each as a one-dimensional 

lens whose equivalent matrix for rays in the appropriate 

directions is: 

for L1 (x-z plane), 

for L2 (y-z plane). 

Following the treatment of Gerrard and Burch (Pp. 146-

147) we presume the input to the FCM to be a Gaussian 

laser beam of neck radius w01 ' and corresponding confocal 

beam parameter 

and let z1 and z2 be the respective distances from beam 

neck to lens along the optic axis, as illustrated in Fig. 

3. Thus, for lens L1 , we have: 

wi.th 
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thus, q 1 = z 1 - i z 01 • fU.rtkev; let 
1 iX 1 'z q2 .... - + 2 -= -R - I 02 

R2 7Tw02 2 

so that 

Since we are interested in the spot size parameter, we 

should concentrate on the imaginary part of q2' so after 

algebra and substituting for q,and q2 we have: 

or 

.( '0) 

Referring to Fig. 3, we place RP' at the first surface of 

L" and RP2 in the second focal plane of L1. Since all 

rays entering RP1 are parallel to the optic axis in the 

x-z plane, they are representable as ray vectors 

1 1 
1 X 1 
1 , 1 
1 1 
1 0 1 
I I 

At RP2, all rays have x = 0, regardless of angle V2 ' so 

rays leaving RP2 are represented by 

where 

I 0 I 
Iv I 
1 21 
I I 

x, 
V2 = -f

x
. Thus, we seek the elements of matrix tvJ, such 

that 



" 
J 
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and this, along with other considerations, requires that 

M,- [~: :j 
implying that A1=B1=D1 = 0, and C1 =~. Similarly, 

M
2

- [~: :1 x 

Thus, upon substitution into Eqn. 10, we have: 

( 11) 

where subscripts ( 1 , or ( x , refer to lens L1, and ,2) or 

,y) refer to lens L2 • For the LCB device, w 
01(x,y) 

:2inm, 

f = 23cm, f = 3cm, z1 = 20cm, z2: 4Ocm , and i- = 488nm. x y 

Thus, the minimum diffraction limited semi-axis of the 

beam in the x-z plane is 31.66 ~m, and in the y-z plane 

is 4. 13 ~m. The confocal beam parameters for these two 

cases, z02 are thus: 
(x,y) 

17'(I)02x 
2 17'{31.66XIO-4J2 

z02x - - - 0.645 em A 4.88xlO-5 
and 

17'(I)02y 
2 17' (4.'13 x 10-4)2 

Z02y'- - ... 1l0}'m 
A 4.88xlO-5 ' 

Thus, when the FCM excitation optics are alligned, 

the equi-radiant contours at points z near zf are 

ellipses, and at zf the major axis of the elliptical con­

tour for I = I e- 2 is 31.66 ~m (x-direction), while the max 

minor axis is 4.13 ~m (y-direction). 
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Furthermore, applying equation 2 to the z-dependence of 

the focal region of L2 , we find 

where z is in ~m. 

Thus, while deviations in the z-component of cell posi-

tion on the order of 5 to 10 ~m are truly negligible from 

the standpoint of the irradiance variation in the focal 

region of L1, such deviations can yield up to 1% varia­

tion due to lens L2 . 

Positional deviations in the x-direction shall now 

be considered. The intensity dependence in the x-

direction, for fixed z near zf' is Gaussian, with 1/e 2 

parameter w02 ' i.e. 
x 

( 12) 

Figure 4 illustrates l(x) for w02 as determined above, 
x 

with the dimensions of the flow stream superimposed. 

From Fig. 4, it is apparent that variations much larger 

than those of the z-direction are induced by the flow 

positional deviations in x. For a flow stream radius of 

5 ~m (fairly common), the illumination variation, as cal-

culated here, could account for about 1% error. Since 

resolution is rarely better than 2%, this would imply 
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that most of the observed coefficient of variation in 

histograms· is due to staining variations, rather than 

flow cell imperfections. 
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APPENDIX B: 

KINETIC MODELING OF REDUCED DATA FROM DNA HISTOGRAM TIME 

SERIES 

INTRODUCTION 

The attempt to analyse simultaneously the underlying 

DNA distributions and the cell cycle kinetics represented 

in a time series of DNA histograms has proven somewhat 

successful (1), but is rather expensive in terms of com~ 

puter time and space. In an effort to reduce the cost, 

while still obtaining the desired cell cycle kinetic 

information, we have devised an approach for the analysis 

of a reduced data set from fitted histograms. The hope 

is, that given a small set of cycle compartments in the 

model, and a time series of observed values in those com-

partments, coupled with some simplifying assumptions, one 

could obtain estimates of the average local kinetic rate 

at several points in the cell cycle. Furthermore, by 

doing the analysis for two parallel time series, one for 

cells treated with an agent, the other for control cells, 

the method could lead to direct comparison of the local 

growth rates between the two series, and hence to deter-

mination (at least in general terms) of the kinetic 

effect of the agent, relative to controls~ 
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As described in reference (2), our fitting program 

reduces a DNA histogram containing 256 points to 11 

values: population fractions in G1, G2M, and 9 S-phase 

sUbcompartments. The cell cycle model corresponding to 

this parametrization is illustrated in Fig. 1, and con­

sists of two large compartments (G 1 and G2M) and nine 

small compartments through S-phase. The unequal size of 

the compartments must have some implications for the 

analysis of the kinetics from the observed data and the 

given model, but aside from the discussion below, I shall 

only remark that the alternative for DNA histograms is to 

subdivide G1 and G2M into subcompartments whose contents 

cannot be measured directly, but only inferred. While 

allowing for more realistic representation of the cell 

cycle, this alternative approach contains additional 

uncertainties, and shall not be addressed further in this 

thesis. 

To generate the kinetic equations governing the 

model, we invoke conservation of cells at each compart­

ment, i.e., the change in the number of cells in compart­

ment (i), over time interval dt, is just the number 

entering (i) from (i-1), less the number leaving (i). 

Included is the provision for mitosis, i.e., two cells 

enter G
1 

for each cell that successfully completes G2M. 

Implicit in this scheme is the assumption that cell death 

is either negligible or is not distinguishable from long 

term cycle blocking. 



-201-

To model the cycle kinetics of the system, I use the 

notion of transition probability suggested by Gray (1), 

in which cells proceed from one compartment to the next 

in a random, stochastic manner, under the assumption that 

all cells in a given compartment have the same probabil-

ity of transition, and are independent of one another. 

The number of cells expected to transit from (i) over the 

t t t next time interval is simply k.f., where f. is the number 
1 1 1 

of cells in (i) at time t, and k~ is the probability that 

a cell in (i) will transfer to (i+1) during the next time 

interval. Decycling or long-lasting cycle blocking is 

represented by small relative values for while 

recruitment of cells from quiescent to active prolifera-

tive state is reflected in an increased value over time 
t . . 

for the ki corresponding to the site of recruitment. The 

probabilities k~ are assumed to be constant over the time 

interval between one time point and the next, effectively 

separating the time series into several independent pro-

pagation steps. The shortcomings of this model are dis-

cussed below, but it should be emphasized that it was 

pursued only to obtain order-of-magnitude estimates for 

the kinetic effects of the agents studied, rather than 

highly precise kinetic characterization of such effects. 

With all the above assumpions, the propagation of 

the reduced compartment set {fI} obeys the set of ordi­

nary differential equations (ODE's): 



d f th . th t t . an or e 1 compar men , 1 = 

f~ = 
1 

j j 
k. 1 f. 1 1- 1-

k~f~ 
1 1 
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2 to 11, 

The first equation has a coefficient of 2 for the contri-

bution from compartment 11 because each cell that com-

pletes mitosis, i.e. passes from compartment 11, becomes 

two cells in compartment 1, by virtue of the assumption 

that there is no cell death. 

The probabilities k~ are allowed to vary from one 
1 

timepoint to the next, due to whatever conditions may 

prevail in the environment of the cells, including the 

addition of various agents to the growth medium, and the 

interactions of cells with one another. When the optimal 

values for the constants k~ are obtained, the ratios of 

the respective rates for treated versus control time 

series are to be calculated, and compartments where 

treated differs from control QY more than a order of mag-

nitude are to be identified. 

When cast in matrix form, these equations can be 

represented in two ways, either 

I 
ddt = HI (2) 
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or, alternatively, as 

The latter form is addressed below. The former represen-

tat ion has the familiar form of a set of first order, 

linear differential equations, in which the constants {k} 

are incorporated into the elements of matrix ~, and are 

allowed to vary with time. The set of constants {k} at a 

given time completely determines the propagation of the 

population distribution forward to the next timepoint. 

Hence, heuristically speaking, the quality of the 

estimated values for the kinetic constants can be judged 

by comparing the propagated distribution with the 

observed data. An optimal set of constants can be 

obtained by iteratively correcting their estimated values 

until a good match is achieved between model and data. 

The task of finding the best set of kinetic con-

stants to describe the system is inverse in nature, as is 

seen from the integrated form of equation 1, for the 

compartment: 

f . t+ 1 t t{+ 1 : t t = f. + .k. 1 f. 1 
1 1 I 1- 1-

.th 
1 

( 4 ) 

The desired quantities, the unknown constants {k}, are 

part of the integrand, and thus to obtain them one must 

"invert the integral", as is the case for analysis of 

single DNA histograms (Chapter ). The drawback of this 
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situation is that it forces a tradeoff between the number 

of free parameters used in a given model of the data (in 

this case, 11 parameters) and the statistical accuracy 

with which they can be determined. For the present 

approach, eleven parameters would seem a small enough set 

to be determinable to within 20 to 30% relative error (my 

present goal), though this is difficult to ascertain. 

The principal difficulty in attempting to implement 

the approach suggested by equation 3 is that of propagat­

ing the data from one time to another, once given the 

latest set of constants. If the constants could be 

assumed to be of the same order of magnitude, this calcu­

lation could be accomplished by a simple one-step 

integration routine covering the entire time interval 

between timepoints. However, since cycle blocks, decy­

cling, and other phenomena are included in the set of 

possible kinetic effects along with normal progression 

through the cycle, such an assumption appears totally 

unjustified, and hence far more expensive integration 

methods (i.e. multistep methods) must be employed. One 

of the most powerful and efficient of these methods was 

developed by Gear (3), and implemented on the CDC 7600 

system at our laboratory by Risk,et a1 (4). I have 

attempted to use this package to solve the above system 

of 11 ODE's, using values ranging over 2 orders of magni­

tude among the equations, and found the average cost to 

be between 10 and 20 CPU's on a CDC 7600 computer. This 

J 
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integration, constituting one iteration of the above 

scheme, would have to be performed after each step in the 

11-dimensional parameter space, and would likely be 

repeated on the order of 100 times before optimum is 

reached, unless large residual error tolerances were 

employed. 

As an alternative approach, the matrix formulation 

of equation 4 seemed to present some hope of obtaining 

estimates at an affordable price. In this scheme, one 

ignores the fact that the equations are meant to describe 

a dynamical system involving time derivatives, and 

regards the problem as that of obtaining the unknown ele-

ments of vector K from approximate values for 

The latter are estimated from the reduced data, 

t 
dfi/dt. 
t f.(t) by 
1 

one of several numerical methods, and the observed values· 

fi are used in matrix B. Since the elements of B and the 

values for df~/dt contain significant error, there is no 
1 

reason to expect that direct inversion of ~ would yield 

reliable results. Hence, once all the elements have been 

provided, the solution is obtained by pseudo-inversion of 

matrix ~, using a linear least squares routine with non­

negativity constraints on the entries of solution vector 

k. 

To obtain the approximate values for df~/dt, I first 
1 

attempted to use a simple linear interpolation method, 

where the time derivative at compartment (i) and time 



(j), i.e., 

f~ 
1 

ddt = 

f~, was set to: 
1 

f j - fJ.· 
i-1 1 

t j + 1 _ t j 
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(5 ) 

With this scheme, the derivative at the last time point 

cannot be determined, since no such difference can be 

calculated for it. Nonetheless, the values for all but 

the last time point were calculated, substituted into the 

above equations, and solutions found as described above. 

The only criterion for judging the acceptibility of the 

solutions thus determined arose from the assumptions 

regarding the growth properties of the control samples. 

Since they were presumed to be growing asynchronously and 

exponentially, and underwent no further perturbation fol-

lowing replating, the controls were not expected to 

demonstrate significant time variation in the rate con-

stant for any given compartment. Furthermore, the con-

stants for all compartments should be comparable, for any 

given timepoint. By this criterion, this method fared 

poorly, as variations of up to 4 orders of magnitude were 

seen in the control samples thus analysed, and it 

appeared that the source of the error was the crude esti-

mate of the derivatives given by the simple linear inter-

polatory approach .,j 

As a result, alternative methods for estimating the 

derivative of a sampled function, at the sampled points, 

were investigated. It was decided to use a least squares 
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spline-fitting routine developed at the Los Alamos Scien­

tific Laboratory, and published under the name of 

"Smooth," which fits a piecewise, smooth polynomial to 

the data points provided by the user. The routine takes 

into account the estimated error in the sample points 

(provided by the user) in determining how tightly the 

spline must fit the data, and the resulting fitted smooth 

curve can be used to determine the interpolated func­

tional value, first and second derivatives at any- point 

within the observed domain of the abscissa (time, in this 

case). I estimated the relative error of the values in 

the reduced data set to be 10%, primarily due to counting 

statistics and to variations in the parameter values used 

in fitting the separate histograms from which the reduced 

data sets were obtained. 

The relative error in the derivative estimates pro­

vided by "smooth" is about twice that of the data sup-

plied by the user, or in this case, about 20%. Using 

these estimated values for the derivatives, the problem 

defined by equation 4 was solved for the same data set as 

in the linear interpolation case, with the result that 

kinetic rates for the control series varied by only 2 

orders of magnitude over time; a hundred-fold improvement 

with respect to the above criterion. 

To test for consistency in the estimated kinetic 

parameters, the reduced data set at a given time point 



-208-

was propagated by a Gear ODE solving routine to yield an 

estimate of the data set for the next time point. Upon 

comparison with the actual data, the propagated solution 

was found to be unacceptible, deviating by a factor of 2 

or 3 from the data in half the compartments, though fit-

ting the others to within 10-20% of their values. The 

conclusion to be reached from this effort is that there 

is little validity to the solutions obtained by the 

approach of equation 4, at least as far as I have been 

able to implement it. 

DISCUSSION 

The next step would appear to be the development of 

less expensive ways of implementing the approach of equa-

tion 3. The most important ingredient in solving this 

problem would be a fast algorithm for integrating the set 

of 11 differential equations. Such an algorithm might be 

gotten through modifying the existing Gear- Hindmarsh 

package now available (at LBL), making use of all infor-

mati on known about these particular ODE's and their solu-

tions. One might also use fast optimization schemes, 

involving accelerated approach to the minimum, and 

relaxed residual tolerance to avoid extra iterations once 

an acceptible solution has been found. Such methods as 

the random search routine of Bremermann, et al (5) or a 

less elaborate version of the BCQNDF routine from the 

National Physical Laboratory of Great Britain (6) might 
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work. It IS necessary to use optimization routines that 

do notr~quire the user to supply the partial derivatives 

with respect to the free parameters, as their dependence 

is neither analytical nor known. 

The approach that appears most likely to bear fruit 

is a combination of limited inversion with user interac­

tion. In such a scheme, the user would provide a first 

guess as to the set of kinetic parameters, which would 

then be optimized within a limited neighborhood of the 

initial values by a minimization program. The interac­

tion would continue until the data is fit to within its 

statistical accuracy, and could be done by varying one 

parameter at a time, if so desired. 

The most important question to be addressed is 

whether the above model of the cell cycle, being as res­

tricted and simplified as'it is, can justify such ela­

borate and potentially expensive numerical methods neces­

sary to solve for the model parameters. The assumptions 

regarding cell death, decycling and recruitment would 

seem safe for most cycle perturbation studies with non­

toxic doses of agent added. However, the assumption of 

equal probability for all cells within any given compart­

ment is clearly unjustified for at least the G1 and G2M 

compartments, since cells that have just entered either 

one are far less likely to exit from it during the next 

time interval than those that have already spent a few 
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clearly be further subdivided. 
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Hence, G1 and G2M could 

From the estimates of 

cycle phase durations available through analysis of 

exponentially growing cell populations, one could parti­

tion the entire cell cycle in analgous manner to that 

which I use in S-phase (9 subcompartments cover the 

phase), along the lines proposed by Gray (1). In this 

fashion, the cycle would be divided into 20 to 30 stages, 

whose size would correspond to the time resolution of the 

DNA histogram time series, determined by the CV of the 

histograms and the time reproducibility of the growth 

behavior of the cell populations. 

The cells in anyone stage would then be presumed to 

have equal transition probability, with several stages 

required to complete G1 and G2M. This further assumption 

of equal transition probability can be justified if the 

stages are at the limit of the resolving power of the FeM 

system, meaning that no evidence is seen to suggest that 

they can be further subdivided into distinguishable sub­

compartments. When this holds, the transition into and 

out of a given compartment is seen as a binary 

phenomenon, and leads to the Poisson stochastic formula­

tion of the time evolution of the population given in 

Takahashi's work (7). 
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SIMPLIFIED CELL CYCLE MODEL SUITED TO REDUCED DNA HISTOGRAMS 
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