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Abstract 

Electrochemical synthesis possesses substantial promise to utilize renewable energy sources to 

power the conversion of abundant feedstocks to value-added commodity chemicals and fuels. Of 

the potential system architectures for these processes, only systems employing 3-D structured 

porous electrodes have the capacity to achieve the high rates of conversion necessary for 

industrial scale. However, the phenomena and environments in these systems are not well 

understood and challenging to probe experimentally. Fortunately, continuum modeling is well-

suited to rationalize the observed behavior in electrochemical synthesis, as well as to ultimately 

provide recommendations for guiding the design of next-generation electrochemical synthesis 

devices employing porous electrodes. In this Review, we begin by presenting a historical review 

of modeling of porous electrode systems, with the aim of showing how past knowledge of 

macroscale modeling can contribute to the rising challenge of electrochemical synthesis. We 

then present a detailed overview of the governing physics and assumptions required to simulate 

porous electrode systems for electrochemical synthesis. Leveraging the developed understanding 

of porous electrode theory, we survey and discuss the present literature on simulating multiscale 

phenomena in porous electrodes in order to demonstrate their relevance to understanding and 

improving the performance of devices for electrochemical synthesis. Lastly, we provide our 

perspectives regarding future directions in the development of models that can most accurately 

describe and predict the performance of such devices and discuss the best potential applications 

of future models. 

  



3 
 

Table of Contents 

Abstract 2 

1. Introduction 5 

1.1 Motivation for Electrochemical Synthesis 8 
1.2 Motivation for Porous Electrodes in Electrochemical Synthesis 11 

2. Historical Discussion of Continuum Modeling in Electrochemical Synthesis 15 

3. General Aspects and Equations 19 

3.1 Modeling Methodologies 19 
3.2 Conservation Equations 22 

3.3 Thermodynamics 23 

3.3.1 Full- and Half-Cell Potentials 23 

3.3.2 Chemical and Electrochemical Potential 33 
3.3.3 Exchange of Species Across Phases 35 

3.3.4 Speciation 39 

3.4 Transport 42 

3.4.1 Mass Transport in Porous Electrodes 42 
3.4.2 Charge Transport 48 

3.4.3 Energy Transport 54 

3.5 Kinetics 56 

3.5.1 Electrochemical Reactions 56 
3.5.2 Homogeneous Reactions 67 

3.6 Model Parameterization 70 

3.6.1 Transport Parameters in Electrochemical Synthesis 70 

3.6.1.1 Mass-Transport Parameters 71 
3.6.1.2 Charge-Transport Parameters 73 

3.6.1.3 Heat-Transport Parameters 74 

3.6.2 Electrochemical Kinetic Parameters 74 

3.7 Sample Modeling Approach 81 

3.8. Applied-Voltage Breakdown (a.k.a. Power Loss Analysis) 85 
3.9. Computational Methods 88 

4. Survey of Macroscale Models Employed for Modeling Porous-Electrode Devices 90 

4.1 Modeling of Porous Electrodes 90 



4 
 

4.1.1 Continuum Models of Pores, Nanostructure and Agglomerates 91 

4.1.2 High-fidelity Porous-Media Models 100 

4.1.3 Macroscale Modeling 105 
4.2 Modeling of Ionomers and Membranes 112 

4.2.1 Models of Cation-Exchange Membranes 114 

4.2.2 Models of Anion-Exchange Membranes 121 

4.2.3 Models of Bipolar Membranes 125 
4.3 Modeling of Flow Plates 127 

4.4 Modeling of Device Architecture 132 

5. Future Directions 137 

5.1 Bridging Length Scales 137 
5.2 Modeling Cell and Component Durability 139 

5.3 Machine Learning 142 

5.4 Topology Optimization for Porous-Electrode Design 146 

6. Conclusions 152 
7. Acknowledgements 154 

8. Nomenclature 155 

9. Author Biographies 160 

10. References 162 
 

 

  



5 
 

1. Introduction 

Nearly 7% of anthropogenic carbon dioxide (CO2) emissions come from the 

manufacturing of industrial chemicals (e.g., plastics, ammonia, methanol), a consequence of the 

use of fossil-fuel-based feedstocks (natural gas and petroleum) for thermochemical synthesis.1-4 

Electrochemical synthesis—the conversion of low-value feedstocks to high-value products using 

electricity—could provide a means of eliminating these emissions, if the electricity is generated 

using renewable energy sources such as wind or solar irradiation.5-8 However, improvements in 

efficiency and lifetime are needed for electrochemical synthesis to become cost-competitive with 

existing practices in the chemical industry.  

 One of the major challenges for the electrochemical synthesis of chemicals (nominally 

from CO2 or CO) carried out in an aqueous electrolyte is the low rate of mass transfer of the 

reactant to the cathode. This is a direct consequence of both the low reactant solubility in water 

and its low mass-transfer coefficient, which is inversely proportional to the mass-transfer 

boundary-layer thickness. 3-D-structured porous electrodes can be used to overcome these 

challenges because they enable rapid mass transfer and enhanced contact between liquid, gas, 

and solid phases. However, tailoring the design of porous electrodes to specific applications is 

challenged by a lack of structure-property-performance relationships that are necessary for 

optimization. This gap arises due to the complex multiphase flow, mass transfer, and 

(electro)chemical reaction phenomena that control the performance of porous electrodes.  

Physics-based continuum-based modeling is a key tool for designing porous electrodes 

because it can link device-scale performance (e.g. current density and reaction selectivity) to 

electrode properties and operating conditions. Historically, the development of electrochemical 

technologies (e.g. batteries, fuel cells, and water electrolyzers) have benefitted greatly from these 
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models and their ability to predict polarization behavior, product and reactant transport, and 

lifetime limitations, as have been discussed in numerous reviews.9-16 These models are often 

complemented by experimental studies to provide fundamental physical insights that accelerate 

the design of efficient devices. Notwithstanding, the use of such detailed porous-electrode 

modeling has not yet been firmly established in the electrochemical synthesis community. 

The electrochemical synthesis literature is primarily composed of experimental studies 

aimed at discovering new electrocatalysts3, 17 or designing new reactor architectures.18, 19 Density 

functional theory (DFT) models have also been widely employed to predict and explain the 

activity and selectivity of electrocatalysts.20-22 Collectively, these research efforts have been 

documented in several reviews.3, 17-19, 23, 24 However, the electrochemical synthesis community 

has not given significant attention to continuum modeling of porous electrodes. Moreover, there 

are no reviews summarizing this topic in the context of electrochemical synthesis. This review 

aims to fill this need by providing a tutorial on continuum models for porous electrodes, and 

linking those topics to applications in electrochemical synthesis.  

The majority of this review focuses on electrochemical reduction of carbon dioxide 

(CO2). CO2 reduction (CO2R) is an ideal model reaction for studying electrochemical synthesis 

in porous electrodes because of its wide product distribution and acute sensitivity to the chemical 

environment near the electrocatalyst.25, 26 The transport of gases, liquids, and ions dictate this 

chemical environment, and, consequently, the performance of the electrochemical synthesis. An 

understanding of how to control the composition of this chemical environment is therefore 

critical to boosting catalytic activity. However, it is generally challenging to quantify 

experimentally the concurrent rates of mass transfer and (electro)chemical reactions during 

electrochemical synthesis because these processes span a wide range of length and time scales. 
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We show here how modeling can be used to correlate the dynamic chemical environment within 

porous electrodes with experimental observables, such as product distribution, total current 

density (i), and thermodynamic efficiency. The goal of these models is not only to enable the 

design of porous electrodes from first principles, but also to provide fundamental insights by 

identifying the roles of transport and reaction processes not accessible using current experimental 

methods. 

 This review is outlined as follows. First, we begin by presenting the history and 

motivation for modeling porous electrodes for electrochemical synthesis. Next, the general 

equations governing the thermodynamics, transport, and kinetics of these systems are discussed, 

along with a review of model parameterization for these systems. An electrochemical synthesis 

device is then deconstructed into its constitutive components (liquid electrolyte, polymer 

electrolyte including membrane separator, porous electrodes composed of a catalyst layer 

perhaps on a transport layer, reactant/product flow channels) with discourse focusing on models 

of the relevant multiphase, component-level phenomena across multiple length- and timescales. 

The electrolyte consists of a dissolved salt (usually aqueous) that supports ionic conduction. The 

polymer electrolyte is an ion-conducting polymer (ionomer) that enables separation of the 

evolved products while still maintaining ionic contact between and within the porous electrodes, 

where the electrochemical reactions take place. It is pertinent to note that the terms porous 

electrodes and catalyst layers are often used synonymously. The flow channels feed and 

distribute the reactants along the surface of the electrode and provide an outlet for the evolved 

products. The coupling of these phenomena into a comprehensive device model is then explored, 

with an emphasis on the impacts of device configuration. Next, computational methods for 

achieving these simulations are discussed, followed by examining the coupling of models of 
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various scales, temporally or spatially. Lastly, we explore future directions for continuum 

models, focusing on applications of machine learning in macroscale modeling to increase 

throughput and reduce the number of required model evaluations, as well as the coupling of 

models with topology optimization and advanced manufacturing methods to produce idealized 

architectures for electrochemical synthesis. 

1.1 Motivation for Electrochemical Synthesis 

The demand for industrial chemicals has rapidly grown over the past two decades and 

continues to increase (Figure 1a). Unfortunately, these processes largely rely on fossil-fuels as 

the primary energy source for driving high temperature and pressure thermochemical reactions, 

as well as being the reactants. Indeed, chemical manufacturing is responsible for 26% of global 

energy demand,27, 28 and consequently, 875 Megatons per year of CO2 emissions.1, 4, 29-31 These 

CO2 emissions are not only produced indirectly (as a result of combustion), but also directly as a 

byproduct of the chemical reaction. For example, several important industrial processes, such as 

ammonia (NH3) and methanol (CH3OH) synthesis, and petroleum hydrotreating, require 

hydrogen.32 Since hydrogen is most commonly produced by steam reforming of natural gas, a 

significant amount CO2 is emitted (5.5 tonCO2/1 tonH2). These aspects of thermochemical 

processes present significant challenges for reducing CO2 emissions from the chemical industry. 

In particular, the generation of plastics (in particular, chemicals derived from petrochemicals that 

are precursors to plastic generation, such as ethylene), methanol, and ammonia, are responsible 

for the bulk of CO2 emissions from the chemical industry (Figure 1b). 
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Figure 1: (a) Global annual production of primary chemical commodities from 2000-2018.33-36 
(b) Breakdown of total CO2 emissions from the chemical industry in 2018.36    

Electrochemical synthesis processes use electricity (instead of heat) to drive the 

formation of valuable products at more benign conditions than thermochemical processes, which 

could enable the direct use of renewable electricity in the chemical-manufacturing industry.37 

Moreover, electrochemical synthesis processes can source atomic building blocks such as 

hydrogen, carbon, nitrogen, and oxygen from air and water instead of using fossil resources to 

supply carbon and hydrogen.6 It is notable, though, that there are relatively few commercialized 

electrochemical processes, with the largest being the Chloro-Alkali process, the industrial 

production of aluminum, and the organic electrochemical synthesis of adiponitrile (ADN) from 

acrylonitrile (AN).37 Historically, this paucity of industrial electrochemical processes is due to 

the relatively high cost of electrical energy relative to thermal energy. (In 2020 the cost of 

natural gas was ca. 0.005$/kWh, whereas the cost for industrial electricity was 0.066 $/kWh).28 

 As renewable electricity prices decrease and incentives to reduce CO2 emissions 

increase,38-40 electrochemical synthesis is projected to disrupt the chemical industry.27, 41 New 

electrochemical processes that convert N2, CO2, and water into the most widely used chemicals 
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(e.g. ethylene, ammonia) are rapidly being developed to replace the incumbent thermochemical 

processes (Figure 2).42 However, even with carbon taxes, these processes still require 

considerable technological advancements in order to produce chemicals at industrially-relevant 

conditions and rates.42-44 

 

Figure 2: Schematic depiction of an ideal electrochemical synthesis process economy. Waste 
CO2, along with H2O, N2 feedstocks are upconverted to value-added products using and 
renewable electricity via electrochemical synthesis.  
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1.2 Motivation for Porous Electrodes in Electrochemical Synthesis 

The most widely deployed electrochemical processes (e.g. Chloro-Alkali and 

electrowinning) convert reactants that are soluble in the (aqueous) electrolyte (e.g. Cl−, Cu2+).45, 

46 The focus of this review is to address electrochemical reactions with reactants that are 

sparingly soluble in aqueous media (e.g. N2, CO2) because these reactions (i.e. CO2 and N2 

reduction) have the potential to displace the largest emitting processes in the chemical industry 

(e.g. ethylene and ammonia production).41, 47, 48 The challenge with these reactions is that they 

are susceptible to mass-transfer limitations because the gaseous reactant must dissolve in the 

electrolyte and transport to the electrocatalyst surface to react.49, 50 The structure of the electrode 

has a marked influence on the transport of these chemical species, and, therefore, the efficiency 

of electrochemical synthesis. 

Planar electrodes (Figure 3a) with well-defined surface areas are commonly used to 

investigate new electrocatalysts.3 However, thick diffusion boundary layers (50-200 um) formed 

during electrolysis can cause mass transport to be the slowest step in the overall process.25, 51 In 

this situation, the rate of the electrochemical reaction is limited by reactant transport to the 

catalytic surface. Taking CO2 reduction for example, the pioneering work by Hori,52, 53 and a 

growing body of literature, have shown that the chemical environment proximal to the 

electrocatalyst has a high pH and is generally depleted of CO2 relative to the bulk phase.54, 55 It is 

therefore challenging to achieve high current densities (i >100 mA cm-2) with planar electrodes. 

Planar electrodes are appropriate for studying the intrinsic kinetics of electrocatalysts at low 

current densities, but not for industrial applications, where high rates are required due to capital 

cost considerations.56  
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Figure 3: (a) Schematic representation of a planar flow-cell for electrochemical synthesis. Inset 
depicts local mass transport at the planar electrode surface. (b) Schematic representation of an 
electrochemical synthesis device utilizing porous electrodes. Insets depict local mass transport 
through the porous transport layer and within the individual pores of the porous electrode. 

  The 3-D geometry of porous electrodes enables a significant enhancement in catalytic 

surface area relative to planar electrodes (Figure 4).57, 58 Batteries, water electrolyzers, fuel cells, 

and other electrochemical reactors leverage this property of porous electrodes to achieve higher 

geometric current densities (i >100 mA cm-2; Figure 3b).59 For example, in hydrogen fuel cells, 

reactant gas flows through pores in the electrode and diffuses through thin films of polymer 

electrolyte (e.g., 5 to 100 nm) to the electrode, which enables rapid mass transfer.60 The thin film 

of electrolyte in these porous electrodes is necessary to allow for the conduction of ions to and 

from the catalyst particles. Porous transport layers (PTLs) are used to support the catalyst layer 

while ideally providing good thermal and mass transport properties. Electrochemical synthesis 

devices and hydrogen fuel cells are often designed with similar porous-electrode architectures 
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because both of these systems must manage multiphase flows and result in relatively high power 

or current densities.14, 15, 61 The added challenge with electrochemical synthesis reactions is that 

the selectivity for the desired products is highly dependent on the local microenvironment 

surrounding the electrocatalyst, and by extension, the multiscale transport of products and 

reactants throughout the device as a whole.62 Porous electrodes enable control of the local 

microenvironments within an electrochemical synthesis device through tuning of their structure-

property-performance relationships to control the relative ratios of reactants, products, and 

electrolyte/solvent throughout the cell. For example, porous-electrode properties can be tuned to 

attenuate water transport that promotes the unfavorable hydrogen-evolution reaction (HER) 

during electrochemical synthesis.63, 64 Design principles for controlling mass transfer in porous 

electrodes are therefore key to enabling efficient and selective electrochemical synthesis. 



14 
 

 

Figure 4: (a) Schematic of dual percolated pathways for transport in a porous electrode. (b-c) 3-
D-computed geometry of a porous electrode depicting dual percolated pathways calculated from 
x-ray tomography. (b) Full porous electrode with partial wetting. (c) Water volume in porous 
electrode. Adapted with permission from Liu et al. Copyright 2021 American Chemical 
Society.65 
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2. Historical Discussion of Continuum Modeling in Electrochemical Synthesis 

 

Figure 5: Bar graph depicting the number of continuum-based models published per year that 
simulate porous electrodes for electrochemical synthesis (green) or water electrolysis (blue).   

 Within the last ten years, the importance of macroscale modeling of porous electrodes for 

electrochemical synthesis has been recognized,3, 19, 49 and within the last five years (2015-2020), 

the academic output in this area has grown exponentially (see Figure 5). Most continuum-based 

models of porous electrodes for electrochemical synthesis have focused on modeling 

electrochemical CO2 reduction25, 49, 50, 60, 63, 66-81 or acrylonitrile reduction,82 although many other 

electrochemical synthesis reactions have been shown to benefit from the use of a porous 

electrode, such as methane oxidation83 and ammonia synthesis.84 Given the steadily increasing 

interest in shifting towards electrochemical-based synthesis, the number of reactions for which 

porous electrodes are used are expected to keep expanding, and the importance of macroscale 

modeling continue to grow. 

 Unfortunately, the field of macroscale modeling for electrochemical synthesis is still very 

much in its infancy. Many models for electrochemical CO2 reduction are merely descriptive 

(used to estimate local reactants concentrations or pH within experimental devices).63, 70, 71, 76, 81, 

82, 85-90 These models use experimentally derived current densities as boundary conditions and 

thus are not predictive of electrochemical device performance or product distributions. While 
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such models provide fundamental insight into the local environments in electrochemical 

synthesis, the ultimate goal is to have models that predict the product distributions and 

efficiencies of electrochemical synthesis devices based on underlying physical phenomena.19  

Several physics-based electrochemical-synthesis models in the literature have provided 

thorough guidance to experimentalists regarding component- and device-level engineering.49, 60, 

66, 67, 74, 91, 92 However, the majority of these types of models are 1-D (through-plane of the porous 

electrode), and do not capture pore-level heterogeneity or spatial variations in activity throughout 

the electrode. Recently, Yang et al.66 and Kas et al.78 developed macroscale models that included 

2-D effects along the flow channel of a CO2 reduction device; however, these models neglect 

pore-level transport and instead treat the porous transport layers as uniform continua. Bohra et 

al.71 recently attempted to model pore-level transport for electrochemical CO2 reduction, but the 

model had convergence difficulties at higher applied overpotentials, limiting its applicability and 

predictive power. Understanding transport across multiple length scales is critical to optimizing 

electrochemical synthesis because the local microenvironments have a strong influence on the 

observed product distributions.  

 Fortunately, the state of modeling device architectures for ion-exchange membrane 

(IEM) water electrolyzers is quite mature and can be used to guide the development of complex, 

multi-dimensional, multiscale models for electrochemical synthesis. Continuum models used to 

simulate porous electrodes for water electrolysis far predate those used to simulate 

electrochemical synthesis.9, 93 Moreover, in contrast to electrochemical synthesis, water 

electrolysis continues to be a subject of intense research interest because it is relevant to 

hydrogen production using renewable energy sources (Figure 5).10, 94 However, the majority of 

models for water electrolysis are more physically complete and therefore predictive of device 
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performance than models of electrochemical synthesis.9, 10 For instance, 3-D pore-network 

models have been developed to describe composition, potential, and current-density distributions 

in the microenvironments within porous electrodes used for water electrolysis.95, 96 The field of 

water electrolysis has also begun to explore the question of simulating transient operation and 

degradation modes,97-100 which have yet to be well explored for electrochemical synthesis. 

Modeling degradation phenomena in electrochemical synthesis will be critical to understanding 

and mitigating failure mechanisms that occur in industrial settings and scales.19 

The field of electrochemical synthesis is beginning to follow the trajectory of water electrolyzers 

and hydrogen fuel cells through the development of sophisticated continuum models. However, 

competing reactions and multi-component mass transfer in electrochemical synthesis devices add 

significant complexity to the models.3, 68, 101 Accounting for species/species interactions and 

complex homogeneous reaction kinetics greatly increases the degrees of freedom and causes 

convergence issues.49, 67 While not all of these challenges have been faced in the development of 

water-electrolysis and fuel-cell models, the commonalties between the fields can be used as a 

starting point to solve the development and implementation challenges associate with models for 

electrochemical-synthesis systems.9, 19, 102 
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Figure 6: Schematic depicting the objective of macroscale models for electrochemical synthesis: 
Given a set of materials and experimentally controlled variables at the device level, simulate the 
response of the electrochemical system at the scale of the catalyst microenvironment, and from 
that microenvironment simulate product distributions and other observables that can be validated 
against experiment. Product distribution adapted with permission from Weng et al.67 Copyright 
2020 Royal Society of Chemistry. 

This review aims to facilitate the transfer of knowledge from the fields of electrochemical 

engineering and transport phenomena developed for the IEM fuel cell to that of electrochemical 

synthesis, primarily focused on systems operating near ambient temperature (< 100°C) and 

pressure (< 5 bar). We note that there is an interest in application of high-temperature systems 

(e.g., solid oxide cells) for electrosynthesis, and while some of the phenomena governing the 

operation of such systems are similar to those pertaining to IEM systems, many are different. 

Thus, a detailed description on modeling high-temperature systems is beyond the scope of this 

review, and the readers are referred to other recent modeling reviews of these systems.103-105 Our 

approach will be to review the IEM and fuel-cell literature and compare it with current 

electrochemical synthesis models to identify gaps and overlap. Moreover, we highlight 
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reasonable simplifications that can be made to reduce the computational cost of electrochemical 

synthesis models. We contend that these simpler models can still be adequately predictive of 

device performance and provide relevant guidance to experimentalists. Moreover, we posit that 

the ideal continuum model for electrochemical synthesis is one that accurately simulates the 

local chemical microenvironments and predicts device efficiencies as a function of variables 

commonly controlled in experiments (Figure 6). The goal of these types of comprehensive 

simulations is to accelerate the optimization of electrochemical-synthesis devices by reducing the 

need for extensive experimentation. 

3. General Aspects and Equations 

3.1 Modeling Methodologies 

 

 

Figure 7: (a) Schematic depicting a typical porous-electrode device used for electrochemical 
synthesis. (b) Typical polarization-curve data taken from experiment, broken down by voltage 
contribution (applied-voltage breakdown). (c) Typical product distribution obtained from 
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experiment of electrochemical CO2 reduction.67 Applied voltage breakdown adapted with 
permission from Weng et al.67 Copyright 2020 Royal Society of Chemistry. 

 Porous-electrode devices for electrochemical synthesis typically consist of a membrane 

or separator situated between two porous electrodes (one anode, one cathode), which are 

themselves situated between two flow plates (Figure 7a) that act as well as current collectors. In 

these devices, the performance is usually characterized by the results of two key metrics. The 

first is its IV-(i.e., current-voltage) characteristics, taken from polarization experiments, which 

provide a polarization curve depicting the applied cell potential required to achieve a certain 

current density in the device (Figure 7b). At low current densities, the performance of the device 

is dictated mainly by kinetic losses at the anode and cathode, due to the high kinetic 

overpotentials required to drive the respective electrochemical synthesis reactions.106 At higher 

current densities, the mass transport of the reactants to the electrocatalytic sites, as well as ohmic 

losses throughout the cell, become relevant and increase the cell potential required to achieve a 

given current density in linear and nonlinear ways.  

The second key metric for evaluating the performance of an electrochemical synthesis 

device is its product distribution (Figure 7c). These product distributions are usually evaluated 

through constant current-density (galvanostatic) or constant voltage (potentiostatic) 

measurement, where the synthesis products are analyzed simultaneously. While gas-phase 

products produced during galvanostatic experiments can be measured on-line, analysis of liquid-

phase products usually requires their accumulation so that the amount of product is sufficient for 

analysis by high-performance liquid chromatography (HPLC) or nuclear-magnetic resonance 

(NMR). These measurements are combined with polarization data to estimate product formation 

rates. The thermal energy efficiency (EEth) of an electrochemical synthesis reaction can be 
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determined analogously to traditional chemical processes by using the lower heating value 

(LHV) of the products as, 

 EEth =
𝐴𝐴𝑆𝑆
𝑛𝑛𝑛𝑛 ∑ 𝑖𝑖𝑖𝑖𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖

𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎𝐼𝐼𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡
, (1) 

where 𝐴𝐴𝑆𝑆  is the geometric electrode surface area, 𝑖𝑖𝑖𝑖  is the geometric partial current density for 

product i, 𝐼𝐼 is the total current passed through the device, 𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 is the applied cell potential, n is 

the number of electrons transferred in the electrochemical reaction, and F is Faraday’s Constant. 

The LHV is derived from the enthalpy of combustion of the generated fuel, assuming that the 

water generated is in the vapor phase, and can be determined by looking at the net change in the 

enthalpy of formation between reactants and products upon combustion of a given fuel, 

nominally at 150o C.107  

It is also common form to compute the energy efficiency (EE) (which is distinct from the thermal 

energy efficiency) in terms of the standard Gibbs Free Energy for reaction l (∆𝐺𝐺𝑡𝑡0),  

 EE =
∑ FEl𝑡𝑡 ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡,𝑡𝑡0

𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛
, (2) 

where FEl represents the Faradaic Efficiency (i.e., electrochemical selectivity) for reaction l 

which produces product i, 

 FE𝑡𝑡 =
𝑖𝑖𝑡𝑡

𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡
. (3) 

FE values measured during electrochemical synthesis experiments are often plotted as a 

function of voltage or current density, resulting in the product distributions reported in literature. 

It is important to note that the FE only quantifies the selectivity for a given product, and not the 
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associated electrical energy consumption. To this end, the voltage efficiency (VE) is used to 

determine the total electrical energy consumption relative to thermodynamic equilibrium, 

 VE =
∑ FE𝑡𝑡𝑈𝑈cell,𝑡𝑡0
𝑡𝑡

𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎
, (4) 

where 𝑈𝑈𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡,𝑡𝑡0  is the standard cell potential for reaction for each overall reaction l, calculated as 

the change in Gibbs Free Energy at standard conditions (298 K and 1 atm pressure) divided by 

the number of electrons that participate in the reaction and Faraday’s constant (96485 C mol-1), is 

also shown.  

      U0 = −Δ𝐺𝐺0

𝑛𝑛𝑛𝑛
, (5) 

3.2 Conservation Equations 

Detailed modeling of electrochemical-synthesis systems at the continuum scale requires 

mathematical expressions for the conservation of charge, mass, momentum, and energy.  The 

conservation equations need to be combined with constitutive thermodynamic, transport, and 

(electrochemical) kinetics relationships. The conservation of any quantity 𝜙𝜙 in a defined control 

volume is given as 

 
𝜕𝜕𝜙𝜙
𝜕𝜕𝜕𝜕

+ 𝛁𝛁 ⋅ 𝐍𝐍𝜙𝜙 = 𝑆𝑆𝜙𝜙, (6) 

where 𝜕𝜕𝜙𝜙
𝜕𝜕𝑡𝑡  is the accumulation of any quantity 𝜙𝜙, 𝑁𝑁𝜙𝜙 is the flux of property 𝜙𝜙 and 𝑆𝑆𝜙𝜙 is the 

volumetric generation/consumption rate of 𝜙𝜙. The flux 𝑁𝑁𝜙𝜙 is usually described by a transport 

model (for example, the Nernst-Planck equation as described later) and the source term 𝑆𝑆𝜙𝜙 is 

obtained using expressions of the relevant physics for consuming or generating 𝜙𝜙 (also described 

later). The first term in Eq. (6) represents changes in the quantity 𝜙𝜙 with time and is required for 
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studying dynamic system behavior, such as operating cycles, degradation during system life, and 

operational uncertainties. The second term represents the change in quantity 𝜙𝜙 due to its flux 

in/out of the system. Finally, 𝑆𝑆𝜙𝜙 represents the volume specific rate of change due to generation 

or consumption of quantity 𝜙𝜙; this term incorporates changes due to reactions, phase change, etc. 

3.3 Thermodynamics 

3.3.1 Full- and Half-Cell Potentials 

In the development of devices for electrochemical synthesis, strong attention must be 

paid to the thermodynamics of the reactions occurring at each electrode. At the cathode, 

electrochemical reduction occurs, with Table 1 showing common reduction reactions that are of 

interest for electrochemical synthesis. To calculate the standard reduction potential for each half-

reaction, l, the following procedure (shown below for the example of the reduction of AN to 

ADN) was followed to determine the equilibrium potential against the standard hydrogen 

electrode (SHE), wherein all reactants and products of the reaction possess unit activity: 

First, we state the half reaction of interest at the cathode, which in this case is AN reduction. 

 2AN + 2H+ + 2e− → ADN (7) 

Since we want to measure against a SHE, we choose the hydrogen oxidation reaction as our 

anodic reaction. 

 H2 → 2H+ + 2e− (8) 

Combining the two half reactions provides the overall (full cell) reaction: 

 2AN + H2 → ADN. (9) 
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The species in the above reaction possess the following Gibbs free energies of formation at 

standard conditions of 298 K and 1 bar pressure:108 

 Δ𝐺𝐺ADN0 = 253.3 kJ
mol

 (10) 

 Δ𝐺𝐺AN0 = 191.1 kJ
mol

 (11) 

 Δ𝐺𝐺𝐻𝐻2
0 = 0 kJ

mol
 (12)      

Calculation of the Gibbs free energy change of the overall reaction results in the following result. 

 Δ𝐺𝐺𝑡𝑡0 = 253.3 − (2 ∗ 191.1) kJ
mol

= −128.9 kJ
mol

  (13)      

Dividing by −nF for the reaction provides the standard reduction potential against the standard 

hydrogen electrode (SHE) at pH 0 (unit activity of protons and all other species). 

 𝑈𝑈𝑡𝑡0 = −Δ𝐺𝐺𝑙𝑙
0

2𝑛𝑛
= 0.67 V vs. SHE at pH 0  (14) 

We can alternatively calculate the potential against the SHE at pH 14  (unit activity of 

hydroxides and all other species), as most of these reactions will optimally occur in alkaline 

environments. To calculate the SHE potential at pH 14, we can calculate the change in Gibbs 

free energy for the half reaction itself assuming unit activity (1 M concentration) of OH− anions.  

First, we state the alkaline version of the AN reduction reaction. 

 2AN + 2H2O + 2e− → ADN + 2OH− (15)      

The Gibbs free energies of the involved species in this half cell reaction are as follows: 

 Δ𝐺𝐺ADN0 = 253.3 kJ
mol

 (16) 
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 Δ𝐺𝐺AN0 = 191.1 kJ
mol

 (17) 

 Δ𝐺𝐺H2O
0 = −237.14 kJ

mol
 (18) 

 Δ𝐺𝐺OH−0 = −157.2 kJ
mol

 (19) 

The standard Gibbs free energy change of the half reaction can be determined using the above 

free energies of formation. 

 Δ𝐺𝐺𝑡𝑡0 = (253.3 − 2 ∗ 157.2) − (2 ∗ 191.1 − 2 ∗ 237.14) = 30.98 kJ
mol

 (20) 

Again, dividing by −nF for the reaction results in the reduction potential, now against an SHE at 

pH = 14 (unit activity of hydroxide anions). 

 𝑈𝑈𝑡𝑡,𝑎𝑎𝐻𝐻=140 = −Δ𝐺𝐺0

2𝑛𝑛
= −0.16 V vs. SHE at pH = 14  (21) 

In many cases in electrochemical synthesis modeling, however, it is more prudent to adjust the 

half-cell potentials to local conditions (𝑈𝑈𝑡𝑡), as opposed to referencing to standard conditions (𝑈𝑈𝑡𝑡0, 

pH = 0 or pH = 14, all species at unit activity). 

 𝑈𝑈𝑡𝑡 = 𝑈𝑈𝑡𝑡0 +
𝑅𝑅𝑅𝑅
𝑛𝑛𝑛𝑛

ln�
∏ 𝑎𝑎𝑟𝑟

𝑠𝑠𝑟𝑟,𝑙𝑙𝑎𝑎
𝑟𝑟=1

∏ 𝑎𝑎𝑎𝑎
𝑠𝑠𝑝𝑝,𝑙𝑙𝑏𝑏

𝑎𝑎=1
� (22) 

where 𝑛𝑛 is the number of electrons transferred, R is the ideal gas constant, T is the operating 

temperature, 𝑎𝑎𝑖𝑖  is the activity of species i, and 𝑠𝑠𝑖𝑖 is the stoichiometric coefficient of species i. 

The subscripts r and p represent species in the reactants and products, respectively, of the 

reduction reaction. The continued products term is often referred to as the Nernst correction. 
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Returning to the case-study reaction of AN reduction, shifting from the SHE at pH = 0 to the 

local conditions: 

 𝑈𝑈𝑡𝑡 = 𝑈𝑈𝑡𝑡,𝑎𝑎𝐻𝐻=00 + 𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐻𝐻+) + 𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴) − 𝑅𝑅𝑅𝑅
2𝑛𝑛

ln (𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴) (23) 

Invoking the definition that 𝑝𝑝𝐿𝐿 =  − log10(𝑎𝑎𝐻𝐻): 

 𝑈𝑈𝑡𝑡 = 0.67 [V vs. SHE] −
2.303𝑅𝑅𝑅𝑅

𝑛𝑛
pH +

𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴)−
𝑅𝑅𝑅𝑅
2𝑛𝑛

ln (𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴) (24) 

It is also demonstrative to show that the alkaline form of the reaction, referenced to SHE at pH = 

14, provides the same value for local conditions (𝑈𝑈𝑡𝑡): 

 𝑈𝑈𝑡𝑡 = 𝑈𝑈𝑡𝑡,𝑎𝑎𝐻𝐻=140 + 𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴) + 𝑅𝑅𝑅𝑅
𝑛𝑛

ln�𝑎𝑎𝐻𝐻2𝑂𝑂� −
𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝑂𝑂𝐻𝐻−) − 𝑅𝑅𝑅𝑅
2𝑛𝑛

ln (𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴) (25) 

Invoking the equilibrium of water dissociation, 𝐾𝐾𝑤𝑤 = 1.0 × 10−14 =
𝑎𝑎𝐻𝐻+𝑎𝑎𝑂𝑂𝐻𝐻−

𝑎𝑎𝐻𝐻2𝑂𝑂
 (i.e., pH + pOH =

14, where pOH =  − log10(𝑎𝑎𝑂𝑂𝐻𝐻)). The above expression can be recast as: 

 𝑈𝑈𝑡𝑡 = −0.16 [V vs. SHE] + 2.303𝑅𝑅𝑅𝑅
𝑛𝑛

× 14 − 2.303𝑅𝑅𝑅𝑅
𝑛𝑛

pH + 𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴) − 𝑅𝑅𝑅𝑅
2𝑛𝑛

ln (𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴) (26) 

Combining the first two terms: 

 𝑈𝑈𝑡𝑡 = 0.67 [V vs. SHE] − 2.303𝑅𝑅𝑅𝑅
𝑛𝑛

pH + 𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴) − 𝑅𝑅𝑅𝑅
2𝑛𝑛

ln (𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴) (27) 

which is equivalent to Eq. (24). Therefore, the choice to use the alkaline form, referenced to pH 

14, or the acidic form, referenced to pH 0, are equivalent when the Nernstian shift to local 

conditions is accounted for. It is important to note, however, that standard conditions are defined 

such that reactants and products are at unity; therefore, SHE potentials reported at pHs other than 

0 or 14 are not well-defined and should be avoided.  
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Table 1: List of cathodic half-cell reactions and their standard reduction potentials. 

Product Reaction U0 (V vs. SHE) 

(pH = 0) 

Hydrogen (H2) 2H+ + 2e− → H2(g) 0 

Ammonia N2 + 6H+ + 6e− → 2NH3(g) 0.03 

Adiponitrile 2AN + 2e− + 2H+ → ADN(aq) 0.67 

Ethylamine CH3CN + 4H+ + 4e− → CH3CH2NH2(aq) 0.17 

From CO2   

Formic Acid CO2 + 2H+ + 2e− → HCOOH(aq) −0.12 

Carbon Monoxide CO2 + 2H+ + 2e− → CO(g) + H2O −0.10 

Methanol CO2 + 6H+ + 6e− → CH3OH(aq) + H2O 0.03 

Methane CO2 + 8H+ + 8e− → CH4(g) + 2H2O 0.17 

Oxalic Acid 2CO2 + 2H+ + 2e− → (COOH)2(s) −0.47 

Acetic Acid 2CO2 + 8H+ + 8e− → CH3COOH(aq) + 2H2O 0.11 

Acetaldehyde 2CO2 + 10H+ + 10e− → CH3CHO(aq) + 3H2O 0.06 

Ethanol 2CO2 + 12H+ + 12e− → C2H5OHaq + 3H2O 0.09 

Ethylene 2CO2 + 12H+ + 12e− → C2H4(g) + 4H2O 0.08 
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Ethane 2CO2 + 14H+ + 14e− → C2H6(g) + 4H2O 0.14 

Propionaldehyde 3CO2 + 16H+ + 16e− → C2H5CHO(aq) + 5H2O 0.09 

Propanol 3CO2 + 18H+ + 18e− → C3H7OHaq + 5H2O 0.10 

From CO   

Methane CO + 6H+ + 6e− → CH4(g) + H2O 0.27 

Acetate 2CO + 4H+ + 4e− → CH3COOHaq 0.07 

Ethanol 2CO + 8H+ + 8e− → C2H5OH(aq) + H2O 0.19 

Ethylene 2CO + 8H+ + 8e− → C2H4(g) + 2H2O 0.17 

Propanol 3CO + 12H+ + 12e− → C3H7OH(aq) + 2H2O 0.19 

As shown in Table 1, several of the possible reduction products have extremely similar 

equilibrium potentials, especially in the case of electrochemical reduction of CO2 or CO. 

Therefore, it is difficult to discriminate between various electrochemical synthesis products by 

modulating the applied potential alone, and thus it is necessary to know how the local 

microenvironment (e.g., concentrations CO2 and H2O, pH, cation identity and concentration) 

affects the partial current density for each product. 

At the anode, electrochemical oxidation occurs, and the oxidation reactions of interest for 

electrochemical synthesis are shown in Table 2 along with their standard reduction potentials. 

For electrochemical synthesis reactions that target reduced products, water oxidation is 

commonly used as the anodic reaction. The use of green hydrogen (from water electrolysis) or 

blue hydrogen (from steam methane reforming with carbon capture) at the anode has the 
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potential to lower the open circuit potential (defined as the difference between the anodic and 

cathodic potential) of the overall cell and reduce energy costs for operating electrochemical 

synthesis devices.109 Glycerol oxidation has also been proposed as a promising co-synthesis 

reaction.110  

Table 2: List of anodic half-cell reactions and their standard reduction potentials.a 

Product or 
Reaction Name 

Reaction U0 (V vs. SHE) 
pH = 0 

Hydrogen oxidation 

reaction (HOR) 

H2 → 2H+ + 2e− 0 

Oxygen (O2) 2H2O → O2(g) + 4H+ + 4e− 1.23 

From Glycerol   

Oxalic Acid 2C3H8O3 + 6H2O

→ 3C2H2O4(aq) + 22e− + 22H+ 

0.32 

Formic Acid C3H8O3 + 3H2O → 3HCOOH(aq) + 8e− + 8H+ 0.46 

It is important to note that the reactions listed in Table 1 and Table 2 are global half-cell 

reactions that proceed through a series of electron and proton transfer steps; more comments on 

the microkinetic steps of electrochemical synthesis reactions can be found in Section 3.5. 

When multiple reactions occur simultaneously at each electrode, the “standard potential” 

of the overall device can be obtained by weighting the equilibrium potentials for each reaction by 

their FE, 

      𝑈𝑈�0 = 𝑈𝑈�cathode0 − 𝑈𝑈�anode0 = ∑ (FE)n𝑈𝑈n0n − ∑ (FE)m𝑈𝑈m0m , (28) 
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where 𝑈𝑈�0 is defined herein as a FE-averaged standard potential of a cell with multiple reactions, 

𝑈𝑈�anode0  is a FE-averaged standard half-cell potential of the anode, 𝑈𝑈�cathode0  is a FE-averaged 

standard half-cell potential of the cathode, (FE)n is the FE of a given cathode reaction, (FE)m is 

the FE of a given anode reaction, 𝑈𝑈n0 is the standard reduction potential of a given cathode 

reaction, and 𝑈𝑈m0  is the standard reduction potential of a given anode reaction. Since the product 

distribution changes with current density and potential, this FE-weighted standard potential is not 

necessarily constant and results in a transcendental equation. Additionally, an electrochemical 

system with multiple reactions would never have all reactions fully in equilibrium, because full 

equilibrium requires all reactions be at their given standard reduction potential, which is 

impossible since all of these reactions have different standard reduction potentials based on the 

free energies of their reactants and products. When actually solving the coupled reaction 

equations individually, the appropriate mixed potential is calculated together with the resultant 

FE, but this convolutes a simple metric to compare the applied cell potential and thermodynamic 

efficiency for the system, which is what the above approximation allows. 

 

Figure 8: Thermodynamic cell diagram for a typical electrochemical synthesis device. 

A generic electrochemical synthesis device can be represented as shown in Figure 8. In 

the diagram, the Greek letters represent distinct phases, the straight lines represent an abrupt 

phase boundary, and wavy lines represent a phase boundary that is not necessarily abrupt. For 

instance, the ionomer within the electrode can extend into the membrane due to the mobility of 

the polymer chains. These non-abrupt phase transitions can be represented as distinct boundaries 
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in a model, but it is important to understand how this simplification may lead to inaccurate 

estimates of local species concentrations and potential gradients.  

The potential measured experimentally for the cell shown in Figure 8 is defined as the 

difference in the chemical potential of the electrons at each current collector (). This quantity 

can be related to the electrostatic potential, and thus the overall cell potential as follows, 

 𝑈𝑈 =  −𝜇𝜇𝑒𝑒−
𝛼𝛼′ −𝜇𝜇𝑒𝑒−

𝛼𝛼

𝑛𝑛
= �ϕα′ − ϕα�, (29) 

where F is Faraday’s constant, U is the thermodynamic reversible cell potential, ϕα is the 

electrostatic potential of phase 𝜇𝜇𝑐𝑐−𝛼𝛼 , and 𝜇𝜇𝑐𝑐−𝛼𝛼  is the electrochemical potential of electrons in phase 

𝛼𝛼. The overall cell potential can be rewritten as a difference of the electrochemical half-cell 

potentials for the half-reactions occurring at each electrode,111, 112 

 𝑈𝑈 = 𝑈𝑈𝛽𝛽′ − 𝑈𝑈β
 (30) 

In the above expression, 𝑈𝑈β′and 𝑈𝑈β are the electrochemical half-cell potential for each electrode, 

taking into consideration Nernstian shifts due to the local activities of reactant and product 

species at each electrode, as defined by Eq. (22). 

Additionally, the enthalpy dependence of the thermodynamic potential is particularly 

relevant in electrochemical synthesis, because the enthalpy dependence will dictate whether the 

reactions require or generate heat, which will be relevant to consider, especially in solar driven 

electrochemical systems where heat can be generated from near-IR adsorption or in coupled 

thermo-electrochemical approaches to synthesis.113 The full form of the enthalpy potential, 

defined as the change in potential associated with changes in enthalpy, is shown below. For a 

complete derivation of this relationship the reader should look at Newman and Alyea.111 
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𝑈𝑈𝐻𝐻(T) = −𝛥𝛥𝐻𝐻(𝑅𝑅)

𝑛𝑛𝑛𝑛
= −1

𝑛𝑛𝑛𝑛
�Δ𝐿𝐿|𝑅𝑅0 + Δ𝑎𝑎(𝑅𝑅 − 𝑅𝑅0) + Δ𝑏𝑏�𝑅𝑅2−𝑅𝑅02�

2
− Δ𝑐𝑐 �1

𝑅𝑅
− 1

𝑅𝑅0
� +

Δ𝛾𝛾�𝑅𝑅3−𝑅𝑅03�
3

� 

(31) 

In the above expression, Δ𝐿𝐿|𝑅𝑅0 is the enthalpy change of the overall reaction at a 

reference temperature T0. Δ𝑎𝑎,Δ𝑏𝑏, Δ𝑐𝑐, and Δ𝛾𝛾 are the net change during the overall reaction (e.g., 

Δ𝑎𝑎 = Σ𝑖𝑖𝑠𝑠𝑖𝑖𝑎𝑎𝑖𝑖, where 𝑠𝑠𝑖𝑖 is the stoichiometric coefficient of species 𝑖𝑖) of the integration constants 

for the definition of the heat capacity, defined as 𝐶𝐶𝑎𝑎,𝑖𝑖 = 𝑎𝑎𝑖𝑖 + 𝑏𝑏𝑖𝑖𝑅𝑅 + 𝑐𝑐𝑖𝑖
𝑅𝑅2

+ 𝛾𝛾𝑖𝑖𝑅𝑅2.  

The enthalpy potential can be related to the overall cell potential by the relationship 

between the Gibbs free energy and enthalpy. The enthalpy potential can equivalently be 

expressed in terms of the cell potential by the definition of Gibbs free energy invoking the 

relationship 𝜕𝜕𝜕𝜕
𝜕𝜕𝑅𝑅

|𝑉𝑉 = Δ𝑆𝑆
𝑛𝑛𝑛𝑛

, which is only true at constant volume. This substitution facilitates 

writing a direct expression for the temperature dependence of the equilibrium potential. 

 

𝑈𝑈(𝑅𝑅) = −1
𝑛𝑛𝑛𝑛
�Δ𝐺𝐺|𝑅𝑅0 �

𝑅𝑅
𝑅𝑅0
� + Δ𝐿𝐿|𝑅𝑅0 �1 − 𝑅𝑅

𝑅𝑅0
� + Δ𝑎𝑎 �𝑅𝑅 − 𝑅𝑅0 − 𝑅𝑅ln �𝑅𝑅

𝑅𝑅0
�� −

(𝑅𝑅 − 𝑅𝑅0)2 �Δ𝑏𝑏
2

+ Δ𝑐𝑐
2𝑅𝑅𝑅𝑅02

� − Δ𝛾𝛾
6

(𝑅𝑅3 − 3𝑅𝑅𝑅𝑅02 + 2𝑅𝑅03)�, 

(32) 

where Δ𝐺𝐺|𝑅𝑅0 is the free energy change of the overall reaction at a reference temperature T0. A 

complete derivation of Eq. (32) can be found in the text of Newman and Thomas-Alyea.111 The 

above expression for the temperature dependence of the cell potential is quite complex, largely 

due to the definition of the heat capacity. However, in many cases, when the temperature range 

for the targeted electrochemical synthesis in low, it is acceptable to assume that the potential is 
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linear with respect to temperature. This has been shown to be valid for the hydrogen evolution 

reaction for temperatures between 273 and 373 K.114, 115 

3.3.2 Chemical and Electrochemical Potential 

 In modeling electrochemical synthesis, proper expressions for the electrochemical 

potentials of the various species are required to construct a thermodynamically consistent model.  

 𝜇𝜇𝑖𝑖 = 𝜇𝜇𝑖𝑖0 + 𝑅𝑅𝑅𝑅ln(𝑎𝑎𝑖𝑖) + 𝑧𝑧𝑖𝑖𝑛𝑛𝜙𝜙 + 𝐿𝐿𝚤𝚤��𝑝𝑝 − 𝑝𝑝𝑟𝑟𝑐𝑐𝑟𝑟� (33) 

where 𝜇𝜇𝑖𝑖  is the electrochemical potential of species i, 𝜇𝜇𝑖𝑖0 is the electrochemical potential of 

species i at the reference state of 298 K, unit activity, 1 bar pressure, and no applied electrostatic 

potential, zi is the charge of species i, ci is the concentration of species i, 𝐿𝐿𝚤𝚤� is the partial molar 

volume of species i, p is the local pressure, pref is a reference pressure of 1 bar, and 𝜙𝜙 is the 

electrostatic potential. In defining the species activity, ai, multiple scalings can be used, such as 

comparison to the standard molar reference, or a molal or molar ratio reference.116, 117 However, 

one must be careful to ensure that all thermodynamic quantities (e.g., equilibrium constants) are 

employed with a consistent reference.  

It is important to note that the expressions shown in Eq. (33) for the (electro)chemical 

potential do not explicitly consider excess free energies and are thus only valid in dilute solution. 

These neglected non-idealities will be critical to consider when modeling devices operating at 

high current densities, or in ionomer-phase environments, where local concentrations of species 

can reach up to 10 M ionic strength.49 The following model for species chemical potential 

accounts for mixing and excess properties.116 

 μi = 𝜇𝜇𝑖𝑖𝜃𝜃 + 𝑧𝑧𝑖𝑖𝑛𝑛𝜙𝜙 + 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖 + 𝜇𝜇𝑖𝑖𝑠𝑠𝑡𝑡𝑠𝑠 + 𝜇𝜇𝑖𝑖𝑐𝑐𝑡𝑡𝑠𝑠 + 𝜇𝜇𝑖𝑖
𝑎𝑎ℎ𝑦𝑦 + 𝜇𝜇𝑖𝑖𝑠𝑠𝑤𝑤𝑐𝑐 + 𝜇𝜇𝑖𝑖𝑠𝑠𝑡𝑡𝑐𝑐  (34) 
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In this definition of the chemical potential, all species, including the solvent, are treated 

explicitly in both the external solution and the ionomer domains. In the ionomer domains, the 

polymer groups are idealized as free ions in the hydrophilic domains. 𝜇𝜇𝑖𝑖𝜃𝜃  is the reference 

chemical potential for species i, which is defined as the chemical potential of species i in a pure 

liquid solvent, in the limit of ideal solution, in a fully dissociated state, and in which all polymer 

domains are unswollen. 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖  results from the change in free energy from ideal mixing. The 

remaining terms constitute excess chemical potential due to specific effects: 𝜇𝜇𝑖𝑖𝑠𝑠𝑡𝑡𝑠𝑠  arises from the 

solvation of ions; 𝜇𝜇𝑖𝑖𝑐𝑐𝑡𝑡𝑠𝑠 accounts for electrostatic interactions between ions; 𝜇𝜇𝑖𝑖
𝑎𝑎ℎ𝑦𝑦

 describes short-

range physical interaction between ions; and 𝜇𝜇𝑖𝑖𝑠𝑠𝑤𝑤𝑐𝑐  and 𝜇𝜇𝑖𝑖𝑠𝑠𝑡𝑡𝑐𝑐 result from the swelling of the 

polymer and steric interactions with the polymer, respectively, and only appear in the ionomer 

phase. Expressions for these terms are shown below in Table 3. 

Table 3: Expressions for ideal mixing potential and excess chemical potentials, where subscript 
0 denotes the solvent.a 

Contribution Term Expression 

Ideal Mixing μi𝑖𝑖𝑖𝑖 𝑅𝑅𝑅𝑅𝑅𝑅𝑛𝑛(𝑥𝑥𝑖𝑖) 

Solvation 𝜇𝜇𝑖𝑖≠0𝑠𝑠𝑡𝑡𝑠𝑠  

 

𝜇𝜇0𝑠𝑠𝑡𝑡𝑠𝑠 

𝑅𝑅𝑅𝑅𝑅𝑅𝑛𝑛(
𝛼𝛼𝑖𝑖
𝛼𝛼𝑖𝑖,∞

) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑛𝑛(𝛼𝛼0) 

Electrostatics  

𝜇𝜇𝑖𝑖≠0𝑐𝑐𝑡𝑡𝑠𝑠  

 

𝜇𝜇0𝑐𝑐𝑡𝑡𝑠𝑠 

−𝐴𝐴𝑅𝑅𝑅𝑅𝑧𝑧𝑖𝑖2 �
𝐼𝐼
1
2

1 + 𝐵𝐵𝑎𝑎𝐼𝐼
1
2

+
𝑚𝑚𝑀𝑀𝑧𝑧𝑀𝑀2

2𝑏𝑏𝐵𝐵𝐼𝐼
� 

𝐴𝐴𝑅𝑅𝑅𝑅 �
2
3
𝐼𝐼
3
2𝜎𝜎 �𝐵𝐵𝑎𝑎𝐼𝐼

1
2�
𝑀𝑀0

𝜌𝜌0
+
𝑀𝑀0𝑚𝑚𝑀𝑀𝑧𝑧𝑀𝑀2

𝑏𝑏𝐵𝐵
� 
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𝜎𝜎 =
3
𝑥𝑥3
�(1 + 𝑥𝑥) − 2 ln(1 + 𝑥𝑥) −

1
1 + 𝑥𝑥

� 

Physical 𝜇𝜇𝑖𝑖≠0
𝑎𝑎ℎ𝑦𝑦 

 

𝜇𝜇0
𝑎𝑎ℎ𝑦𝑦 

2𝑅𝑅𝑅𝑅� 𝛽𝛽𝑖𝑖,𝑗𝑗𝑚𝑚𝑗𝑗
𝑖𝑖≠0

 

−𝑀𝑀0𝑅𝑅𝑅𝑅� � 𝛽𝛽𝑖𝑖,𝑗𝑗𝑚𝑚𝑖𝑖𝑚𝑚𝑗𝑗
𝑗𝑗≠0𝑖𝑖≠0

 

Swelling 𝜇𝜇𝑖𝑖≠0𝑠𝑠𝑤𝑤𝑐𝑐 

 

 

𝜇𝜇0𝑠𝑠𝑤𝑤𝑐𝑐 

0 

 

𝐿𝐿0𝐸𝐸𝑏𝑏0 �1 −
𝑑𝑑(𝜙𝜙𝑀𝑀)

2 − 𝑅𝑅𝑖𝑖𝑡𝑡𝑑𝑑𝑎𝑎𝑖𝑖𝑛𝑛(𝜙𝜙𝑀𝑀)
𝑑𝑑0
2 − 𝑅𝑅𝑖𝑖𝑡𝑡𝑑𝑑𝑎𝑎𝑖𝑖𝑛𝑛0

� 

Steric 𝜇𝜇𝑖𝑖≠0𝑠𝑠𝑡𝑡𝑐𝑐  

𝜇𝜇0𝑠𝑠𝑡𝑡𝑐𝑐 

𝑅𝑅𝑅𝑅𝑎𝑎𝑖𝑖
𝑑𝑑(𝜙𝜙𝑀𝑀) − 𝑑𝑑0

 

0 

axi is the mole fraction of species i. The subscript 0 represents the solvent, and subscript M 
represents the polymer electrolyte. 𝛼𝛼0 and 𝛼𝛼𝑖𝑖 are the ratios of free solvent and unbound ions, 
respectively, after solvation to before solvation. 𝛼𝛼𝑖𝑖∞ is the fraction of unsolvated i in the limit of 
infinite dilution. I (= 𝜌𝜌0

2𝑛𝑛0𝑀𝑀0
∑ 𝑧𝑧𝑖𝑖2𝑛𝑛𝑖𝑖𝑖𝑖≠0,𝑀𝑀 ) is the ionic strength, excluding fixed-charge groups in 

the membrane. a is the distance of closest approach between ions. A is the Debye-Huckel 
limiting slope (= 1.177 m3/2 mol-1/2 for water at 298 K), and B is the Debye-Huckel solvent 
parameter (= 3.291 m3/2 mol-1/2 nm-1 for water at 298 K). b is the spacing between charged groups 
in the membrane. mi is the molality of species i.  𝛽𝛽𝑖𝑖.𝑗𝑗 is a specific interaction parameter between 
species i and j. 𝛽𝛽𝑖𝑖,𝑗𝑗 = 0 for species with like charge, is < 0 for favorable short-range interactions, 
and is > 0 for unfavorable interactions. 𝐸𝐸𝑏𝑏0 is the Young’s Modulus of the dry polymer. 𝑅𝑅𝑖𝑖𝑡𝑡𝑑𝑑𝑎𝑎𝑖𝑖𝑛𝑛 
and d are the hydrophilic domain size and spacing in the ionomer and are both functions of the 
membrane volume fraction (𝜙𝜙𝑀𝑀) with the superscript 0 denoting properties of the dry ionomer. 

3.3.3 Exchange of Species Across Phases 

The exchange of ions and solvent between the solution and ionomer phase is another 

critical physical phenomenon that must be simulated to characterize fully the chemical 
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microenvironments in electrochemical synthesis devices. Invoking the conservation of chemical 

potential for an ideal solution (Eq. (33)) for all species  across phases, as well as the condition of 

electroneutrality (Σ𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖 = 0), the equilibrium of species concentration across phases can be 

calculated using the framework of ideal Donnan equilibrium,118  

      𝑐𝑐𝑖𝑖𝑀𝑀 = ci0exp�
−𝑧𝑧𝑖𝑖𝑛𝑛(𝜙𝜙𝑖𝑖𝑀𝑀 − 𝜙𝜙𝑖𝑖0)

𝑅𝑅𝑅𝑅
�, (35) 

where Δ𝜙𝜙𝐴𝐴 =  𝜙𝜙𝑖𝑖𝑀𝑀 − 𝜙𝜙𝑖𝑖0 is the ideal Donnan potential defined as the difference in electrostatic 

potential between the membrane and solution phases, 𝑐𝑐𝑖𝑖𝑀𝑀  is the concentration of species i in the 

membrane phase, and ci0is the concentration of species i in the solution phase. It should be noted 

that the above treatment does not explicitly resolve the double layer at the phase boundary. To 

account for such features requires more sophisticated nanoscale models. It is important to note 

that ideal Donnan equilibrium does not predict any change in concentration for neutral species 

(e.g., the solvent) across the ionomer/solution interface because Donnan equilibrium is based on 

purely on electrostatics. Therefore, in continuum models that employ ideal Donnan equilibrium 

to calculate ionic species concentrations, a separate treatment of solvent uptake is commonly 

employed that accounts for water activity gradients in confined polymer electrolyte domains, as 

well as the effects of osmotic pressure driving forces.11, 12, 49, 67, 102, 117 

Most electrochemical synthesis models treat solvent uptake using a semi-empirical49, 67 or 

thermodynamic model119-121 that is parameter fit using experimental thermogravimetric analysis 

(TGA) data. The developed expression relates solvent content in the membrane (𝜆𝜆0), defined as 

the ratio of moles of solvent to moles of fixed charge sites in the membrane, to solvent activity. 

The use of 𝜆𝜆0 is convenient because many membrane properties are reported or tabulated as a 

function of 𝜆𝜆0. Therefore, solvent uptake isotherms can be used to model membrane properties 
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as a function of the solvent activity.  Weng et al.49 demonstrated this methodology in a CO2 

reduction study, which simulated the water uptake in a Tokayuma A201 ionomer (Figure 9).122 

 
Figure 9: Water uptake isotherm for Tokuyama A201 anion exchange ionomer. The isotherm 
was fit using data originally shown in Peng et al. 2018.122 Figure adapted from Weng et al. 2020 
with permission.67 Copyright 2020 Royal Society of Chemistry. 

Important to note is that a membrane in equilibrium with a vapor phase solvent at unit 

activity exhibits different solvent content than one in equilibrium with an aqueous phase or 

mixed aqueous and vapor-phase solvent. This phenomenon is referred to as Schroeder’s Paradox 

and results from variations in the polymer swelling for a membrane in contact with an aqueous or 

vapor phase that result from the difference in internal pressure exerted by liquid or vapor phase 

water.116, 123-126 Therefore, because multiphase flow is common in electrochemical synthesis 

systems, the semi-empirical treatment of solvent content must account for Schroeder’s Paradox, 

as shown below, 

 𝜆𝜆0 = 𝜆𝜆0,𝑉𝑉|𝑎𝑎0=1 + �𝜆𝜆0,𝐿𝐿 − 𝜆𝜆0,𝑉𝑉|𝑎𝑎0=1�𝑆𝑆, (36) 

where 𝜆𝜆0 is the solvent content of the membrane, 𝜆𝜆0,𝑉𝑉|𝑎𝑎0=1 is the solvent content of the 

membrane in contact with vapor phase solvent at unit activity, and 𝜆𝜆0,𝐿𝐿  is the solvent content of 

the membrane in content with a pure aqueous phase solvent. S is an empirical relation related 

roughly to the interior surface energies and water-phase network.126 It is important to note that 
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this formulation is only valid for membranes that exhibit phase separated morphologies. While 

most cation-exchange ionomers are phase separated, most anion-exchange membranes do not 

exhibit substantial phase separation.127 An example saturation curve taken from Weng et al. for 

Tokuyama A201 is shown in Figure 10. 

 

Figure 10: Saturation curve for Tokuyama A201 anion exchange ionomer. S is water saturation 
and pL is the pressure of the liquid phase. Adapted with permission from Weng et al.49 Copyright 
2020 Royal Society of Chemistry. 

When modeling species uptake for non-ideal membranes more generally, it becomes 

convenient to consider an electroneutral sum of two species (i and j) and solve the conservation 

of electrochemical potential across the phase boundary. Accounting for non-idealities is 

necessary to model properly the partitioning of different ionic species into the ionomer phase, 

which has shown to impact the selectivity of electrochemical synthesis.128-131 The tendency for i 

and j to sorb into the ionomer phase is defined as the partitioning coefficient, Γij,. 

 Γij =
𝑥𝑥𝑖𝑖𝑀𝑀�𝑥𝑥𝑗𝑗𝑀𝑀�

−𝑧𝑧𝑖𝑖𝑧𝑧𝑗𝑗

𝑥𝑥𝑖𝑖0�𝑥𝑥𝑗𝑗0�
−𝑧𝑧𝑖𝑖𝑧𝑧𝑗𝑗

= exp�
�𝜇𝜇𝑖𝑖

𝑐𝑐𝑒𝑒,0 − 𝜇𝜇𝑖𝑖
𝑐𝑐𝑒𝑒,𝑀𝑀� − 𝑧𝑧𝑖𝑖

𝑧𝑧𝑗𝑗
�𝜇𝜇𝑗𝑗

𝑐𝑐𝑒𝑒,0 − 𝜇𝜇𝑗𝑗
𝑐𝑐𝑒𝑒,𝑀𝑀�

𝑅𝑅𝑅𝑅
�, (37) 

where 𝜇𝜇𝑖𝑖𝑐𝑐𝑒𝑒  is the sum of all excess chemical potentials. Γij is conveniently independent of 

electrostatic potential and represents the product of contributions from each excess potential 
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term. If Γij = 1, the oppositely charged ions partition into the membrane following ideal Donnan 

equilibrium. If Γij > 1, i and j favorably partition into the membrane, and if Γij < 1, partitioning is 

unfavorable. For a neutral species i, the j terms disappear, and the ratio of mole fraction across 

the phase boundary is defined purely by the difference in excess chemical potential of the neutral 

species across the boundary. 

3.3.4 Speciation 

The thermodynamics of electrochemical-synthesis systems are governed by the physical 

properties of the distinct species present, including the solvent, free ions, ion pairs, neutral 

reactants and undissociated acids. Therefore, a complete thermodynamic model of an 

electrochemical system requires a complete specification of component speciation. For instance, 

in the electrochemical reduction of CO2, the reaction of fed CO2 with hydroxide anions forms 

bicarbonate anions, which can further dissociate to form carbonate anions. These reactions are 

responsible for parasitic CO2 consumption and subsequent crossover of (bi)carbonate anions 

through anion-exchange membranes in CO2 reduction devices. Tracking the (bi)carbonate anion 

formation in the ionomer is critical to modeling ion transport as well as single-pass conversion 

efficiency,49, 132 because CO2 can react with OH− anions at the cathode to form (bi)carbonates 

and cross over to the anode, where H+ generation from water oxidation reforms CO2 that leaves 

the cell unreacted.133 Similarly, speciation can be used to rationalize interacting ion transport and 

phenomena such as solvation and subsequent solvent transport. Additionally, the inclusion of 

dissociation reactions is necessary to describe accurately the local pH due to possible pH 

buffering capacity, which can greatly impact local microenvironment and product 

distributions.134, 135 The equilibrium constants of these homogeneous reactions are defined as107 
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      𝐾𝐾i = ��𝑎𝑎𝑖𝑖
𝑠𝑠𝑖𝑖� = exp �−

Δ𝐺𝐺0

𝑅𝑅𝑅𝑅
�, (38) 

where Δ𝐺𝐺0  is the free energy change of a given dissociation reaction in the standard state. (Note 

that the values of these equilibrium constants change with the choice of reference state.) A list of 

common buffer reactions in electrochemical synthesis and their equilibrium constants for a 

standard reference at 298 K is given in Table 4. 

Table 4: Expressions for equilibrium constants of common dissociation reactions at 298 K using 
a standard reference in aqueous electrolyte. 

Reaction Ki Ref. 

CO2(aq) + H2O ↔  H+ + HCO3
− 4.27 × 10−7 136 

HCO3
− ↔ H+ + CO3

2− 4.58 × 10−11 136 

CO2(aq) + OH− ↔ HCO3
− 4.27 × 107 136 

HCO3
− + OH− ↔ H2O + CO3

2− 4.58 × 103 136 

H2CO3 ↔ H+ + HCO3
− 4.3 × 10−7a 137 

H2O ↔ H+ + OH− 1.0 × 10−14 137 

HCOOH(aq) ↔ H+ + HCOO− 1.77 × 10−4 138 

CH3COOH(aq) ↔ H+ + CH3COO− 1.77 × 10−5 137 

HOOCCOOH(aq) ↔ H+ + HOOCCOO− 3.47 × 10−2 139 

HOOCCOO− ↔ H+ + OOCCOO2− 3.98 × 10−5 139 
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H3PO4(aq) ↔ H+ + H2PO4
− 7.52 × 10−3 137 

H2PO4
− ↔ H+ + HPO4

2− 6.23 × 10−8 137 

HPO4
2− ↔ H+ + PO4

3− 4.8 × 10−13 137 

H2SO4(aq) ↔ H+ + HSO4
− 1.0 × 103 140 

HSO4
− ↔ H+ + SO4

2− 1.02 × 10−2 137 

H3BO3 ↔ H+ + H2BO3
− 5.75 × 10−10 141 

H2BO3
− ↔ H+ + HBO3

2− 1.8 × 10−13 142 

HBO3
2− ↔ H+ + BO3

3− 1.6 × 10−14 142 

NH3 + H2O ↔ NH4
+ + OH− 1.78 × 10−5 143 

aWhile the pKa of the first carbonic acid dissociation is commonly noted as 6.37 (as is consistent 
with the value in the table). Recent work has suggested that the pKa is actually substantially more 
acidic, with a pKa of 3.49 due to the very fast equilibrium with CO2.144 

Work by Divekar et al. suggests that the rate coefficients and the unimolecular Ka of the 

buffer reactions change when measured in an ionomer environment as opposed to an aqueous 

solution.145 However, the magnitude of these changes has not been widely reported or 

established. Future work should seek to characterize these values for implementation in the 

development of continuum models. 

Lastly, it is important to note that Onsager demonstrated that the equilibrium for reactions 

that lead to the net generation and consumption of charge is strongly impacted by the local 

electric field. These field-enhanced dissociation kinetics are particularly relevant for modeling 

the dissociation of water at bipolar membrane (BPM) or in neutral water inside porous domains 
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in the high-field region at ionomer/ionomer or ionomer/water interfaces, as field-enhanced 

dissociation changes observed pH gradients (e.g., in BPMs).117, 146 Additionally, these effects 

may be relevant in modeling the local pH near an electrolyte/metal interface due to the high 

electric fields achieved in the double layer.70 To incorporate this effect into the homogeneous 

reaction kinetics, the equilibrium constant is modeled as a function of the local electric field.147-

149 The dependence of the equilibrium constant on the electric field is given by,150 

 
𝐾𝐾𝑎𝑎(𝐸𝐸) = 𝐾𝐾𝑎𝑎0

�∑ 1
𝑚𝑚!(𝑚𝑚+1)!

(2𝛽𝛽𝛽𝛽)𝑚𝑚∞
𝑚𝑚=0 � cosh(𝜏𝜏𝛽𝛽𝛽𝛽)cosh(𝜏𝜏) 𝛽𝛽𝛽𝛽

1+
1−exp�−1𝜎𝜎�

2 �𝜎𝜎2𝛽𝛽𝛽𝛽+(4.97𝜎𝜎) sinh(0.0835𝜎𝜎𝛽𝛽𝛽𝛽)
cosh2(0.0835𝜎𝜎𝛽𝛽𝛽𝛽)�

. 
(39) 

 

In the above equation, 𝐾𝐾𝑎𝑎0 is the equilibrium constant under zero electric field, E is the 

local electric field, and 𝜏𝜏 is a lumped parameter: 

 𝜏𝜏 = −0.128 ln(cosh(0.235σ)) + 5.72𝜎𝜎2, (40) 

where 𝜎𝜎 is dimensionless bond length defined as the bond length divided by the Bjerrum length.  

 
𝜎𝜎 =

0.58 nm
2𝑅𝑅𝑏𝑏

, 𝑅𝑅𝑏𝑏 =
e𝑛𝑛

8π𝜀𝜀𝐻𝐻2𝑂𝑂𝑅𝑅𝑅𝑅
 

(41) 

In the above definition, e is the elementary charge, F is Faraday’s constant, R is the ideal-

gas constant, 𝜀𝜀𝐻𝐻2𝑂𝑂 is the dielectric permittivity of water, and T is the absolute temperature. The 

value of 0.58 nm represents the length at which the hydroxide and hydronium ions separate in 

water.150 βE is a dimensionless electric field strength given as 

 
𝛽𝛽𝐸𝐸 =

𝑅𝑅𝑏𝑏𝑛𝑛
𝑅𝑅𝑅𝑅

𝐸𝐸. 
 

 
(42) 

3.4 Transport 

3.4.1 Mass Transport in Porous Electrodes 

Electrochemical-synthesis devices typically mediate multicomponent and multiphase 

mass transfer of products and reactants. In such systems, it is necessary to ensure mass 
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conservation for each species as well as for each phase. The conservation of moles for each 

species can be written based on Eq. (6) for a discrete control volume within the porous electrode 

device,12  

 𝜕𝜕𝜀𝜀𝑘𝑘𝑐𝑐𝑖𝑖,𝑘𝑘
𝜕𝜕𝜕𝜕

+ ∇ ⋅ 𝐍𝐍𝒊𝒊,𝒌𝒌 = 𝑅𝑅𝑖𝑖,𝑘𝑘. (43) 

In the above equation, 𝜀𝜀𝑘𝑘 is the volume fraction of phase 𝑘𝑘, 𝑐𝑐𝑖𝑖,𝑘𝑘 is concentration of 

species 𝑖𝑖 in phase 𝑘𝑘, 𝐍𝐍𝑖𝑖,𝑘𝑘 is the molar flux of species 𝑖𝑖 in phase 𝑘𝑘, and 𝑅𝑅𝑖𝑖,𝑘𝑘 is the total volume 

specific rate of generation of species 𝑖𝑖 in phase 𝑘𝑘 through reactions and phase change. While Eq. 

(43) is mole-based, an analogous mass-based conservation equation is also used in literature. 

For a dilute system, only interactions between the mobile chemical species and the 

solvent are considered in the molar flux term. The diffusion term is estimated using Fick’s law 

and the total molar flux is usually expressed as151 

 𝐍𝐍𝑖𝑖,𝑘𝑘 = −𝐷𝐷𝑖𝑖,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟∇𝑐𝑐𝑖𝑖,𝑘𝑘 + 𝑐𝑐𝑖𝑖,𝑘𝑘v𝑘𝑘∗ , (44) 

where 𝐷𝐷𝑖𝑖,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟is the effective diffusion coefficient of species 𝑖𝑖 in phase 𝑘𝑘 and v𝑘𝑘∗  is the molar-

averaged velocity of phase 𝑘𝑘151 

 𝐯𝐯𝑘𝑘∗ =
∑ 𝑵𝑵𝑖𝑖,𝑘𝑘𝑖𝑖

𝑐𝑐𝑅𝑅,𝑘𝑘
, (45) 

where 𝑐𝑐𝑅𝑅,𝑘𝑘 is the total concentration of phase 𝑘𝑘. The effective diffusivity 𝐷𝐷𝑖𝑖,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 takes into account 

the phase volume fraction and tortuosity152 

 𝐷𝐷𝑖𝑖,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 =

𝜀𝜀𝑘𝑘
𝜏𝜏𝑘𝑘

𝐷𝐷𝑖𝑖,𝑘𝑘, (46) 
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where 𝐷𝐷𝑖𝑖,𝑘𝑘 is the molecular diffusivity of species 𝑖𝑖 in the solvent and 𝜏𝜏𝑘𝑘 is the tortuosity of phase 

𝑘𝑘. To simulate mass transfer of a gaseous species in a porous medium with pore sizes that are 

smaller than the mean free-path, Knudsen diffusivity must be considered. The diffusivity is then 

estimated as a combination of molecular and Knudsen diffusivity152 

 
1
𝐷𝐷𝑖𝑖,𝑘𝑘

 =
1

𝐷𝐷𝑑𝑑𝑖𝑖.𝑘𝑘

+
1

𝐷𝐷𝐾𝐾𝑖𝑖,𝑘𝑘
. (47) 

𝐷𝐷𝑑𝑑𝑖𝑖,𝑘𝑘 is the molecular diffusivity of species i in phase k, which can be expressed for gases at low 

pressure using the following expression developed from kinetic theory and corresponding states 

arguments:151 

 𝐷𝐷𝑑𝑑𝑖𝑖,𝑘𝑘 =
𝑎𝑎
𝑝𝑝
�

𝑅𝑅
�𝑅𝑅𝑐𝑐𝐴𝐴𝑅𝑅𝑐𝑐𝑐𝑐

�
𝑏𝑏

�𝑝𝑝𝑐𝑐,𝐴𝐴𝑝𝑝𝑐𝑐,𝑐𝑐�
1
3�𝑅𝑅𝑐𝑐,𝐴𝐴𝑅𝑅𝑐𝑐,𝑐𝑐�

5
12 �

1
𝑀𝑀𝐴𝐴

+
1
𝑀𝑀𝑐𝑐

�
1
2

 , (48) 

In the above expression, a and b are empirical constants with values of 𝑎𝑎 = 2.745 ×

10−4 [cm
2

s
atm

1
3K−56 � g

g−mol
�
1
2], and 𝑏𝑏 = 1.823 for nonpolar gas pairs. Mi, 𝑅𝑅𝑐𝑐,𝑖𝑖, and 𝑝𝑝𝑐𝑐,𝑖𝑖 represent 

the molar mass, critical temperature, and critical pressure of species i, respectively. For 

definitions of molecular diffusivity for gases at high pressure or molecules in aqueous solvent, 

more complicated, often empirical relationships are used, some expressions can be found in the 

text by Bird, Stewart and Lightfoot.151 

 In Eq. (47), 𝐷𝐷𝐾𝐾𝑖𝑖,𝑘𝑘  is the Knudsen diffusivity152 

 𝐷𝐷𝐾𝐾𝑖𝑖,𝑘𝑘 =
2𝑟𝑟0
3
�

8𝑅𝑅𝑅𝑅
𝜋𝜋𝑀𝑀𝑖𝑖

 , (49) 

where 𝑟𝑟0 is the pore radius and 𝑀𝑀𝑖𝑖 is the molar mass of species 𝑖𝑖.  
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 For a concentrated multi-component mixture, one must additionally consider 

solute/solute friction and interactions, which are neglected when using Fick’s law. Hence, a 

Stefan-Maxwell framework is usually implemented,153, 154
  In this framework, the sum of the 

driving force is equal to the sum of the frictional forces acting on species i due to its motion 

relative to other species, 

 𝒅𝒅𝒊𝒊 = �𝐾𝐾𝑖𝑖𝑗𝑗�𝒗𝒗𝒋𝒋 − 𝒗𝒗𝒊𝒊�,
𝑗𝑗≠𝑖𝑖

 (50) 

where di is the driving force per unit volume acting on a given species i, Kij is a coefficient that 

represents the extent of frictional interaction between species i and j (where Kij = Kji by 

Newton’s third law of motion), and vi is the velocity of species i relative to a reference velocity.  

The left-hand side of Eq. (50) can be replaced with the following expression for a general 

driving force. 

 𝒅𝒅𝒊𝒊 = 𝑐𝑐𝑖𝑖 �𝛁𝛁μ𝑖𝑖 −
𝑀𝑀𝑖𝑖

𝜌𝜌
𝛁𝛁𝑝𝑝 − 𝑿𝑿𝒊𝒊 +

𝑀𝑀𝑖𝑖

𝜌𝜌
�𝑿𝑿𝒋𝒋𝑐𝑐𝑗𝑗
𝑗𝑗

+ 𝑆𝑆�̅�𝑖𝛁𝛁𝛁𝛁� (51) 

The first term results from transport along chemical potential gradients, the second term 

is due to gradients in the thermodynamic pressure, the third and fourth terms arise due to external 

body forces per mole (e.g., gravity), and the last term results from thermal diffusion. However, 

because thermal diffusion is typically small relative to other effects, this term can usually be 

neglected,11, 111 resulting in the following form for the isothermal transport of species i.  

 �𝐾𝐾𝑖𝑖𝑗𝑗�𝒗𝒗𝒋𝒋 − 𝒗𝒗𝒊𝒊�
𝑗𝑗≠𝑖𝑖

= 𝑐𝑐𝑖𝑖 �𝛁𝛁μ𝑖𝑖 −
𝑀𝑀𝑖𝑖

𝜌𝜌
𝛁𝛁𝑝𝑝 − 𝑿𝑿𝒊𝒊 +

𝑀𝑀𝑖𝑖

𝜌𝜌
�𝑿𝑿𝒋𝒋𝑐𝑐𝑗𝑗
𝑗𝑗

� (52) 
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It is important to note that for electrochemical synthesis devices with large temperature 

gradients, the effects of thermal diffusion will likely need to be considered. 

Accounting for friction from a porous medium has been implemented differently in the 

literature. A commonly used framework in the modeling of porous media is the Dusty Gas 

Model (DGM)155; however, recently several discrepancies have been pointed out in this 

model.156 Therefore, improved models such as the Binary Friction Model (BFM)156 and Modified 

Binary Friction Model (MBFM)152 have been developed. In the MBFM, Eq. (52) can be 

expressed as,152 

 𝛁𝛁𝑝𝑝𝑖𝑖,𝑘𝑘 = 𝑅𝑅𝑅𝑅��
𝑝𝑝𝑖𝑖,𝑘𝑘𝐍𝐍𝒋𝒋,𝒌𝒌 − 𝑝𝑝𝑗𝑗,𝑘𝑘𝐍𝐍𝒊𝒊,𝒌𝒌

𝑝𝑝𝑘𝑘𝐷𝐷𝑖𝑖𝑗𝑗
𝑐𝑐𝑟𝑟𝑟𝑟 �

𝑛𝑛

𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

− 𝑅𝑅𝑅𝑅 �𝐷𝐷𝐾𝐾𝑖𝑖,𝑘𝑘 +
𝑘𝑘𝑘𝑘
𝜒𝜒𝑖𝑖
�
−1

𝐍𝐍𝒊𝒊,𝒌𝒌, (53) 

where 𝑝𝑝𝑖𝑖,𝑘𝑘 is partial pressure of 𝑖𝑖 and 𝑘𝑘𝑘𝑘 is the permeability of phase 𝑘𝑘. The binary diffusion 

coefficients shown above can be related to the frictional coefficients (Eq. (50)) according to 

 𝐷𝐷𝑖𝑖𝑗𝑗 =
𝑅𝑅𝑅𝑅𝑐𝑐𝑖𝑖𝑐𝑐𝑗𝑗
𝐾𝐾𝑖𝑖𝑗𝑗𝑐𝑐𝑅𝑅

. (54) 

The effective binary diffusivity between 𝑖𝑖 and 𝑗𝑗 is symmetric due to Onsager reciprocity 

and is given as: 

 𝐷𝐷𝑖𝑖𝑗𝑗
𝑐𝑐𝑟𝑟𝑟𝑟 = 𝐷𝐷𝑗𝑗𝑖𝑖

𝑐𝑐𝑟𝑟𝑟𝑟 =
 𝜀𝜀𝑘𝑘
𝜏𝜏𝑘𝑘

𝐷𝐷𝑖𝑖𝑗𝑗 =
𝜀𝜀𝑘𝑘
𝜏𝜏𝑘𝑘

𝐷𝐷𝑗𝑗𝑖𝑖 .  (55) 

The parameter 𝜒𝜒𝑖𝑖 is expressed as, 

 𝜒𝜒𝑖𝑖 =
𝜇𝜇𝑀𝑀𝑖𝑖

1
2

∑ 𝑝𝑝𝑗𝑗,𝑘𝑘𝑀𝑀𝑗𝑗
1
2

𝑗𝑗

, (56) 
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where 𝜇𝜇 is the mixture viscosity, which can be obtained using the Chapman-Enskog 

formulation.157  

 For a multi-component system with 𝑁𝑁 species, one needs to determine 𝑛𝑛 partial pressures 

(𝑝𝑝𝑖𝑖,𝑘𝑘), concentrations (𝑐𝑐𝑖𝑖,𝑘𝑘), or mole/mass fractions. In solving for these quantities, (𝑁𝑁 − 1) mole 

conservation equations can be invoked, leaving one additional degree of freedom. The final 

equation required to satisfy the degrees of freedom is the mixture mole fraction constraint. 

 �𝑥𝑥𝑖𝑖

𝑛𝑛

𝑖𝑖=1

= 1, (57) 

To determine the macroscale pressure, a hydrodynamic equation is required, which is 

typically Darcy’s law12 

 𝐯𝐯 = −
kk
μ
𝛁𝛁𝑝𝑝𝑘𝑘, (58) 

where 𝐯𝐯 is the mass-averaged velocity.  

The total rate of generation of species 𝑖𝑖 in Eq. (43) can be expressed as 

 𝑅𝑅𝑖𝑖,𝑘𝑘 = −�𝐴𝐴𝑠𝑠,𝑘𝑘𝑠𝑠𝑛𝑛𝑖𝑖,𝑘𝑘
𝑖𝑖𝑛𝑛
𝑛𝑛𝑛𝑛𝑛𝑛

+ �𝐴𝐴𝑡𝑡,𝑘𝑘𝑟𝑟𝑖𝑖,𝑡𝑡→𝑘𝑘 + 𝜀𝜀𝑘𝑘�𝑠𝑠𝑑𝑑𝑖𝑖,𝑘𝑘𝑅𝑅𝑑𝑑𝑖𝑖,𝑘𝑘
𝑑𝑑

.
𝑡𝑡𝑛𝑛

 (59) 

  The first term describes the consumption of species 𝑖𝑖 through various electrochemical 

reactions. 𝐴𝐴𝑠𝑠,𝑘𝑘 is the specific area of the interface between electronically conducting phase (𝑠𝑠) 

and phase 𝑘𝑘, 𝑠𝑠𝑛𝑛𝑖𝑖,𝑘𝑘 is the stoichiometry of the 𝑛𝑛𝑡𝑡ℎ electrochemical reaction of species 𝑖𝑖 in phase 𝑘𝑘, 

𝑛𝑛𝑛𝑛 is the number of electrons involved in 𝑅𝑅𝑡𝑡ℎ electrochemical reaction, and 𝑖𝑖𝑛𝑛 is the transfer 

current between phases. The negative sign of this term assumes that consumption of species 𝑖𝑖 

produces current; a more detailed explanation of the kinetics is provided in Section 3.5. The 
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second term describes the source term due to phase transfer. 𝑟𝑟𝑖𝑖,𝑡𝑡→𝑘𝑘 is the area specific rate of 

phase transfer of species 𝑖𝑖 from phase 𝑅𝑅 to phase 𝑘𝑘 and 𝐴𝐴𝑡𝑡,𝑘𝑘 is the interfacial area between phases 

𝑅𝑅 and 𝑘𝑘. The rate of phase transfer across a phase boundary can be obtained as,102 

 𝑟𝑟𝑖𝑖,𝑡𝑡→𝑘𝑘 = 𝑘𝑘𝑖𝑖,𝑡𝑡→𝑘𝑘�𝜇𝜇𝑖𝑖,𝑡𝑡 − 𝜇𝜇𝑖𝑖,𝑘𝑘�, (60) 

where 𝑘𝑘𝑖𝑖,𝑡𝑡𝑘𝑘 is the transfer rate constant and 𝜇𝜇𝑖𝑖,𝑡𝑡 and 𝜇𝜇𝑖𝑖,𝑘𝑘 are the chemical potentials of species 𝑖𝑖 in 

phase 𝑅𝑅 and 𝑘𝑘, respectively. A large value of 𝑘𝑘𝑖𝑖,𝑡𝑡𝑘𝑘 is often used to ensure equilibrium between the 

two phases. Finally, the last term in Eq. (59) describes the generation of species 𝑖𝑖 through 

homogeneous volumetric chemical reactions, where 𝑅𝑅𝑑𝑑𝑖𝑖,𝑘𝑘  is the volume specific rate of 

generation of species 𝑖𝑖 in phase 𝑘𝑘 via the 𝑚𝑚𝑡𝑡ℎ chemical reaction. It is relevant to note that Eq. 

(59) does not include terms for heterogeneous adsorption of species i on a solid surface, but 

would take a form similar to that of the phase transfer term.  

3.4.2 Charge Transport 

The charge transport in an electrochemical-synthesis system follows the same 

conservation equation framework as Eq. (6), 

 𝜕𝜕
𝜕𝜕𝜕𝜕
𝜀𝜀𝑘𝑘𝑧𝑧𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖,𝑘𝑘 + 𝛁𝛁 ⋅ 𝑧𝑧𝑖𝑖𝑛𝑛𝐍𝐍𝑖𝑖,𝑘𝑘 = 𝑧𝑧𝑖𝑖𝑛𝑛𝑅𝑅𝑖𝑖,𝑘𝑘, (61) 

where 𝑧𝑧𝑖𝑖 is charge of species 𝑖𝑖, 𝑛𝑛 is Faraday’s constant. 𝑅𝑅𝑖𝑖,𝑘𝑘 is the rate of generation of species 𝑖𝑖 

through electrochemical and/or homogeneous reactions and can be estimated using Eq. (59). 

Because the model calculates the fluxes and local concentrations of each ionic species, when 

charge separation is determined by coupling these ionic species conservation equations with the 

Poisson equation (discussed later), the physics and capacitance of the diffuse double layer are 

calculated directly within a given phase k. However, it is important to note that the model does 
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not account for specific adsorption and desorption processes in the inner and outer Helmholtz 

planes explicitly, and a more sophisticated model is required to capture those multi-scale 

phenomena.  

The overall charge conservation, which can be obtained by summing Eq. (61) over all 

phases and species, is also an important quantity. In many cases in electrochemical synthesis, the 

relevant processes to be simulated are macroscale (≥ 10 𝜇𝜇𝑚𝑚) and at steady state, for which 

charge separation is negligible and there can be no net generation or consumption of total charge. 

For these cases, the overall charge conservation equation reduces to 

 
𝜕𝜕
𝜕𝜕𝜕𝜕
𝑛𝑛�𝜀𝜀𝑘𝑘

𝑘𝑘

�𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖,𝑘𝑘
𝑖𝑖

= −𝛁𝛁 ⋅ 𝑛𝑛��𝑧𝑧𝑖𝑖𝐍𝐍𝑖𝑖,𝑘𝑘
𝑖𝑖𝑘𝑘

. (62) 

The current density in each phase is defined as 

 𝐢𝐢𝑘𝑘 = 𝑛𝑛�𝑧𝑧𝑖𝑖𝐍𝐍𝑖𝑖,𝑘𝑘.
𝑖𝑖

 (63) 

Furthermore, charge neutrality must be observed in each phase as well at steady state, 

 �𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖,𝑘𝑘
𝑖𝑖

= 0. (64) 

The overall assumption of charge neutrality in the domain relies on the assumption that 

there is no definite charge separation in the domain. The double layers near the phase boundaries 

(e.g., between carbon and ionomer), however, may have charging/discharging during dynamic 

operations and therefore a charge separation can occur. One can neglect this when simulation 

domains are large enough that the double-layer volume is negligible and the timescales under 
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consideration are larger than charge/discharge cycles (~10 ms)89, 158. For small length and 

timescales, when charge separation cannot be neglected, Poisson’s equation is used,159 

 ∇2𝜙𝜙k = −
ρe
𝜀𝜀0

,  (65) 

where 𝜙𝜙k is the electric potential of phase 𝑘𝑘, 𝜀𝜀0 is the permittivity of the medium, and 𝜌𝜌𝑐𝑐 is the 

net charge density defined as 

 𝜌𝜌𝑐𝑐 = 𝑛𝑛�𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖.
𝑖𝑖

 (66) 

 The estimation of the flux of charged species depends on whether a dilute or concentrated 

solution approach is used. In the dilute-solution approach, the flux from diffusion, convection, 

and migration under electric field are linearly superimposed without accounting for any 

interaction between the various species; the net flux is given by the Nernst-Planck equation159 

 𝐍𝐍𝑖𝑖,𝑘𝑘 = −𝜀𝜀𝑘𝑘𝐷𝐷𝑖𝑖,𝑘𝑘𝛁𝛁𝑐𝑐𝑖𝑖,𝑘𝑘 + 𝑐𝑐𝑖𝑖,𝑘𝑘𝐯𝐯𝑘𝑘∗ − 𝜀𝜀𝑘𝑘
𝑧𝑧𝑖𝑖𝐷𝐷𝑖𝑖,𝑘𝑘𝑛𝑛𝑐𝑐𝑖𝑖,𝑘𝑘

𝑅𝑅𝑅𝑅
𝛁𝛁𝜙𝜙𝑘𝑘. (67) 

This equation is sometimes also written in terms of mobility as 

 𝐍𝐍𝑖𝑖,𝑘𝑘 = −𝜀𝜀𝑘𝑘𝐷𝐷𝑖𝑖,𝑘𝑘𝛁𝛁𝑐𝑐𝑖𝑖,𝑘𝑘 + 𝑐𝑐𝑖𝑖,𝑘𝑘𝐯𝐯𝑘𝑘∗ − 𝜀𝜀𝑘𝑘𝑧𝑧𝑖𝑖𝑢𝑢𝑖𝑖,𝑘𝑘𝑛𝑛𝑐𝑐𝑖𝑖,𝑘𝑘𝛁𝛁𝜙𝜙𝑘𝑘, (68) 

where Nernst-Einstein relation is used to define the mobility of ion 𝑖𝑖 in phase 𝑘𝑘 and is only valid 

at infinite dilution. 

 𝑢𝑢𝑖𝑖 =
𝐷𝐷𝑖𝑖
𝑅𝑅𝑅𝑅

 (69) 

The total ionic current in phase 𝑘𝑘 can be obtained as160 
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  𝐢𝐢𝑘𝑘 = 𝑛𝑛�𝑧𝑧𝑖𝑖𝐍𝐍𝑖𝑖,𝑘𝑘
𝑖𝑖

= −𝜀𝜀𝑘𝑘𝑛𝑛�𝑧𝑧𝑖𝑖𝐷𝐷𝑖𝑖,𝑘𝑘𝛁𝛁𝑐𝑐𝑖𝑖,𝑘𝑘
𝑖𝑖

− 𝜀𝜀𝑘𝑘𝑛𝑛2�𝑧𝑧𝑖𝑖2𝑢𝑢𝑖𝑖,𝑘𝑘
𝑖𝑖

𝑐𝑐𝑖𝑖,𝑘𝑘𝛁𝛁𝜙𝜙𝑘𝑘 + 𝑛𝑛�𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖,𝑘𝑘𝐯𝐯𝑘𝑘∗

𝑖𝑖

. (70) 

Since no net charge convection can occur due to charge neutrality, the above equation reduces to 

 

𝐢𝐢𝑘𝑘 = −𝜀𝜀𝑘𝑘𝑛𝑛�𝑧𝑧𝑖𝑖𝐷𝐷𝑖𝑖,𝑘𝑘𝛁𝛁𝑐𝑐𝑖𝑖,𝑘𝑘
𝑖𝑖

− 𝜀𝜀𝑘𝑘𝑛𝑛2�𝑧𝑧𝑖𝑖2𝑢𝑢𝑖𝑖,𝑘𝑘
𝑖𝑖

𝑐𝑐𝑖𝑖,𝑘𝑘𝛁𝛁𝜙𝜙𝑘𝑘

= −𝜀𝜀𝑘𝑘𝑛𝑛�𝑧𝑧𝑖𝑖𝐷𝐷𝑖𝑖,𝑘𝑘𝛁𝛁𝑐𝑐𝑖𝑖,𝑘𝑘
𝑖𝑖

− 𝜀𝜀𝑘𝑘𝜅𝜅𝑘𝑘𝛁𝛁𝜙𝜙𝑘𝑘 , 

(71) 

where 𝜅𝜅𝑘𝑘 is ionic conductivity of phase 𝑘𝑘 

 𝜅𝜅𝑘𝑘 = 𝑛𝑛2�𝑧𝑧𝑖𝑖2𝑢𝑢𝑖𝑖,𝑘𝑘
𝑖𝑖

𝑐𝑐𝑖𝑖,𝑘𝑘. (72) 

Under pure migration (no concentration gradients), Eq. (71) reduces to Ohm’s law 

 𝐢𝐢𝑘𝑘 = −𝜅𝜅𝑘𝑘𝛁𝛁𝜙𝜙𝑘𝑘. (73) 

  The Nernst-Plank equation framework is easy to use as it requires the knowledge of only 

𝑁𝑁 diffusivities (𝐷𝐷𝑖𝑖,𝑘𝑘); however, it relies on the assumption of a dilute solution. For thorough 

understanding of multi-ion transport in a solution, a more rigorous concentrated-solution theory 

approach is required, which accounts for all binary interactions among all components. The 

concentrated-solution theory for charge transport also utilizes the Stefan-Maxwell framework, 

similar to the mass-transport relation described in the previous section (Section 3.4.1 Eqs. (51)-

(52)).  

Prior studies have redefined the Stefan-Maxwell equations in terms of experimentally 

measurable properties,  
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 𝐍𝐍𝑖𝑖,𝑘𝑘 = −
𝜕𝜕𝑖𝑖,𝑘𝑘𝜅𝜅𝑘𝑘
𝑧𝑧𝑖𝑖𝑛𝑛2

𝛁𝛁𝜇𝜇𝑛𝑛,𝑘𝑘

𝑧𝑧𝑛𝑛
−��𝛼𝛼𝑖𝑖𝑗𝑗,𝑘𝑘 +

𝜕𝜕𝑖𝑖,𝑘𝑘𝜕𝜕𝑗𝑗,𝑘𝑘𝜅𝜅𝑘𝑘
𝑧𝑧𝑖𝑖𝑧𝑧𝑗𝑗𝑛𝑛2

�
𝑗𝑗

𝛁𝛁𝜇𝜇𝑗𝑗,𝑛𝑛,𝑘𝑘, (74) 

where 𝜕𝜕𝑖𝑖,𝑘𝑘 is transference number of species 𝑖𝑖 in phase 𝑘𝑘, 𝛼𝛼𝑖𝑖𝑗𝑗,𝑘𝑘 is the transport coefficient 

between species 𝑖𝑖 and 𝑗𝑗. 𝜇𝜇𝑖𝑖,𝑛𝑛,𝑘𝑘 is the electrochemical potential of species 𝑖𝑖 relative to species 𝑛𝑛161 

 𝜇𝜇𝑖𝑖,𝑛𝑛,𝑘𝑘 = 𝜇𝜇𝑖𝑖,𝑘𝑘 −
𝑧𝑧𝑖𝑖
𝑧𝑧𝑛𝑛
𝜇𝜇𝑛𝑛,𝑘𝑘. (75) 

Equation (74) can also be expressed in terms of current density as160 

 𝐍𝐍𝑖𝑖,𝑘𝑘 =
𝜕𝜕𝑖𝑖,𝑘𝑘𝐢𝐢𝑘𝑘
𝑧𝑧𝑖𝑖𝑛𝑛

−�𝛼𝛼𝑖𝑖𝑗𝑗,𝑘𝑘𝛁𝛁𝜇𝜇𝑗𝑗,𝑛𝑛,𝑘𝑘
𝑗𝑗

. (76) 

The coefficients 𝛼𝛼𝑖𝑖𝑗𝑗,𝑘𝑘 are symmetric, which results in (𝐴𝐴−1)𝐴𝐴
2

 independent coefficients. 

Several of the 𝛼𝛼𝑖𝑖𝑗𝑗,𝑘𝑘’s and 𝜕𝜕𝑖𝑖,𝑘𝑘’s can be related to experimental measurements of conductivity, 

transference numbers, electro-osmotic coefficients, and diffusion coefficients. Furthermore, a 

few of the coefficients, such as interactions between same charges, can be safely neglected due 

to electrostatic repulsions; however, even with the available measurements and the neglected 

parameters, several of the transport parameters remain unknown for a variety of systems. Prior 

work has presented detailed theoretical frameworks to estimate several of these parameters.116, 162   

Overall, even though the concentrated-solution approach is more rigorous, it is often difficult to 

implement due to a lack of interaction parameter values or expressions. 

For the simple case of a single ion in a polymer electrolyte, the concentrated-solution 

framework simplifies. Such conditions may exist in water electrolyzers where only protons or 

hydroxide ions are present. The concentrated-solution-theory framework in such cases reduces 

to163 
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 𝐢𝐢𝑘𝑘 = −𝜅𝜅𝑘𝑘𝛁𝛁𝜙𝜙𝑘𝑘 −
𝜅𝜅𝑘𝑘𝜉𝜉𝑘𝑘
𝑛𝑛

𝛁𝛁𝜇𝜇𝑤𝑤,𝑘𝑘,  (77) 

 𝐍𝐍𝑤𝑤,𝑘𝑘 = −
𝜅𝜅𝑘𝑘𝜉𝜉𝑘𝑘
𝑛𝑛

𝛁𝛁𝜙𝜙𝑘𝑘 − �𝛼𝛼𝑘𝑘 +
𝜅𝜅𝑘𝑘𝜉𝜉𝑘𝑘2

𝑛𝑛2
�𝛁𝛁𝜇𝜇𝑤𝑤,𝑘𝑘, (78) 

where 𝜇𝜇𝑤𝑤,𝑘𝑘 is chemical potential of water in the electrolyte, 𝛼𝛼𝑘𝑘 is the water diffusion coefficient 

in electrolyte, 𝜅𝜅𝑘𝑘 is the conductivity of pure polymer electrolyte, and 𝜉𝜉𝑘𝑘 is the electroosmotic 

coefficient. This framework is extensively used in fuel cells and water electrolyzers.11, 126 

While a concentrated-solution framework like the one shown in Eq. (74) may be 

infeasible for multi-ion mixtures due to the number of coefficients, the single-ion model shown 

above can be extended to account for multiple ions.12 The flux of species 𝑖𝑖 can be expressed as 

 𝐍𝐍𝑖𝑖,𝑘𝑘 = −𝑥𝑥𝑖𝑖,𝑘𝑘
𝜅𝜅𝑖𝑖,𝑘𝑘
𝑧𝑧𝑖𝑖𝑛𝑛

𝜵𝜵𝜙𝜙𝑘𝑘 − 𝑥𝑥𝑖𝑖,𝑘𝑘
𝜅𝜅𝑖𝑖,𝑘𝑘𝜉𝜉𝑖𝑖,𝑘𝑘
𝑧𝑧𝑖𝑖2𝑛𝑛2

𝜵𝜵𝜇𝜇𝑤𝑤,𝑘𝑘 − 𝐷𝐷𝑖𝑖,𝑘𝑘𝑐𝑐𝑡𝑡𝛁𝛁𝑥𝑥𝑖𝑖,𝑘𝑘,  (79) 

where 𝑥𝑥𝑖𝑖,𝑘𝑘 is the mole fraction of species 𝑖𝑖, 𝜅𝜅𝑖𝑖,𝑘𝑘 is the limiting electrolyte conductivity when 

saturated with ion 𝑖𝑖, 𝐷𝐷𝑖𝑖,𝑘𝑘 is the diffusion coefficient of species 𝑖𝑖 in solution and 𝑐𝑐𝑡𝑡 is the total ion 

concentration. The water transport is then obtained as12 

 𝐍𝐍𝑤𝑤,𝑘𝑘 = −�𝑥𝑥𝑖𝑖,𝑘𝑘
𝑖𝑖

𝜅𝜅𝑖𝑖,𝑘𝑘𝜉𝜉𝑖𝑖,𝑘𝑘
𝑧𝑧𝑖𝑖𝑛𝑛

𝛁𝛁𝜙𝜙𝑘𝑘 − �𝛼𝛼𝑘𝑘 + �𝑥𝑥𝑖𝑖,𝑘𝑘
𝜅𝜅𝑖𝑖,𝑘𝑘𝜉𝜉𝑖𝑖,𝑘𝑘2

𝑧𝑧𝑖𝑖2𝑛𝑛2
𝑖𝑖

�𝛁𝛁𝜇𝜇𝑤𝑤,𝑘𝑘 . (80) 

This framework is ultimately a compromise between the dilute and concentrated solution 

framework that relies on an assumption of parallel transport of each ionic species 𝑖𝑖, and only 

considers interactions between the mobile species and the solvent because the solvent is 

concentrated. However, it neglects species-species frictional interactions, assuming dilute solute. 

This assumption may breakdown when the ionic species concentrations are high enough such 

that inter-species interactions become dominant.  
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The electron transport in the system is modeled using Ohm’s law,164 

 𝐢𝐢𝑠𝑠 = −𝜎𝜎𝑠𝑠
𝑐𝑐𝑟𝑟𝑟𝑟𝛁𝛁𝜙𝜙𝑠𝑠, (81) 

where 𝜎𝜎𝑠𝑠
𝑐𝑐𝑟𝑟𝑟𝑟 is the effective electronic conductivity and 𝜙𝜙𝑠𝑠 is the electronic potential.  

3.4.3 Energy Transport 

For energy transport, Eq. (6) can be expressed as12 

 

𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘 �
𝜕𝜕𝑅𝑅𝑘𝑘
𝜕𝜕𝜕𝜕

+ 𝐯𝐯𝑘𝑘∗ ⋅ 𝛁𝛁𝑅𝑅𝑘𝑘� + �
𝜕𝜕 ln 𝑝𝑝𝑘𝑘
𝜕𝜕 ln𝑅𝑅𝑘𝑘

�
𝑎𝑎𝑘𝑘,𝑒𝑒𝑖𝑖,𝑘𝑘

�
𝜕𝜕𝑝𝑝𝑘𝑘
𝜕𝜕𝜕𝜕

+ 𝐯𝐯𝑘𝑘∗ ⋅ 𝛁𝛁𝑝𝑝𝑘𝑘� 

= 𝑄𝑄𝑘𝑘,𝑎𝑎 − 𝛁𝛁.𝒒𝒒𝑘𝑘 − 𝝉𝝉� ∶ 𝛁𝛁𝐯𝐯𝑘𝑘∗ + �𝐿𝐿�𝑖𝑖,𝑘𝑘𝛁𝛁 ⋅ 𝐉𝐉𝑖𝑖,𝑘𝑘
𝑖𝑖

+ �𝐿𝐿�𝑖𝑖,𝑘𝑘𝑅𝑅𝑖𝑖,𝑘𝑘
𝑖𝑖

. 

(82) 

The second term on the left side represents the energy due to reversible work; for the 

electrochemical systems of interest, it is negligible.  𝑄𝑄𝑘𝑘,𝑎𝑎 represents local heat transfer between 

phases. For these electrochemical systems, all phases at a point can be assumed to be in thermal 

equilibrium and therefore at the same temperature.11 This results in elimination of 𝑄𝑄𝑘𝑘,𝑎𝑎. The term 

𝝉𝝉� ∶ 𝛁𝛁𝐯𝐯𝑘𝑘∗  represents viscous dissipation and can also be safely neglected.11 𝐿𝐿�𝑖𝑖,𝑘𝑘  is the specific 

enthalpy of the species i in phase k. The term 𝐿𝐿�𝑖𝑖,𝑘𝑘𝛁𝛁 ⋅ 𝐉𝐉𝑖𝑖,𝑘𝑘  represents enthalpy change due to 

diffusion and the heat flux 𝒒𝒒𝑘𝑘 is defined as: 

 𝑞𝑞𝑘𝑘 = �𝐿𝐿�𝑖𝑖,𝑘𝑘𝐉𝐉𝑖𝑖,𝑘𝑘
𝑖𝑖

− 𝑘𝑘𝑅𝑅,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟𝛁𝛁𝑅𝑅𝑘𝑘,  (83) 

where the first terms on the right side represent the heat flux associated with mass transport.  The 

second term on the right side represents the conductive heat flux. 𝑘𝑘𝑅𝑅,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 is the effective thermal 

conductivity. Eliminating all the negligible terms and using Eq. (83) in Eq. (82) yields,  
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 𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘
𝜕𝜕𝑅𝑅𝑘𝑘
𝜕𝜕𝜕𝜕

= −𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘𝐯𝐯𝑘𝑘∗ ⋅ 𝛁𝛁𝑅𝑅𝑘𝑘 + 𝛁𝛁. �𝑘𝑘𝑅𝑅,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟𝛁𝛁𝑅𝑅𝑘𝑘� −�𝑱𝑱𝒊𝒊,𝒌𝒌 ∙ 𝛁𝛁𝐿𝐿�𝑖𝑖,𝑘𝑘

𝑖𝑖

+ �𝐿𝐿�𝑖𝑖,𝑘𝑘𝑅𝑅𝑖𝑖,𝑘𝑘
𝑖𝑖

, (84) 

where 𝐶𝐶𝑎𝑎,𝑘𝑘 is the specific heat capacity.  

The last term on the right side of the above equation represents different heat sources in 

the system. In general, heat generation during electrochemical synthesis is caused by 3 different 

phenomena: electrochemical reactions, phase change, and homogeneous chemical reactions.  

Heat in the electrochemical reaction is generated because of the reversible and 

irreversible thermodynamic changes. The irreversible heat can be easily estimated using the 

corresponding reaction overpotential (�̇�𝑄𝑖𝑖𝑟𝑟𝑟𝑟𝑐𝑐𝑠𝑠,𝑘𝑘 = ∑ 𝑖𝑖𝑠𝑠,𝑡𝑡𝜂𝜂𝑡𝑡𝑡𝑡 ) where 𝑖𝑖𝑠𝑠,𝑡𝑡 is the current per volume 

(mA cm−3). The reversible heat can be estimated by calculating the entropy change or by using 

the corresponding Peltier coefficient if available12 

 �̇�𝑄𝑟𝑟𝑐𝑐𝑠𝑠,𝑘𝑘 = �𝑟𝑟𝑖𝑖,𝑡𝑡
𝑡𝑡

TΔ𝑠𝑠𝑡𝑡 ≃�𝑖𝑖𝑠𝑠,𝑡𝑡Π𝑡𝑡 ,
𝑡𝑡

  (85) 

where Δ𝑠𝑠𝑡𝑡 is the specific entropy change during 𝑅𝑅𝑡𝑡ℎ reaction and Π𝑡𝑡 is associated Peltier 

coefficient. The heat due to phase change or adsorption/desorption is estimated as 

 �̇�𝑄𝑎𝑎ℎ𝑎𝑎𝑠𝑠𝑐𝑐,𝑘𝑘 = �𝑟𝑟𝑖𝑖,𝑡𝑡→𝑘𝑘Δ𝐿𝐿𝑖𝑖,𝑡𝑡→𝑘𝑘
𝑡𝑡

, (86) 

where Δ𝐿𝐿𝑖𝑖,𝑡𝑡→𝑘𝑘 is the specific enthalpy of phase change or adsorption/desorption from phase 𝑅𝑅 to 

phase 𝑘𝑘.  

Finally, the heat generation due to ohmic (Joule) heating is derived from the third term on 

the right side of Eq. (84) and can be derived as follows. 
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 �̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑘𝑘 = −�𝑱𝑱𝒊𝒊,𝒌𝒌 ∙ 𝛁𝛁𝐿𝐿�𝑖𝑖,𝑘𝑘
𝑖𝑖

= 𝒊𝒊𝑘𝑘 ∙ 𝛁𝛁ϕ𝑘𝑘  (87) 

Substituting in Ohm’s law for the gradient of the electrostatic potential results in the final 

form for the Joule heating term. 

 �̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑘𝑘 = 𝒊𝒊𝑘𝑘 ∙ 𝛁𝛁ϕ𝑘𝑘 =
𝐢𝐢𝑘𝑘 ⋅ 𝐢𝐢𝑘𝑘
𝜅𝜅𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 , (88) 

where 𝜅𝜅𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 is the effective conductivity of phase 𝑘𝑘. Replacing all the source terms in Eq. (84) 

results in 

 

𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘
𝜕𝜕𝑅𝑅𝑘𝑘
𝜕𝜕𝜕𝜕

= −𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘𝐯𝐯𝑘𝑘∗ ⋅ 𝛁𝛁𝑅𝑅𝑘𝑘 + 𝛁𝛁. �𝑘𝑘𝑅𝑅,𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟𝛁𝛁𝑅𝑅𝑘𝑘� + �𝑖𝑖𝑠𝑠,𝑡𝑡(𝜂𝜂𝑡𝑡 + Π𝑡𝑡) + �𝑟𝑟𝑖𝑖,𝑡𝑡→𝑘𝑘Δ𝐿𝐿𝑖𝑖,𝑡𝑡→𝑘𝑘

𝑡𝑡𝑡𝑡

+
𝐢𝐢𝑘𝑘 ⋅ 𝐢𝐢𝑘𝑘
𝜅𝜅𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 . 

(89) 

Summing Eq. (89) over all phases, the overall energy conservation for the system is 

 

�𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘
𝜕𝜕𝑅𝑅
𝜕𝜕𝜕𝜕

𝑘𝑘

= −�𝜌𝜌𝑘𝑘𝐶𝐶𝑎𝑎,𝑘𝑘𝐯𝐯𝑘𝑘∗ ⋅ 𝛁𝛁𝑅𝑅𝑘𝑘
𝑘𝑘

+ 𝛁𝛁. �𝑘𝑘𝑅𝑅
𝑐𝑐𝑟𝑟𝑟𝑟𝛁𝛁𝑅𝑅� + ��𝑖𝑖𝑠𝑠,𝑡𝑡(𝜂𝜂𝑡𝑡 + Π𝑡𝑡)

𝑡𝑡𝑘𝑘

+ ��𝑟𝑟𝑖𝑖,𝑡𝑡→𝑘𝑘Δ𝐿𝐿𝑖𝑖,𝑡𝑡→𝑘𝑘
𝑡𝑡𝑘𝑘

+ �
𝐢𝐢𝑘𝑘 ⋅ 𝐢𝐢𝑘𝑘
𝜅𝜅𝑘𝑘
𝑐𝑐𝑟𝑟𝑟𝑟 .

𝑘𝑘

 

(90) 

3.5 Kinetics 

3.5.1 Electrochemical Reactions 

Several source terms in the mass, charge, and energy balances (Eqs. (43), (61), and (82)) 

described above arise due to electrochemical reactions. Each chemical species can participate in 

multiple electrochemical reactions at the electrode surfaces. The total reaction rate of species 𝑖𝑖 in 

phase 𝑘𝑘 can be obtained as 
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 𝑟𝑟𝑖𝑖,𝑘𝑘 = �𝑟𝑟𝑖𝑖,𝑘𝑘,𝑡𝑡
𝑡𝑡

= �𝑠𝑠𝑖𝑖,𝑘𝑘,𝑡𝑡
𝑖𝑖𝑡𝑡
𝑛𝑛𝑡𝑡𝑛𝑛

,
𝑡𝑡

 (91) 

where 𝑟𝑟𝑖𝑖,𝑘𝑘,𝑡𝑡 is the rate of reaction of 𝑖𝑖 in the 𝑅𝑅𝑡𝑡ℎ half-reaction (e.g., hydrogen evolution, CO 

evolution, etc.) and 𝑖𝑖𝑡𝑡 is the current production due to 𝑅𝑅𝑡𝑡ℎ reaction of species 𝑖𝑖 in phase 𝑘𝑘. 𝑠𝑠𝑖𝑖,𝑘𝑘,𝑡𝑡 is 

the stoichiometry of 𝑖𝑖 in the reaction and 𝑛𝑛𝑡𝑡 is the number of electrons produced in the reaction 

such that the reaction can be expressed as, 

 �𝑠𝑠𝑟𝑟,𝑘𝑘,𝑡𝑡𝐴𝐴𝑟𝑟

𝑐𝑐

𝑟𝑟=1

+ 𝑛𝑛𝑡𝑡𝑒𝑒− → �𝑠𝑠𝑎𝑎,𝑘𝑘,𝑡𝑡𝐴𝐴𝑎𝑎

𝑎𝑎

𝑎𝑎=1

, (92) 

where 𝑠𝑠𝑖𝑖 is the stoichiometric coefficient of species 𝑖𝑖, 𝐴𝐴𝑟𝑟’s are the reactants (cathodic), and 𝐴𝐴𝑎𝑎’s 

are products (anodic). The generation of anodic and cathodic products must balance to ensure 

mass and charge conservation.  

 The Butler-Volmer equation can be used to model the relationship between the current 

density and applied potential for a given, elementary electrochemical half-reaction, l.111, 112 

 𝑖𝑖𝑡𝑡 = 𝑖𝑖0,𝑡𝑡 �exp �
(1 − 𝛽𝛽)𝑛𝑛𝑛𝑛

𝑅𝑅𝑅𝑅
�𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡 �� − exp �−

𝛽𝛽𝑛𝑛𝑛𝑛
𝑅𝑅𝑅𝑅

�𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡 ���, (93) 

where 𝑖𝑖𝑡𝑡 is the area-specific transfer current density at the interface between solid phase 𝑠𝑠 and 

electrolyte phase 𝑘𝑘 due to the 𝑅𝑅𝑡𝑡ℎ reaction, and 𝑈𝑈𝑡𝑡 is the local equilibrium potential for the 𝑅𝑅𝑡𝑡ℎ 

half-reaction defined by Eq (22), which takes into account local variations in the activities of the 

reactant and product species. 𝜙𝜙𝑠𝑠 is the electrostatic potential within the solid electrode phase, and 

𝜙𝜙𝑘𝑘  is the electrostatic potential within the electrolyte phase. Their difference represents the 

potential drop across the electrochemical double layer. 𝛽𝛽 is the symmetry factor, which 

represents the fraction of applied potential that promotes the cathodic reaction. Similarly, 1 − 𝛽𝛽 
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represents the fraction of applied potential that promotes the anodic reaction. For many 

elementary reactions, the symmetry factor is assumed to be 1
2
. The pre-factor, 𝑖𝑖0, is known as the 

exchange current density, and can be written as follows: 

 𝑖𝑖0,𝑡𝑡 = 𝑛𝑛𝑛𝑛𝑘𝑘𝑎𝑎
𝛽𝛽𝑘𝑘𝑐𝑐

1−𝛽𝛽��𝑎𝑎𝑎𝑎�
𝑠𝑠𝑝𝑝,𝑘𝑘,𝑙𝑙(𝛽𝛽)

�(𝑎𝑎𝑟𝑟)𝑠𝑠𝑟𝑟,𝑘𝑘,𝑙𝑙(1−𝛽𝛽)
𝑐𝑐

𝑟𝑟=1

 
𝑎𝑎

𝑎𝑎=1

 (94) 

where 𝑘𝑘𝑎𝑎 is the rate constant of the anodic direction, and 𝑘𝑘𝑐𝑐 is the rate constant of the cathodic 

direction. 𝑠𝑠𝑟𝑟,𝑘𝑘,𝑡𝑡 and 𝑠𝑠𝑎𝑎,𝑘𝑘,𝑡𝑡 correspond to the stoichiometric coefficients of reactants (r) and 

products (p), respectively, in reaction l in phase k, as defined in Eq. (93). 𝑎𝑎𝑎𝑎 and 𝑎𝑎𝑟𝑟 correspond 

to the activities of the reactants and products of reaction l at the electrode surface.  

When significant species concentration polarization occurs, the activity of each species at the 

electrode surface will differ from that in the bulk. In such circumstances it is useful to reference 

the exchange current density to the activities of the species in the device at the open circuit 

condition of the cell 𝑎𝑎𝑖𝑖
𝑟𝑟𝑐𝑐𝑟𝑟 as opposed to the standard reference. Doing so divides and multiplies 

the 𝑖𝑖0,𝑡𝑡 in Eq. 94 to produce Eq. 95. In doing so, when the cell has no concentration polarization, 

the activity dependence (i.e., mass transfer) terms in the 𝑖𝑖0 become unity. Proper values for 𝑎𝑎𝑖𝑖
𝑟𝑟𝑐𝑐𝑟𝑟 

include the bulk electrolyte activity in an aqueous cell, or the channel or feed activity in a vapor 

fed device. It is important to note that conditions at open circuit are not equivalent to the standard 

conditions (unity activity) at which 𝑈𝑈𝑡𝑡0 is referenced, because the bulk electrolyte or channel may 

not be at unity activity. Redefining the 𝑖𝑖0 in this new reference state yields the following: 

 𝑖𝑖0,𝑡𝑡 = 𝑛𝑛𝑛𝑛𝑘𝑘𝑎𝑎
𝛽𝛽𝑘𝑘𝑐𝑐

1−𝛽𝛽��𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑠𝑠𝑝𝑝,𝑘𝑘,𝑙𝑙(𝛽𝛽)
��𝑎𝑎𝑟𝑟

𝑟𝑟𝑐𝑐𝑟𝑟�
𝑠𝑠𝑟𝑟,𝑘𝑘,𝑙𝑙(1−𝛽𝛽)

𝑐𝑐

𝑟𝑟=1

 
𝑎𝑎

𝑎𝑎=1

��
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑠𝑠𝑝𝑝,𝑘𝑘,𝑙𝑙(𝛽𝛽)

��
𝑎𝑎𝑟𝑟
𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑠𝑠𝑟𝑟,𝑘𝑘,𝑙𝑙(1−𝛽𝛽)𝑐𝑐

𝑟𝑟=1

 
𝑎𝑎

𝑎𝑎=1

 (95) 
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In most cases in electrochemical synthesis, however, the assumption of a single elementary step 

is a poor one. Therefore, to model these complex systems with multiple reactions steps, we can 

either use a complete microkinetic model (discussed later), or we can invoke the quasi-

equilibrium approximation on all steps other than a single rate determining step,165 a simplifying 

assumption that enables the determination of a single rate expression. Doing so results in the 

following rate expression for the Butler-Volmer that is applicable to more complicated reaction 

networks. 

 𝑖𝑖𝑡𝑡 = 𝑖𝑖0,𝑡𝑡 �exp �
𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

�𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡 �� − exp �−
𝛼𝛼𝑐𝑐,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

�𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡 ��� exp�−
𝐸𝐸𝑎𝑎,𝑡𝑡

𝑅𝑅
�

1
𝑅𝑅
−

1
𝑅𝑅0
�� (96) 

𝛼𝛼𝑎𝑎,𝑡𝑡 and 𝛼𝛼𝑐𝑐,𝑡𝑡 are the anodic and cathodic transfer coefficients (which sum to 1 for an elementary 

reaction, but in more complex chemistries range from 0.2 to 2111), respectively, for the 𝑅𝑅𝑡𝑡ℎ 

reaction. These transfer coefficients can be related to the properties of the microkinetic 

mechanism as follows: 

 𝛼𝛼𝑎𝑎 =
𝑛𝑛 − 𝑠𝑠
𝜈𝜈

− 𝑞𝑞𝛽𝛽𝑠𝑠+1 (97) 

 𝛼𝛼𝑐𝑐 = 𝑞𝑞𝛽𝛽𝑠𝑠+1 +
𝑠𝑠
𝜈𝜈

 (98) 

In the above expressions, q represents the number of electrons transferred in the rate-determining 

step, s represents the number of electrons transferred prior to the rate-determining step, (𝑠𝑠 + 1) 

represents the index of the rate-determining step itself, 𝛽𝛽𝑠𝑠+1 is the symmetry factor of the rate-

determining step, 𝑛𝑛 is the number of electrons transferred in the overall reaction, and 𝜈𝜈 is the 

multiplicity of the rate-determining step (i.e., how many times the rate-determining step must 

occur for the overall action to proceed).  The sum of these transfer coefficients is 𝛼𝛼𝑐𝑐,𝑡𝑡 + 𝛼𝛼𝑎𝑎,𝑡𝑡 = 𝑛𝑛
𝜈𝜈
. 
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For the multi-step electrochemical reaction, the definition of  𝑖𝑖0 also differs from that occurring 

in the single-elementary step model, and can be defined as, 

 𝑖𝑖0,𝑡𝑡 = 𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟𝛾𝛾𝑟𝑟,𝑘𝑘,𝑙𝑙

𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟𝛾𝛾𝑝𝑝,𝑘𝑘,𝑙𝑙

��
𝑎𝑎𝑟𝑟
𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑟𝑟

𝛾𝛾𝑟𝑟,𝑘𝑘,𝑙𝑙

��
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑎𝑎

𝛾𝛾𝑝𝑝,𝑘𝑘,𝑙𝑙

𝑛𝑛𝑛𝑛𝑘𝑘𝑠𝑠+1,𝑐𝑐�𝐾𝐾𝑗𝑗,𝑐𝑐𝑒𝑒

1
𝜈𝜈

𝑠𝑠

𝑗𝑗=1

exp �−
𝛼𝛼𝑐𝑐𝑛𝑛
𝑅𝑅𝑅𝑅

𝑈𝑈𝑡𝑡0�, 
(99) 

where 𝑘𝑘𝑠𝑠+1,𝑐𝑐 is the forward rate constant of the cathodic reaction of the rate-determining step, 

and 𝐾𝐾𝑖𝑖,𝑐𝑐𝑒𝑒 represents the equilibrium constant of the ith step in the reaction mechanism. The 

continued product of the equilibrium constants of the individual kinetic steps prior to the rate 

determining step arises when determining the activity of the intermediate species in the rate 

determining step by invoking the quasi-equilibrium approximation. The last exponential term 

results when shifting from using the absolute voltage to the surface overpotential. This shift from 

absolute voltage to surface overpotential is explained thoroughly in the book of Newman and 

Thomas-Alyea.111 Nonetheless, interested readers should contact the author for the full 

derivation of these generalized Butler-Volmer kinetics. 𝛾𝛾𝑟𝑟,𝑘𝑘,𝑡𝑡 and 𝛾𝛾𝑎𝑎,𝑘𝑘,𝑡𝑡 are the apparent rate 

orders of the reaction with respect to the reactants and products, respectively, defined below: 

 𝛾𝛾𝑟𝑟,𝑘𝑘,𝑡𝑡 =
𝛼𝛼𝑎𝑎
𝑛𝑛
𝑠𝑠𝑟𝑟,𝑘𝑘,𝑡𝑡 

(100) 

 𝛾𝛾𝑎𝑎,𝑘𝑘,𝑡𝑡 =
𝛼𝛼𝑐𝑐
𝑛𝑛
𝑠𝑠𝑎𝑎,𝑘𝑘,𝑡𝑡 

(101) 

The last factor in Eq. (96) is an Arrhenius dependence that accounts for changes in the kinetics 

upon changes in temperature, where 𝐸𝐸𝑎𝑎,𝑡𝑡  is the activation energy of the overall reaction.  

The potential difference term in Eqs. (93) and (96) can be expressed as an electrode surface 

overpotential for a given half-reaction l, 

 𝜂𝜂𝑆𝑆,𝑡𝑡 = 𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡  .              
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(102) 

It is important to note is that the surface overpotential 𝜂𝜂𝑆𝑆,𝑡𝑡 is defined such that the driving force 

for the current density towards a particular reaction, l, is defined as the difference between the 

applied potential and the equilibrium potential of reaction l at the local conditions that exist at the 

electrode surface, rather than at standard state. If we return to the case-study discussed in Section 

3.3.1 where reaction l represents AN reduction, this overpotential is defined as: 

 𝜂𝜂𝑆𝑆,𝑡𝑡 = 𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − �0.67 [V] −
2.303𝑅𝑅𝑅𝑅

𝑛𝑛
pH +

𝑅𝑅𝑅𝑅
𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴) −
𝑅𝑅𝑅𝑅
2𝑛𝑛

ln(𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴)�. 
             

(103) 

The Butler-Volmer kinetics detailed in Eq. (96) can be recast such that instead of referencing the 

overpotential to local, surface conditions, the overpotential is instead referenced to the standard 

state (unity activity of all products and reactants). 

 
𝑖𝑖𝑡𝑡 = 𝑖𝑖0,𝑡𝑡 ���

𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑠𝑠𝑝𝑝,𝑘𝑘,𝑙𝑙
𝛼𝛼𝑎𝑎,𝑙𝑙
𝑛𝑛

 
𝑎𝑎

𝑎𝑎=1

��
𝑎𝑎𝑟𝑟
𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟�

−𝑠𝑠𝑟𝑟,𝑘𝑘,𝑙𝑙
𝛼𝛼𝑎𝑎,𝑙𝑙
𝑛𝑛

𝑐𝑐

𝑟𝑟=1

exp�
𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

(𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡0)�

−��
𝑎𝑎𝑟𝑟
𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑠𝑠𝑟𝑟,𝑘𝑘,𝑙𝑙
𝛼𝛼𝑐𝑐,𝑙𝑙
𝑛𝑛

𝑐𝑐

𝑟𝑟=1

��
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟�

−𝑠𝑠𝑝𝑝,𝑘𝑘,𝑙𝑙
𝛼𝛼𝑐𝑐,𝑙𝑙
𝑛𝑛𝑎𝑎

𝑎𝑎=1

exp�−
𝛼𝛼𝑐𝑐,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

(𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡0)�� exp�−
𝐸𝐸𝑎𝑎,𝑡𝑡

𝑅𝑅
�

1
𝑅𝑅
−

1
𝑅𝑅0
��, 

(104) 

Recasting the expression simply extracts the Nernstian correction out from the exponential, but 

doing so has implications for the apparent reaction orders observed. For the case where local 

conditions are referenced, the apparent reaction orders are 𝛾𝛾𝑟𝑟,𝑘𝑘,𝑡𝑡 or 𝛾𝛾𝑎𝑎,𝑘𝑘,𝑡𝑡 for the cathodic and 

anodic reactions, respectively. However, when standard conditions are referenced, the apparent 

reaction orders are 𝑠𝑠𝑟𝑟,𝑘𝑘,𝑙𝑙
𝜈𝜈

  and 𝑠𝑠𝑝𝑝,𝑘𝑘,𝑙𝑙

𝜈𝜈
 for the cathodic and anodic reactions, respectively (as can be 

seen by substituting in the expression for 𝑖𝑖0). Thus, when choosing and measuring reaction 

orders for the reactants and products, one must be wary of their choice of referencing (to local 

conditions or to standard conditions) within the definition of overpotential used. 
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Returning to the definition where surface conditions are used, and considering isothermal 

operation, which will be the case for many systems in electrochemical synthesis, equation (96) 

can be then rewritten as, 

 𝑖𝑖𝑡𝑡 = 𝑖𝑖0,𝑡𝑡 �exp �
𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

𝜂𝜂𝑆𝑆 � − exp �−
𝛼𝛼𝑐𝑐,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

𝜂𝜂𝑆𝑆 �� (105) 

When certain desired reactions are sluggish in nature, one must operate further away 

from their reference potentials to achieve appreciable current densities. Consequently, the 

magnitude of the overpotential 𝜂𝜂 is large for these electrochemical reactions. Depending on a 

positive or negative overpotential, either the cathodic or anodic term of Eq. (96) becomes 

negligible, resulting in the well-known Tafel equation, 

 𝑖𝑖𝑡𝑡 = �
𝑖𝑖0,𝑡𝑡 exp �

𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

𝜂𝜂𝑆𝑆�             If 𝛼𝛼𝑎𝑎𝑛𝑛𝜂𝜂𝑆𝑆 ≫ 𝑅𝑅𝑅𝑅,

−𝑖𝑖0,𝑡𝑡 exp �−
𝛼𝛼𝑐𝑐,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

𝜂𝜂𝑆𝑆�          If 𝛼𝛼𝑐𝑐𝑛𝑛𝜂𝜂𝑆𝑆 ≪ −𝑅𝑅𝑅𝑅.
 (106) 

As written, when the potential at an electrode is highly positive when compared to the 

equilibrium potential, the anodic reaction is driven. Conversely, when the potential a given 

electrode is highly negative when compared to the equilibrium potential, the cathodic reaction is 

driven. Most commonly, Tafel kinetics are used to model the sluggish anodic oxygen-evolution 

or cathodic CO2 reduction reactions commonly found electrochemical-synthesis systems. 

 Both the Butler-Volmer and Tafel kinetics assume that the reaction is controlled by a 

particular rate-determining step. In reality, however, most reactions occur in multiple steps, and 

the rate-determining step can change with the operating potential and local reaction environment. 

Furthermore, since all reactions happen at the same catalyst sites, competition between different 

species can affect adsorption of different reactants and intermediate species to the surface. One 
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may use multi-step reaction kinetics to account for changes in operating potential and reaction 

conditions on the kinetics, but this comprehensive microkinetic framework has not been 

developed for many electrochemical-synthesis reactions. Notwithstanding, one can still account 

for competition between parallel reactions by incorporating surface coverage effects into a 

traditional single rate-determining-step framework (i.e., Butler-Volmer or Tafel kinetics). To do 

so, one must assume that each reaction proceeds through a particular rate-determining step, and 

that the remaining faster steps give rise to negligible surface coverages of the reaction 

intermediates due to an assumed high-turnover frequency. The balance on the total available 

reaction sites is  

 �𝜃𝜃𝑡𝑡
𝑡𝑡

= 1, (107) 

where 𝜃𝜃𝑡𝑡 is the surface coverage of the intermediate species in 𝑅𝑅𝑡𝑡ℎ reaction. The surface coverage 

of each intermediate can be obtained using an isotherm (e.g., Langmuir)166, 167 

 𝜃𝜃𝑡𝑡 =
exp �

𝛼𝛼𝑎𝑎,𝑡𝑡
′ 𝑛𝑛
𝑅𝑅𝑅𝑅 𝜂𝜂𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡�

exp �
𝛼𝛼𝑎𝑎,𝑡𝑡
′ 𝑛𝑛
𝑅𝑅𝑅𝑅 𝜂𝜂𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡� + exp �−

𝛼𝛼𝑐𝑐,𝑡𝑡
′ 𝑛𝑛
𝑅𝑅𝑅𝑅 𝜂𝜂𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡�

 , (108) 

where 𝛼𝛼𝑎𝑎,𝑡𝑡
′  and 𝛼𝛼𝑐𝑐,𝑡𝑡

′  are fitting coefficients. 𝜂𝜂𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡 can be defined as 

 𝜂𝜂𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡 = 𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡, (109) 

where 𝑈𝑈𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡 is the equilibrium potential for the rate-determining step of the 𝑅𝑅𝑡𝑡ℎ reaction. These 

coefficients and the equilibrium potential can be obtained by fitting the experimentally collected 

kinetics data.  
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Figure 11 shows a typical Langmuir isotherm coverage for different equilibrium 

potentials. Once the coverages of the intermediates are known, the reaction rates can be corrected 

to account for the surface coverage. For example, anodic Tafel kinetics can be modified as 

 𝑖𝑖𝑡𝑡 = 𝑖𝑖0,𝑡𝑡𝜃𝜃𝑡𝑡 exp �
𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛
𝑅𝑅𝑅𝑅

𝜂𝜂𝑡𝑡� . (110) 

 
Figure 11: A typical Langmuir isotherm (Eq (108)) showing change of surface coverage with 
operating potential. Different lines represent the adsorption isotherms for the intermediates of 
different rate-determining steps with different equilibrium potentials (𝑈𝑈𝑖𝑖𝑛𝑛𝑡𝑡,𝑡𝑡). 

To model completely the competing electrochemical reaction pathways occurring in an 

electrochemical-synthesis device without loss of generality, one must employ a microkinetic 

model.20, 168, 169 The microkinetic model is used to calculate the concentrations of all surface 

species and relate them to concentration of reactants and products in the outer Helmholtz plane 

(OHP) that participate in each step of a given microkinetic mechanism. An example of a reaction 

scheme is shown in Figure 12 for the electrochemical CO reduction over a Cu catalyst. 

Microkinetic models typically employ DFT-derived parameters to describe the free energy of 
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adsorption for each step in the assumed mechanism and can be used to predict catalytic activity 

of a broad range of electrochemical reactions.169 

 

Figure 12: Potential microkinetic pathways of CO reduction on copper catalysts. Adapted with 
permission from Liu et al.134 Copyright Creative Commons 2019 
http://creativecommons.org/licenses/by/4.0/. 

 Consider the first two elementary steps in the mechanism outlined by Liu et al. for 

electrochemical CO reduction on Cu.134 

 CO(g) + ∗ ⇌ CO∗
 (111) 

 CO∗ + H+ + e− ⇌ CHO∗
 (112) 

The rate of these elementary steps can be written as follows. 

 𝑟𝑟1 = 𝑘𝑘1𝑎𝑎𝐶𝐶𝑂𝑂(𝑔𝑔)𝜃𝜃∗ − 𝑘𝑘−1𝜃𝜃𝐶𝐶𝑂𝑂  (113) 

http://creativecommons.org/licenses/by/4.0/
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 𝑟𝑟2 = 𝑘𝑘2exp (−
𝛽𝛽2𝑛𝑛
𝑅𝑅𝑅𝑅

𝐿𝐿)𝑎𝑎𝐻𝐻+𝜃𝜃𝐶𝐶𝑂𝑂 − 𝑘𝑘−2 exp �
1 − 𝛽𝛽2
𝑅𝑅𝑅𝑅

𝑛𝑛𝐿𝐿�𝜃𝜃𝐶𝐶𝐻𝐻𝑂𝑂  (114) 

Reaction 2 (Eq. (111)) possesses an overpotential-dependent exponential term due to the 

charge transfer. While shown here for only the first two steps in the mechanism, the complete 

microkinetic model would determine rates for every microkinetic step in the mechanism. From 

these rate expressions, the overall current density can be calculated as  

 𝑖𝑖 = −
𝑛𝑛𝑛𝑛𝑟𝑟𝑖𝑖
𝜈𝜈𝑖𝑖

, (115) 

where 𝑟𝑟𝑖𝑖  is the rate of charge transfer step i, and 𝜈𝜈𝑖𝑖  is the stoichiometric number of charge transfer 

step i. The condition that this current density must be equivalent at a given applied potential for 

all elementary charge-transfer steps is used to solve for local coverages and concentrations and 

assumes a pseudo steady state. The microkinetic model can be used to obtain Tafel parameters 

for any given reaction condition and can thus be easily compared to experiment. The key 

advantage of this technique for electrocatalytic application is that, unlike the Butler-Volmer 

analysis which uses overall reactions and assumes rate-determining steps and surface coverages, 

the microkinetic model makes no such simplifying assumptions. The microkinetic model dictates 

the coverages of all adsorbed species involved in each elementary step in the reaction pathway 

for the chosen mechanism. The impact of pH, mass transport, site blocking, adsorbate-adsorbate 

interactions, etc. can be incorporated by coupling the activities and coverages derived in the 

microkinetic model to a multi-scale continuum transport model of the electrical double layer and 

mass-transport boundary layers.  
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3.5.2 Homogeneous Reactions 

In electrochemical systems for which speciation reactions (see Section 3.3.4) are not in 

thermodynamic equilibrium, the reaction source term in Eq. (43) also includes the generation and 

consumption of species through homogeneous reactions that occur throughout the modeled 

domain. While these reaction terms are often neglected, the source terms resulting from these 

reactions are particularly relevant in electrochemical-synthesis applications. Works by Hashiba 

et al. and Singh et al. elucidate that the buffering capacity of these reactions substantially 

impacts the local pH and reactant concentration in electrochemical CO2 reduction,68, 170 and work 

by Bui et al. demonstrates that titration currents generated by the buffering of species in a 

bipolar-membrane electrolyzer drastically impacts its electrochemical behavior.117  

The forward rate constants for common buffer reactions in electrochemical synthesis and 

their sources are given in where sni are the stoichiometric coefficient of species i in reaction n, 

wherein sni < 0 corresponds to reactants of the overall reaction, and sni > 0 corresponds to 

products of the overall reaction. 

Table 5. The reverse rate constants for these reactions can be calculated through using 

the equilibrium constants for these reactions given in Table 4, 

 

 𝑘𝑘−𝑖𝑖 =
𝑘𝑘𝑖𝑖
𝐾𝐾𝑖𝑖

, (116) 
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where ki and 𝑘𝑘−𝑖𝑖 are the forward and reverse rate constants of reaction i, respectively. The rate of 
consumption or generation through homogeneous reactions can be written as  

𝑅𝑅𝑐𝑐,𝑖𝑖 = �𝑠𝑠𝑛𝑛𝑖𝑖
𝑛𝑛

�𝑘𝑘𝑛𝑛 � 𝑎𝑎𝑖𝑖
−𝑠𝑠𝑛𝑛𝑖𝑖

𝑠𝑠𝑛𝑛𝑖𝑖<0

−
𝑘𝑘𝑛𝑛
𝐾𝐾𝑛𝑛

� 𝑎𝑎𝑖𝑖
𝑠𝑠𝑛𝑛𝑖𝑖

𝑠𝑠𝑛𝑛𝑖𝑖>0

� (117) 

where 𝑠𝑠𝑛𝑛𝑖𝑖 are the stoichiometric coefficient of species i in reaction n, wherein 𝑠𝑠𝑛𝑛𝑖𝑖 < 0 
corresponds to reactants of the overall reaction, and 𝑠𝑠𝑛𝑛𝑖𝑖 > 0 corresponds to products of the 
overall reaction. 

Table 5: Expressions for forward rate constants of common dissociation reactions at 298 K using 
a standard reference.a 

Reaction ki Unita Ref. 

CO2(aq) + H2O ↔  H+ + HCO3
− 3.71 × 10−2 M s−1 136 

HCO3
− ↔ H+ + CO3

2− 59.44 M s−1 136 

CO2(aq) + OH− ↔ HCO3
− 2.23 × 103 M s−1 136 

HCO3
− + OH− ↔ H2O + CO3

2− 6.0 × 109 M s−1 136 

H2CO3 ↔ H+ + HCO3
− 2.0 × 104 M s−1 171 

H2O ↔ H+ + OH− 8.9 × 10−4 M s−1 150 

HCOOH(aq) ↔ H+ + HCOO− 4.0 ×  105 M s−1 67 

CH3COOH(aq) ↔ H+ + CH3COO− 7.97 × 105 M s−1 171 

HSO4
− ↔ H+ + SO4

2− 1.0 × 109 M s−1 171 

NH3 + H2O ↔ NH4
+ + OH− 6.1 × 105 M s−1 171 

aBecause the form of the source term used in Eq. (117) employs unitless species activities to 
determine the rate of generation or consumption, the rate constants listed here must all possess 
identical units required for consistency with the equation for conservation of moles (M s−1) (Eq. 
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(43)). In reactions where water is a reactant, this formulation requires a correction factor of 55 M 
from reported values to account for the fact that 55 M water possesses unit activity in the 
aqueous phase (where these constants are measured).   

It is once again important to note that the values of these rate constant have been shown 

to depend strongly on the local reaction environment.145, 172 For this reason, there is variance in 

the measured values for these rate constants. Additionally, these rate constants are dependent on 

the local electric field due to the Second Wien Effect (as discussed in Section 3.3.4)—a 

phenomenon which becomes particularly relevant in bipolar membranes or in the electrical 

double layer.173-175 Proper models of electrochemical synthesis should aim to provide sensitivity 

analyses on the values of these rate parameters to account for the inconsistency in experimentally 

reported values.  

Lastly, the dependence of these buffer reaction source terms on the concentration of the 

products and reactants makes the mass conservation equations (Eq. (43)) in electrochemical 

synthesis models highly nonlinear. Consequently, convergence issues have limited the 

development of complex electrochemical synthesis models that incorporate buffer kinetics. One 

way to make CO2 reduction models converge more easily is to make simplifying assumptions 

regarding the (bi)carbonate equilibrium. For pH values >12 (as is the case for KOH electrolytes) 

the bicarbonate buffer is broken, This assumption is made because only carbonate species are 

observed beyond pH 12 experimentally.176 therefore, the following reaction can be considered 

irreversible,177 

CO2(aq) + 2OH− → CO3
2−

 (118) 

Accordingly, the rate of the homogeneous reaction is only a function of CO2 and 

hydroxide concentrations as follows, 
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 −𝑟𝑟𝐶𝐶𝑂𝑂2 = 𝑘𝑘𝐶𝐶CO2𝐶𝐶OH−  (119) 

This framework for modeling the (bi)carbonate equilibrium is far simpler than accounting for all 

(bi)carbonate equilibrium reactions (which are shown in the first 5 rows of Table 4). Moore et 

al. used this simplifying assumption in a resolved pore model to predict mass transfer and kinetic 

control regimes for aqueous CO2 reduction in highly alkaline electrolyte.178 By neglecting the 

reversibility of the (bi)carbonate equilibrium, the authors showed that the consumption of CO2 

by homogeneous reactions, surface reactions, and reactions at a triple-phase can be compared 

using a simple reaction-diffusion equation. This reduction in complexity made the results of the 

model more physically interpretable, and was made because only carbonate species are observed 

beyond pH 12 experimentally.176 We note that further work should aim to assess more rigorously 

the impacts of these (bi)carbonate buffer reactions and their rate constants on electrochemical 

performance and mass transport in order to verify the validity of these assumptions. 

3.6 Model Parameterization 

3.6.1 Transport Parameters in Electrochemical Synthesis 

 Knowledge of the transport parameters is crucial for implementing the different equations 

discussed in previous sections, especially since many have nonlinear dependences on 

independent variables. The transport parameters available in literature are obtained either 

through theoretical estimates, experimental measurements, or assumptions. While there have 

been several articles devoted to reporting different transport properties,127 most of the transport 

properties are specific to the materials being used in the electrochemical systems; e.g., the 

thermal conductivity of the porous transport layer is dependent on the materials and 

manufacturing method. Therefore, one must take care in obtaining properties for new material 

sets. Furthermore, while some transport properties have been measured with high accuracy and 
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certainty in literature, several transport properties show significant uncertainties and spread in 

data.  

3.6.1.1 Mass-Transport Parameters 

 The bulk binary diffusion coefficients 𝐷𝐷𝑖𝑖𝑗𝑗 of different gas pairs are obtained either using 

kinetic theory of gases179 or using Wilke coefficient relationships.180 In porous electrodes, the 

effective diffusivity is reduced due to reduction in pore space and tortuous pore path (Eq (55)).  

Effective diffusivity of carbon-based gas-diffusion layers and microporous layers have been 

extensively measured in fuel-cell literature with high accuracy.181-185 Pore-scale imaging and 

subsequent diffusion simulations are also used for estimating effective diffusivities.185-191 For 

estimating convective transport, the permeability of a phase is estimated as, 

 𝑘𝑘𝑘𝑘 = 𝑘𝑘𝑘𝑘,0𝑘𝑘𝑘𝑘,𝑟𝑟𝑐𝑐𝑡𝑡, (120) 

where 𝑘𝑘𝑘𝑘,0 is the absolute permeability (which depends only on structure) and 𝑘𝑘𝑘𝑘,𝑟𝑟𝑐𝑐𝑡𝑡 is the 

relative permeability (accounting for partial saturations). Absolute permeability of carbon-based 

porous layers has been measured and reported in literature,192-196 and is often anisotropic with 

through-plane almost an order of magnitude smaller than in-plane for fibrous media.192, 197 Pore-

scale modeling and Stokes flow simulation can also be used to estimate the permeability of 

partially and fully saturated porous layers, or perhaps measured in special setups where one can 

visualize the water distribution96. Relative permeability of a phase is usually expressed as a 

function of saturation, S (the fraction of pores filled with liquid). 

 𝑘𝑘𝑘𝑘,𝑟𝑟𝑐𝑐𝑡𝑡 = 𝑆𝑆𝑘𝑘𝛽𝛽𝑠𝑠𝑎𝑎𝑠𝑠 ,  (121) 

where the exponent 𝛽𝛽𝑠𝑠𝑎𝑎𝑡𝑡 can obtained by fitting to experimental or simulation data and 𝑆𝑆𝑖𝑖 is the 

saturation of phase k.184, 198-200 The properties are highly dependent on the volume fraction, 
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additives, structure, and operating conditions and therefore can be different than the ones shown 

in the table. For fiber-based gas diffusion layers, the values of 𝛽𝛽𝑠𝑠𝑎𝑎𝑡𝑡  can range from 2-5; for 

particle-based gas diffusion layers (e.g. catalyst layers), the 𝛽𝛽𝑠𝑠𝑎𝑎𝑡𝑡  can range from 1.5 to 3.197, 201 

For fiber-based gas diffusion layers, 𝑘𝑘𝑘𝑘,0 is of the order of magnitude 10−11 m2 whereas for 

particle-based gas diffusion layers (e.g. catalyst layers), 𝑘𝑘𝑘𝑘,0 is of the order of magnitude 

10−13 m2.197, 201 It is lastly important to note that there exist multidimensional anisotropies 

present in these porous materials that are not fully captured by the above formulation for the 

transport parameters.188 

 

Figure 13. Range of proton-conducting-membrane properties reported in literature at 25 to 30 
ºC.127 The shaded zone shows the spread and the solid line the average values. (a) Membrane 
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water content, (b) Proton conductivity, (c) Membrane water diffusivity, and (d) Electro-osmotic 
coefficient. 

3.6.1.2 Charge-Transport Parameters 

Electron transport is characterized using effective electronic conductivity 𝜎𝜎𝑠𝑠
𝑐𝑐𝑟𝑟𝑟𝑟. For most 

components, the bulk electronic conductivity of all the layers is in the order of 104 S/m.164 For 

ionic transport in the polymer electrolyte, hydration plays a crucial part. The different transport 

properties, e.g., ionic conductivity and diffusivity are dependent on the membrane water-uptake 

parameter commonly denoted as 𝜆𝜆 (moles of water per mol of fixed ionic sites). Proton-

conducting membranes such as Nafion have been studied in detail, providing a large data set; 

however, a significant spread has been observed in the measured values of membrane properties. 

Figure 13 shows the spread of measured membrane properties as reported by Kusoglu et al.202 

and Vetter et al.203 Even though the membrane-transport properties are dependent on water 

content, it can be seen in Figure 13a that the membrane water content has a large spread and 

therefore associated uncertainty in measurement. Furthermore, the dependence of transport 

properties on the water content itself is not known with high certainty as shown in Figure 13(b-

d). For concentrated multi-ion systems, the transference numbers 𝜕𝜕𝑖𝑖 must also be known. There 

have been few measurements of cationic transference numbers in proton conducting 

membranes.204, 205 Recently, Crothers et al.116, 160, 162 presented a detailed theoretical model for 

estimating several of the membrane properties, which are not easily available from experimental 

data. While significant literature data exists for proton-conducting membranes, limited data is 

available for anion-exchange-membrane transport properties.206 
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3.6.1.3 Heat-Transport Parameters 

 The primary mode of heat transport in electrochemical systems is via heat conduction. 

The effective thermal conductivity of any porous layer is 

 𝑘𝑘𝑅𝑅
𝑐𝑐𝑟𝑟𝑟𝑟 = 𝑘𝑘𝑅𝑅,𝑖𝑖𝑟𝑟𝑦𝑦

𝑐𝑐𝑟𝑟𝑟𝑟 + 𝑆𝑆𝐿𝐿𝑘𝑘𝐿𝐿 , (122) 

where 𝑘𝑘𝑅𝑅,𝑖𝑖𝑟𝑟𝑦𝑦
𝑐𝑐𝑟𝑟𝑟𝑟  is the bulk conductivity measured in dry state, 𝑆𝑆𝐿𝐿 is water fraction/saturation, and 

𝑘𝑘𝐿𝐿is thermal conductivity of water. This expression is derived by assuming parallel pathways for 

heat transport: One through both the liquid-filled pores in the porous material, and another 

through the solid fraction of the porous material itself (either solid ionomer or solid electrode 

volume). The dry state thermal conductivity of carbon-based GDLs, catalysts layers, and 

polymer electrolytes are around 1.4, 0.27, and 0.2 W/m ⋅ K, respectively.198 

3.6.2 Electrochemical Kinetic Parameters 

One set of key fitting parameters employed in continuum models of electrochemical 

synthesis is the kinetic parameters for the electrochemical reactions that occur on the catalytic 

surfaces. Because most models employ simplified Butler-Volmer or Tafel equations to model 

these surface reactions (Eqs. (96) and (106)), the most common fitting parameters include the 

exchange current density (i0) and the cathodic transfer coefficient (𝛼𝛼c). These parameters are 

typically the most sensitive when fitting and facilitating agreement between the polarization 

curves or product distributions collected experimentally and those simulated through continuum 

modeling. Figure 14 displays a distribution of Butler-Volmer kinetic parameters for 

electrochemical CO2 reduction on various catalyst (Cu, Ag, Au, and Sn) employed in various 

continuum models of electrochemical CO2 reduction;49, 60, 66, 67, 74, 78, 135, 170, 207-212 the specific 

values used for these figures can be found in Table 6. When examining the fit parameters in 
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these distributions, the spread in the fit values, even across a single catalyst, are quite large, even 

though some variation in these parameters is expected due to the drastically different 

experimental architectures and condition (e.g., the choice of the electrolyte cation, which greatly 

impacts selectivity).129, 213-215 For instance, in the case of CO2 reduction to ethanol on Cu, there is 

a variance in the fit exchange current densities of twenty-five orders of magnitude, and the 

transfer coefficients vary from 0.02 to 1.1. Additionally, the kinetics measured in aqueous 

electrolytes may vary from those in vapor-fed porous electrode systems, limiting the direct 

translatability of parameters measured in the aqueous phase to vapor-phase systems. In 

particular, for porous catalyst layers that employ ionomers, the chemistry of the ionomer coating 

can drastically impact the reaction kinetics at the catalyst surface.216, 217  

Nevertheless, the extreme variation, and sometimes nonphysical values, observed across 

simulation fits suggests the need for more rigorous methods of fitting. It has recently been shown 

that the distribution of sites on a monometallic catalyst can lead to severe changes in the 

observed kinetic parameters.3, 218 When plotting the fit exchange current densities against the fit 

transfer coefficients, a weak trend can be observed, where larger transfer coefficients typically 

imply smaller exchange current densities. While this trend is too weak to make any major claims, 

the seemingly coupled nature of these two parameters could imply the existence of multiple, 

equally good fits to a single set of experimental polarization data, wherein multiple combinations 

of transfer coefficient or exchange current densities result in equally good fits of a simulation to 

experimental results, possibly as a result of the mathematical coupling of these parameters as 

seen in the Tafel kinetics (see Eq. (106)). This challenge motivates the need for greater statistical 

rigor of the chosen kinetic parameters—electrochemical kinetic parameters determined using 

more controlled experiments and then applied within continuum models present promise for 
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greater standardization and transferability of simulation results. For example, Agbo et al. 

developed a unique algorithm to calculate Tafel kinetic parameters that takes an experimentally 

measured polarization curve and calculates every possible Tafel slope across the dataset, 

ultimately developing a distribution of potential Tafel slopes from which the most probable Tafel 

slope can be chosen.219 However, such a procedure requires a large amount of data to be 

accurate,101 which is not currently available and especially for porous-electrode systems; this 

data insufficiency restricts the use of the algorithm by Agbo et al. to electrochemical reactions 

with 100% selectivity, where product quantification is not necessary.  

Table 6: Fit kinetic parameters across various continuum models of electrochemical CO2 
reduction on various catalysts assuming Tafel kinetics (see Eq. (106)) at ambient conditions.a 

Product 𝜶𝜶𝑪𝑪 𝐥𝐥𝐥𝐥𝐠𝐠𝟏𝟏𝟏𝟏(𝒊𝒊𝟏𝟏[𝐦𝐦𝐦𝐦 𝐜𝐜𝐦𝐦−𝟐𝟐]) Ref. 

CO (Cu) 0.08 6.99 McCallum207 

C2H4 (Cu) 0.1 5.04 McCallum207 
H2 (Cu) 0.08 5.72 McCallum207 

EtOH (Cu) 0.07 4.73 McCallum207 
H2 (Cu) 0.14 −1.20 Bui135 
CO (Cu) 0.35 −2.70 Bui135 

HCOOH (Cu) 0.43 −5.45 Bui135 
C2H4 (Cu) 0.41 −11.29 Bui135 
EtOH (Cu) 0.43 −12.07 Bui135 
PrOH (Cu) 0.4 −12.01 Bui135 

AllylOH (Cu) 0.49 −14.47 Bui135 
CH4 (Cu) 0.84 −17.39 Bui135 
CO (Ag) 0.44 −3.33 Weng 160 
H2 (Ag) 0.36 −5.94 Weng 160 
CO (Ag) 1 −8.67 Weng 249 
H2 (Ag) 0.44 −7.60 Weng 249 
CO (Cu) 0.17 0.41 Weng 367 
H2 (Cu) 0.28 −2 Weng 367 

HCOOH (Cu) 0.37 −0.66 Weng 367 
C2H4 (Cu) 0.67 −5.72 Weng 367 
EtOH (Cu) 0.74 −7.92 Weng 367 
PrOH (Cu) 0.75 −8.31 Weng 367 



77 
 

H2 (Cu) 0.69 −7.66 Weng 467 
CO (Cu) 0.1 −3.96 Weng 467 

HCOOH (Cu) 0.24 −6.27 Weng 467 
C2H4 (Cu) 0.69 −12.47 Weng 467 
EtOH (Cu) 1.1 −18.85 Weng 467 
CH4 (Cu) 1.13 −17.07 Weng 467 
H2 (Cu) 0.258 -2 Chen74 

C2H4 (Cu) 0.35 −7.93 Chen74 
CH4 (Cu) 1.33 −17.46 Chen74 
CO (Ag) 0.33 −4.48 Kas78 
H2 (Ag) 0.33 −6.47 Kas78 
CO (Ag) 0.4 −1.15 Yang66 
H2 (Ag) 0.23 −2.82 Yang66 

HCOOH (Ag) 0.4 −1.05 Yang66 
H2 (Sn) 1.0 −2.80 Wang208 

HCOOH (Sn) 0.1 −2 Wang208 
CO (Ag) 0.285 −3.82 Singh170 
CO (Ag) 0.5 −2.95 Delacourt209 
H2 (Ag) 0.4 −3.80 Delacourt209 
CO (Ag) 0.76 −5.81 Delacourt209 
H2 (Ag) 0.88 −10.24 Delacourt209 
CO (Au) 0.7 −2.95 Delacourt209 
H2 (Au) 0.46 −4.16 Delacourt209 
H2 (Ag) 0.95 −10.15 Suter211 
CO (Ag) 0.29 −6.00 Suter211 
H2 (Ag) 0.95 −10.04 Suter211 
CO (Ag) 0.29 −6.08 Suter211 
CO (Ag) 0.128 −0.41 Gutierrez212 
H2 (Ag) 0.137 −1.85 Gutierrez212 
CO (Ag) 0.139 −0.33 Gutierrez212 
H2 (Ag) 0.114 −1.57 Gutierrez212 
CO (Cu) 0.16 1.61 Gutierrez212 
H2 (Cu) 0.249 −5.14 Gutierrez212 

HCOOH (Cu) 0.235 2.56 Gutierrez212 
CH4 (Cu) 0.042 −4.26 Gutierrez212 
C2H4 (Cu) 0.005 1.07 Gutierrez212 
EtOH (Cu) 0.023 3.37 Gutierrez212 
CO (Cu) 0.037 −1.41 Gutierrez212 
H2 (Cu) 0.067 −1.28 Gutierrez212 

HCOOH (Cu) 0.368 −1.89 Gutierrez212 
C2H4 (Cu) 0.028 −3.77 Gutierrez212 
EtOH (Cu) 0.033 −5.03 Gutierrez212 
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aFor H2 evolution reactions, only the alkaline H2 evolution pathway kinetics are shown and 
compared in the table above. H2 from direct proton reduction possesses different kinetic 
parameters, and this reaction pathway is rarely modeled in CO2R models because they possess 
highly alkaline pHs at the cathode. For i0s that are temperature dependent, they are tabulated at 
298 K. 
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Figure 14: Distribution of parameters used in continuum-based models of CO2 reduction 
catalysts assuming Tafel kinetics (see Eq. (106)) at ambient conditions:49, 60, 66, 67, 74, 78, 135, 170, 207-

212 (a) Exchange-current-density distributions and (b) cathodic transfer coefficient distributions. 
The color of box and whisker plot represents the catalyst used; color of the individual points in 
the swarm plot corresponds to the dataset from which the data was taken. It is important to note 
that the H2-evolution kinetics shown here are only for the alkaline (H2O) pathway. (c) Plot of fit 
exchange current density and transfer coefficient, displaying a weak trend (R2 = 0.54). The 
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shaded region represents the 95% prediction band, and the solid orange lines demarcate the 95% 
confidence interval. See Table 6 for a table of the values used to construct these distributions. 

Recent work by Limaye et al. (Figure 15) has attempted to address this challenge in 

determining Tafel slopes for electrochemical kinetics using an automated kinetic fitting approach 

that fit experimental data to a Tafel equation modified to account for mass transport effects. In 

this automated kinetic fitting approach, a Bayesian statistical model evaluated a distribution of 

possible exchange current densities, limiting current densities, and Tafel slopes and assessed the 

probability for that distribution to be descriptive of the experimental data with the Tafel-equation 

model (Eq. (106)). The combination of Tafel slopes, limiting current, and exchange current 

densities with the greatest probability of describing data is chosen as the most probable Tafel 

slope. (Figure 15a) Interestingly, while there was relatively strong agreement between the 

experimentally reported Tafel slope and the Tafel slope reported using Limaye’s algorithm, there 

were still some substantive discrepancies (Figure 15b). Most notably, whereas the 

experimentally reported values clustered on values associated with well-known kinetic steps (i.e., 

120 mV decade-1 for the first one-electron transfer to CO2 in CO2R), the modeled Tafel slopes 

did not collapse upon these values, suggesting researcher-bias towards these cardinal values 

overstated their prevalence in the data (Figure 15d). The authors refer to these values of the 

Tafel slope that are associated with known kinetic steps as “cardinal” values. It is important to 

note, however, that the work by Limaye did not separate the Tafel slopes explicitly by product 

formed, fitting a Tafel slope to the total current density, and also did not separate out data by 

catalyst type. Clearer trends could possibly be observed if the data was separated by these 

criteria. These rigorous statistical fitting methods should be employed when parameterizing 

kinetics in electrochemical synthesis, to avoid similar data misrepresentation and to assess the 

validity of fit electrochemical kinetic parameters more adequately.  
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Figure 15: (a) Overview of kinetic fitting algorithm developed by Limaye et al.101 (b) 
Comparison of algorithmically fit kinetic parameters to experimentally reported kinetics. (c) 
Cumulative distribution function of experimentally reported and algorithmically fit Tafel slopes. 
(d) Comparison of distribution of experimentally reported and algorithmically fit Tafel slopes. 
Adapted with permission from Limaye et al.101 Copyright Creative Commons 2021 
http://creativecommons.org/licenses/by/4.0/. 

 

3.7 Sample Modeling Approach 

 

Figure 16. Schematic of a 2-D modeling domain for a typical electrochemical-synthesis device. 

http://creativecommons.org/licenses/by/4.0/
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The approach used to estimate the system state is highly dependent on the cell geometry, 

configuration, model-dimensionality, and mathematical framework to describe the underlying 

physical phenomena. In this section, a steady-state, 2-D macroscale example is selected to 

showcase the typical implementation of the equations described in section 3. Figure 16 shows 

the schematic of a typical 2-D macroscale modeling domain for electrochemical-synthesis 

devices, where the along-the-channel direction is ignored (i.e., differential conditions). This latter 

assumption can happen in two cases: i) at high flow rates where the reactions occurring within 

the system cannot change channel flow conditions or the overall system; and ii) when only a 

small length along the third dimension is considered,164 where the net changes are negligible. 

Furthermore, one can assume symmetry at the midpoint (in y-direction) of the channels and land, 

which reduces the simulation domain by half in the y-direction. In a macroscale approach, 

volume-averaged properties are used and all phases are considered to exist within all control 

volumes. Also, all of the interfacial phenomena such as surface reactions, adsorption/desorption 

can be converted to homogeneous volumetric reactions by utilizing a specific interfacial area. 

Table 7 shows the conservation and transport equations for this system assuming a dilute gas 

mixture. The different source terms are described in Table 8. The sign of the source terms must 

be adjusted based on whether it is a generation or consumption term. Finally, Table 9 provides a 

set of boundary conditions to be used for the solution of the differential-equation system.  

Table 7. Conservation and transport equations for the sample electrochemical-synthesis cell 

Physics Equations Domain 

Gas diffusion 
∇ ⋅ N𝑖𝑖 = 𝑅𝑅𝑖𝑖,𝑟𝑟𝑒𝑒𝑛𝑛 + 𝑅𝑅𝑖𝑖,𝑎𝑎ℎ𝑎𝑎𝑠𝑠𝑐𝑐  

N𝑖𝑖 = −𝐷𝐷𝑖𝑖
𝑐𝑐𝑟𝑟𝑟𝑟∇𝑐𝑐𝑖𝑖 + 𝑐𝑐𝑖𝑖v∗ 

PTLs, CLs 

Gas convection ∇ ⋅ 𝜌𝜌𝐺𝐺v∗ = �(𝑅𝑅𝑖𝑖,𝑟𝑟𝑒𝑒𝑛𝑛
𝑖𝑖

+ 𝑅𝑅𝑖𝑖,𝑎𝑎ℎ𝑎𝑎𝑠𝑠𝑐𝑐) PTLs, CLs 
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v∗ = −
𝑘𝑘𝑡𝑡𝑘𝑘𝐺𝐺,𝑟𝑟𝑐𝑐𝑡𝑡

𝜇𝜇𝐺𝐺
∇𝑝𝑝𝐺𝐺 

Liquid transport 
∇ ⋅ 𝜌𝜌𝐿𝐿vL∗ = 𝑅𝑅𝑐𝑐𝑡𝑡𝑛𝑛𝑖𝑖 + �𝑅𝑅𝐿𝐿,𝑖𝑖,𝑟𝑟𝑒𝑒𝑛𝑛

𝑖𝑖

 

vL∗ = −
𝑘𝑘0𝑘𝑘𝐿𝐿,𝑟𝑟𝑐𝑐𝑡𝑡

𝜇𝜇𝐿𝐿
∇𝑝𝑝𝐿𝐿 

PTLs, CLs 

Ionic transport 

𝛁𝛁 ⋅ N𝑖𝑖 = (𝑅𝑅𝑖𝑖,𝑟𝑟𝑒𝑒𝑛𝑛 + 𝑅𝑅𝑖𝑖,𝑖𝑖𝑐𝑐𝑠𝑠𝑡𝑡𝑟𝑟𝑎𝑎𝑡𝑡𝑖𝑖𝑡𝑡𝑛𝑛) 

N𝑖𝑖 = −𝑥𝑥𝑖𝑖
𝜅𝜅𝑖𝑖
𝑧𝑧𝑖𝑖𝑛𝑛

𝜵𝜵𝜙𝜙𝑘𝑘 − 𝑥𝑥𝑖𝑖
𝜅𝜅𝑖𝑖𝜉𝜉𝑖𝑖
𝑧𝑧𝑖𝑖2𝑛𝑛2

𝜵𝜵𝜇𝜇𝑤𝑤 − 𝐷𝐷𝑖𝑖𝐶𝐶𝑡𝑡𝛁𝛁𝑥𝑥𝑖𝑖  

N𝑤𝑤 = −�𝑥𝑥𝑖𝑖
𝑖𝑖

𝜅𝜅𝑖𝑖𝜉𝜉𝑖𝑖
𝑧𝑧𝑖𝑖𝑛𝑛

𝛁𝛁𝜙𝜙𝑘𝑘 − �𝛼𝛼𝑘𝑘 + �𝑥𝑥𝑖𝑖
𝜅𝜅𝑖𝑖𝜉𝜉𝑖𝑖2

𝑧𝑧𝑖𝑖2𝑛𝑛2𝑖𝑖

� 𝛁𝛁𝜇𝜇𝑤𝑤 

CLs, 
Membrane 

Electron transport 
∇ ⋅ 𝑖𝑖𝑠𝑠 = 𝑗𝑗𝑟𝑟𝑒𝑒𝑛𝑛 

𝑖𝑖𝑠𝑠 = −𝜎𝜎𝑠𝑠
𝑐𝑐𝑟𝑟𝑟𝑟∇𝜙𝜙𝑠𝑠 

Plate, PTLs, 
CLs 

Heat transport ∇ ⋅ 𝑞𝑞 = �̇�𝑄 
𝑞𝑞 = −𝑘𝑘𝑅𝑅

𝑐𝑐𝑟𝑟𝑟𝑟∇𝑅𝑅 
All layers 

 

Table 8. Source terms for the conservation equations in different layers of the cell 

Source Term 
(Expression) Plates PTL CL Membrane 

Electrochemical 
reaction of 
species 𝑖𝑖, 𝑅𝑅𝑖𝑖,𝑟𝑟𝑒𝑒𝑛𝑛 

  �𝑠𝑠𝑖𝑖,𝑡𝑡
𝑖𝑖𝑡𝑡
𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡

  

Phase change of 
species 𝑖𝑖 to pore, 
𝑅𝑅𝑖𝑖,𝑎𝑎ℎ𝑎𝑎𝑠𝑠𝑐𝑐 

 𝑘𝑘𝑖𝑖,𝑡𝑡�𝜇𝜇𝑖𝑖,𝑡𝑡 − 𝜇𝜇𝑖𝑖,𝑎𝑎� 𝑘𝑘𝑖𝑖,𝑡𝑡�𝜇𝜇𝑖𝑖,𝑡𝑡 − 𝜇𝜇𝑖𝑖,𝑎𝑎�  

Condensation of 
liquid water, 
𝑅𝑅𝑐𝑐𝑡𝑡𝑛𝑛𝑖𝑖 

 𝑘𝑘𝑐𝑐𝑐𝑐(𝜇𝜇𝑉𝑉 − 𝜇𝜇𝐿𝐿) 𝑘𝑘𝑐𝑐𝑐𝑐(𝜇𝜇𝑉𝑉 − 𝜇𝜇𝐿𝐿)  

Rate of 
desorption of 
species 𝑖𝑖 from 
pore to ionomer 

 𝑘𝑘𝑎𝑎𝑖𝑖(𝜇𝜇𝑖𝑖,𝑎𝑎 − 𝜇𝜇𝑖𝑖,𝑑𝑑) 𝑘𝑘𝑎𝑎𝑖𝑖(𝜇𝜇𝑖𝑖,𝑎𝑎 − 𝜇𝜇𝑖𝑖,𝑑𝑑)  

Rate of current 
generation, 𝑗𝑗𝑟𝑟𝑒𝑒𝑛𝑛   

𝑎𝑎𝑠𝑠𝑖𝑖𝑡𝑡  
𝑖𝑖𝑡𝑡  defined in Eq. 
(96) 

 

Heat generation, 
�̇�𝑄 �̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑠𝑠𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖 

�̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑠𝑠𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖
+ �̇�𝑄𝑎𝑎ℎ𝑎𝑎𝑠𝑠𝑐𝑐,𝑎𝑎𝑡𝑡𝑟𝑟𝑐𝑐 + 

�̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑠𝑠𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖
+ �̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑖𝑖𝑡𝑡𝑛𝑛𝑡𝑡𝑑𝑑𝑐𝑐𝑟𝑟
+ �̇�𝑄𝑎𝑎ℎ𝑎𝑎𝑠𝑠𝑐𝑐,𝑎𝑎𝑡𝑡𝑟𝑟𝑐𝑐
+ �̇�𝑄𝑟𝑟𝑐𝑐𝑠𝑠 + �̇�𝑄𝑖𝑖𝑟𝑟𝑟𝑟𝑐𝑐𝑠𝑠 

�̇�𝑄𝑡𝑡ℎ𝑑𝑑,𝑖𝑖𝑡𝑡𝑛𝑛𝑡𝑡𝑑𝑑𝑐𝑐𝑟𝑟 
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Table 9. Boundary conditions for different physics in the electrochemical-synthesis model 

Physics Boundary conditions 

Gas diffusion 
𝑐𝑐𝑖𝑖|𝑒𝑒=−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑐𝑐i,anode,channel 
𝑐𝑐𝑖𝑖|𝑒𝑒=𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑐𝑐i,cathode,channel 
𝑁𝑁𝑖𝑖|𝑒𝑒=−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑁𝑁𝑖𝑖|𝑒𝑒=0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 

Gas convection 
𝑝𝑝𝐺𝐺|𝑒𝑒=−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑝𝑝G,anode,channel 
𝑝𝑝𝐺𝐺|𝑒𝑒=𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑝𝑝G,cathode,channel 

v∗|𝑒𝑒=−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = v∗|𝑒𝑒=0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 

Liquid transport 

For liquid saturated cell: 
𝑝𝑝𝐿𝐿|𝑒𝑒=−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑝𝑝L,anode,channel 
𝑝𝑝𝐿𝐿|𝑒𝑒=𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑝𝑝L,cathode,channel 

For dry cell: 
vL∗|𝑒𝑒=−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 
vL∗|𝑒𝑒=𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 

For all conditions: 
vL∗|𝑒𝑒=−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = vL∗|𝑒𝑒=0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 

Ionic transport 𝑁𝑁𝑖𝑖|𝑒𝑒=−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚−𝐿𝐿𝐶𝐶𝑃𝑃 = 𝑁𝑁𝑖𝑖|𝑒𝑒=0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚+𝐿𝐿𝐶𝐶𝑃𝑃 = 0 

Electron transport 

For potentiostatic: 
𝜙𝜙𝑠𝑠|𝑒𝑒=−𝐿𝐿𝑃𝑃−𝐿𝐿𝐶𝐶−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐𝑖𝑖 

For galvanostatic: 
𝐧𝐧 ⋅ 𝜎𝜎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑐𝑐∇𝜙𝜙𝑠𝑠|𝑒𝑒=−𝐿𝐿𝑃𝑃−𝐿𝐿𝐶𝐶−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐𝑖𝑖 

Always: 
𝜙𝜙𝑠𝑠|𝑒𝑒=𝐿𝐿𝑃𝑃+𝐿𝐿𝐶𝐶+𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 

𝐧𝐧 ⋅ 𝜎𝜎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑐𝑐∇𝜙𝜙𝑠𝑠|𝑒𝑒=−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝐧𝐧 ⋅ 𝜎𝜎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑐𝑐∇𝜙𝜙𝑠𝑠|𝑒𝑒=0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 0 

Heat transport 

𝑅𝑅|𝑒𝑒=−𝐿𝐿𝑃𝑃−𝐿𝐿𝐶𝐶−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑅𝑅𝑎𝑎𝑛𝑛,𝑡𝑡𝑜𝑜𝑡𝑡 
𝑅𝑅|𝑒𝑒=𝐿𝐿𝑃𝑃+𝐿𝐿𝐶𝐶+𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑅𝑅𝑐𝑐𝑎𝑎,𝑡𝑡𝑜𝑜𝑡𝑡 

𝑅𝑅|𝑒𝑒=−𝐿𝐿𝐶𝐶−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚,𝑦𝑦<0.5𝐻𝐻𝐶𝐶 = 𝑅𝑅|𝑒𝑒=−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚,𝑦𝑦<0.5𝐻𝐻𝐶𝐶
= 𝑅𝑅| 𝑦𝑦=0.5𝐻𝐻𝐶𝐶,(−𝐿𝐿𝐶𝐶−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚<𝑒𝑒<−𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃−𝐿𝐿𝐶𝐶𝑃𝑃−0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚)
= 𝑅𝑅an,ch 

𝑅𝑅|𝑒𝑒=𝐿𝐿𝐶𝐶+𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚,𝑦𝑦<0.5𝐻𝐻𝐶𝐶 = 𝑅𝑅|𝑒𝑒=𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚,𝑦𝑦<0.5𝐻𝐻𝐶𝐶
= 𝑅𝑅| 𝑦𝑦=0.5𝐻𝐻𝐶𝐶,(𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚<𝑒𝑒<𝐿𝐿𝐶𝐶+𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃+𝐿𝐿𝐶𝐶𝑃𝑃+0.5𝐿𝐿𝑚𝑚𝑒𝑒𝑚𝑚)
= 𝑅𝑅ca,ch 

All 
𝜕𝜕(∗)
𝜕𝜕𝜕𝜕

�
𝑦𝑦=0

=
𝜕𝜕(∗)
𝜕𝜕𝜕𝜕

�
𝑦𝑦=0.5𝐻𝐻𝐶𝐶+0.5𝐻𝐻𝑃𝑃

= 0 
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3.8. Applied-Voltage Breakdown (a.k.a. Power Loss Analysis)  

 

Figure 17. Example of an applied-voltage breakdown developed through power-loss analysis. 
Adapted with permission from Weng et al.67 Copyright 2020 Royal Society of Chemistry. 

A crucial benefit of macroscale simulation is that it enables the breakdown of a measured 

or simulated polarization curve into a series of voltage contributions that sum to the overall 

polarization curve, thereby enabling a clearer understanding of the limiting processes within an 

electrochemical device.77 The power-loss-analysis based method breaks the overall applied 

potential into the contributions from the sources. Because of this, mathematical expressions for 

these overpotential contributions from each mechanism must be derived from first principles. 

This analysis is referred to as “power-loss analysis” because these expressions are derived by 

determining the power loss throughout the modeled domain due to each mechanism normalized 

by the total current density to determine a power-loss-based overpotential contribution. The 

individual voltage-loss contributions are defined as follows. For greater depth regarding applied-

voltage analysis, please view our recent tutorial review on this topic.77 

In the definition of the voltage-loss breakdown, the choice of model of the kinetics 

becomes relevant, as it dictates the form of the expression for the mass-transport and kinetic 

losses. In the following analysis, the concentration-dependent Tafel expression is used (Eq. 

(106)). For an anodic reaction, the Tafel kinetics can be rearranged, such that the mass-transport 
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effects are placed within the exponential to derive a total overpotential 𝜂𝜂𝑅𝑅 (for a cathodic 

reaction, the sign on the total overpotential would change to be negative, as shown in Eq. (106)). 

This is achieved by using logarithmic identity to move the activity dependent terms in the 

definition of 𝑖𝑖0 (Eq. (99)) into the exponential of the Tafel expression (Eq. (106)), adding them 

to the surface overpotential to arrive at the total overpotential. 

𝜂𝜂𝑅𝑅 = 𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡 +
𝑅𝑅𝑅𝑅
𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛

��𝛾𝛾𝑎𝑎,𝑘𝑘,𝑡𝑡 ln�
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑎𝑎

+ �𝛾𝛾𝑟𝑟,𝑘𝑘,𝑡𝑡 ln�
𝑎𝑎𝑟𝑟
𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑟𝑟

� (123) 

The total overpotential can be further divided into a kinetic (i.e., surface) overpotential, 𝜂𝜂𝑆𝑆, and a 

concentration overpotential, 𝜂𝜂𝐶𝐶 . The surface overpotential describes the electrochemical driving 

force required to drive the Tafel kinetics, and the concentration overpotential describes potential 

losses due to concentration gradients within the electrochemical cell.   

𝜂𝜂𝑆𝑆 = 𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑘𝑘 − 𝑈𝑈𝑡𝑡  (124) 

𝜂𝜂𝐶𝐶 =
𝑅𝑅𝑅𝑅
𝛼𝛼𝑎𝑎,𝑡𝑡𝑛𝑛

��𝛾𝛾𝑎𝑎,𝑘𝑘,𝑡𝑡 ln�
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟� +

𝑎𝑎

�𝛾𝛾𝑟𝑟,𝑘𝑘,𝑡𝑡 ln�
𝑎𝑎𝑟𝑟
𝑎𝑎𝑟𝑟
𝑟𝑟𝑐𝑐𝑟𝑟�

𝑟𝑟

�, (125) 

where 𝑎𝑎𝑎𝑎 is the activity of anodic reactant p, 𝑎𝑎𝑎𝑎
𝑟𝑟𝑐𝑐𝑟𝑟 is the activity of reactant p at the open circuit 

condition (channel activity for vapor-fed systems or bulk electrolyte activity for liquid-fed 

systems as discussed in Section 3.5.1), and 𝛾𝛾𝑎𝑎,𝑘𝑘,𝑡𝑡 is the rate order of reactant p in phase k in 

reaction l. The concentration overpotential, 𝜂𝜂𝐶𝐶 , must be referenced to open circuit conditions, 

because if the device is operating at open circuit, there are no fluxes in the cell and the 

concentration overpotential must tend to 0. Often, we ignore the contribution due to the second 

term in the concentration overpotential, (associated with the transport of cathodic species away 
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from the anodic electrode), because we can assume they immediately bubble out of the 

electrolyte or that their activity in the channel is negligible.   

Now, to determine the applied voltage loss in the overall cell due to kinetics, we integrate the 

product of the surface overpotential and the local volumetric current density over the volume of 

both catalyst layers, summing over all reactions, and dividing by the total volumetric current 

density.  

𝜂𝜂𝑘𝑘𝑖𝑖𝑛𝑛𝑐𝑐𝑡𝑡𝑖𝑖𝑐𝑐 = ∑ ∫ 𝑖𝑖𝑣𝑣,𝑙𝑙𝜂𝜂𝑆𝑆𝑖𝑖𝐿𝐿𝐶𝐶𝑃𝑃
∫ 𝑖𝑖𝑣𝑣𝐶𝐶𝑃𝑃 𝑖𝑖𝐿𝐿𝑡𝑡 = ∑ ∫ 𝑖𝑖𝑣𝑣,𝑙𝑙 (𝜙𝜙𝑠𝑠−𝜙𝜙𝑘𝑘−𝜕𝜕𝑙𝑙 )𝑖𝑖𝐿𝐿𝐶𝐶𝑃𝑃

∫ 𝑖𝑖𝑣𝑣𝐶𝐶𝑃𝑃 𝑖𝑖𝐿𝐿𝑡𝑡 , (126) 

where 𝑖𝑖𝑠𝑠,𝑟𝑟𝑒𝑒𝑛𝑛 is the local volumetric current source in A m−3. dL represents a differential length 

along the through-plane of the catalyst layer. 

The mass-transport-overpotential losses are derived by similar power-loss integration of 

𝜂𝜂𝐶𝐶  and account for voltage losses due to variations in local pH, as well as any other 

concentration overpotentials within the catalyst layer  

𝜂𝜂mass transport,k = ∑ ∫ 𝑖𝑖𝑣𝑣,𝑙𝑙 𝜂𝜂𝐶𝐶𝑖𝑖𝐿𝐿𝐶𝐶𝑃𝑃
∫ 𝑖𝑖𝑣𝑣𝐶𝐶𝑃𝑃 𝑖𝑖𝐿𝐿𝑡𝑡 = ∑

∫ 𝑖𝑖𝑣𝑣,𝑙𝑙
𝑅𝑅𝑃𝑃
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𝑟𝑟𝑒𝑒𝑟𝑟�𝑟𝑟𝑝𝑝 �𝑖𝑖𝐿𝐿𝐶𝐶𝑃𝑃

∫ 𝑖𝑖𝑣𝑣𝑖𝑖𝐿𝐿𝐶𝐶𝑃𝑃
𝑡𝑡 . (127) 

The voltage loss due to ohmic resistances is determined by integrating the power-loss as 

defined by Ohm’s Law over both the catalyst layer and membrane domains and dividing by the 

total current density, 

𝜂𝜂ohmic =
∫

𝑖𝑖𝑀𝑀
2

𝜅𝜅effCL+MEM 𝑖𝑖𝐿𝐿

∫ 𝑖𝑖𝑣𝑣𝑖𝑖𝐿𝐿𝐶𝐶𝑃𝑃
, (128) 
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where 𝑖𝑖𝑀𝑀 is the local ionic current density in A m−2 and 𝜅𝜅eff is the effective ionic conductivity of 

the ionomer, which varies with respect to the local conditions (e.g., water content, temperature) 

as described in Sections 3.4 and 3.6.1, and must be integrated over. 

These individual contributions (Eqs. (126)-(128)) will sum to be equal to the overall 

polarization curve by definition. It is important to note that the above analysis is written for a 1-

D model. To extend the above definitions to higher dimensions, higher-dimensional integration 

will be required, along with additional normalization by the relevant length scales. 

3.9. Computational Methods 

Predicting the state and behavior of the electrochemical-synthesis systems requires 

solving the mathematical equations discussed in Section 3. General Aspects and Equations. 

While analytical solutions can be obtained for simplified limiting-case scenarios,220 as has been 

done in other electrochemical systems such as fuel cells,221-226 the complexity and nonlinearity 

(especially the various properties) of the equations necessitates numerical solution. These 

nonlinearities are exacerbated by the homogeneous reactions including buffers, that can make the 

problem quite stiff. Both finite-element-method (FEM) and finite-volume-method (FVM) 

frameworks have been used for discretization. While FEM provides a generalized framework for 

solving any type of differential equations with high accuracy, FVM methods are naturally suited 

for solving conservation equations. In either framework, the discretized equations for the time 

independent part can be presented as system of nonlinear equations 

 [𝐴𝐴(𝐱𝐱)]𝐱𝐱 = 𝒃𝒃(𝐱𝐱), (129) 

where [𝐴𝐴(𝐱𝐱)] is the variable dependent (nonlinear) coefficient matrix, 𝐱𝐱 is the variable vector 

and 𝑏𝑏(𝐱𝐱) is the variable-dependent right-side vector. The solution for 𝐱𝐱 can be obtained by direct 
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inversion of matrix 𝐴𝐴 (for smaller problem sizes) or by iterative methods.227 Due to nonlinearity, 

Picard’s method, Newton-Raphson method, or secant method is typically used.228 Finally, the 

transient equation is normally solved using Euler’s method or Crank-Nicholson time stepping.228, 

229    

In literature, the FEM or FVM numerical frameworks have been implemented in either 

commercial software, open-source packages, or using in-house coding. Commercially, software 

such as COMSOL®164, 198, 230-232 and ANSYS-Fluent®233-235 have been extensively used to 

simulate the multiphysics equations for electrochemical systems. Other commercial software 

such as STAR-CCM+®236, 237, AVL-FIRE238, 239 and CFD-ACE240, 241 also have functionality for 

simulating electrochemical systems. Open-source frameworks like openFCST242 and 

openFuelCell243, which are built upon open-source libraries such as deal.II244 and openFOAM245-

248 respectively, can be used for simulating synthesis systems. Finally, several in-house 

numerical implementations have been reported, albeit primarily for fuel-cell systems.249-251  
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4. Survey of Macroscale Models Employed for Modeling Porous-Electrode Devices 

The physics and theory described in Section 3 constitute the framework for models of 

electrochemical devices. In this section, we review literature to explore electrochemical-

synthesis cell models at various length and timescales. The goal of the current section is to 

present the utility and limitations of each modeling approach, while providing guidelines for the 

development of integrated models that can predict product distributions, electrochemical 

performance, and failure mechanisms. 

4.1 Modeling of Porous Electrodes 

Because the phenomena in porous electrodes for electrochemical synthesis occur over 

multiple relevant length scales, this section is broken down into models at these various scales. 

First, we review models of porous electrodes at the scale of a pore, nanostructure, or agglomerate 

to understand how the physics at the nanoscale can be translated directly to observables at the 

macroscale. Next, we discuss the use of high-fidelity porous-media models, which attempt to 

link these model formulations to account for phenomena occurring at a wide range of length 

scales. Lastly, we explore models at the macroscale, which treat the porous electrode as a 

homogeneous, volume-averaged continuum to ease computational cost when simulating these 

complex electrodes at full, macroscale. 

 



91 
 

4.1.1 Continuum Models of Pores, Nanostructure and Agglomerates 

 

Figure 18: (a) Schematic depicting a porous electrode. (b) Zoomed in schematic of an 
agglomerate of catalyst particles that are bound by ionomer and filled with water or solvent. (c) 
Further zoomed in schematic of continuum-level description of a single pore with the electrical 
double layer illustrated. Boxes and arrows between panels (a) and (b) represent the mathematical 
constructs that can be used to link scales. 

Transport within porous electrodes is complex because of the multitude of phases that 

coexist in catalyst layers, as well as charging and species adsorption that occurs on the catalyst 

surfaces (Figure 18). Pore-level modeling aims to resolve gradients in ion concentration, and 

ionic and electric potentials by simulating mass and charge transport in discrete pores. A 

characteristic feature of pore-level models is that they account for electric double layers (EDLs), 

which occur at the interface of a charged electrode in contact with an electrolyte phase. Ions and 

dipoles reorient either towards or away from the solid electrode and specific adsorption occurs, 

resulting in space-charge region with their own associated potential gradients. Consequently, 

capturing the EDL effects in electrochemical synthesis models is usually necessary to accurately 

characterize the local ionic environment at the catalyst surface.252-254 
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There are various EDL models in the literature, with Guoy-Chapman-Stern-Grahame 

(GCSG) theory being perhaps the most widely used. GCSG theory conceptually divides the 

electrolyte portion of the EDL into diffuse and Stern layers (Figure 18c). The Stern layer is 

theorized as an infinitely thin layer of ions that specifically adsorb to a solid electrode. The inner 

Helmholtz plane (IHP) passes through the adsorbed ions and the outer Helmholtz plane (OHP) 

passes through the center of the closest fully-solvated ions to the electrode.255 When explicitly 

modeling the double layer, the potential difference between the metal and OHP defines the 

overpotential: 

      𝜂𝜂 = (𝜙𝜙𝑑𝑑 − 𝜙𝜙𝑂𝑂𝐻𝐻𝑂𝑂) − (𝜙𝜙𝑑𝑑 − 𝜙𝜙𝑂𝑂𝐻𝐻𝑂𝑂)𝑐𝑐𝑒𝑒 (130) 

where 𝜙𝜙𝑑𝑑 is the metal potential, 𝜙𝜙𝑂𝑂𝐻𝐻𝑂𝑂 is the OHP potential and the last term is their difference at 

equilibrium (i.e., no applied potential). If the OHP potential is known, this overall expression for 

the reaction overpotential can be used in the Butler-Volmer equation to determine the reaction 

rate of the electrochemical-synthesis reaction. This modification to the Butler-Volmer equation is 

commonly referred to as the Frumkin correction.256 Beyond the OHP is the diffuse layer, which 

extends to the bulk solution and is composed of electrolyte and solvated ions. As the distance 

from the solid phase increases, the charge in the diffuse layer approaches the charge-neutral bulk 

electrolyte. The Poisson-Nernst-Planck (PNP) equation, which results from combining Eqs. (65) 

and (67), is used to determine charge and ion concentration profiles throughout the domain. 

The Stern layer generally is assumed to be free of ions, as specific energies of adsorption 

are difficult to measure and with non-poisoning electrolyte one can assume only water dipoles 

present in the Stern layer. To account for water dipoles preferential orientation within the Stern 

layer, one can reduce the relative dielectric constant within the Stern layer to below 80 (to 6-10 

for example).257 Generally, with these modifications, Stern layer addition to the PNP equations 
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ensures the EDL is saturated with water at high applied potentials. Without the Stern layer 

addition, a modified PNP needs to be used to account for the finite size of ions crowded in the 

double-layer.69-71 The variables that the PNP solves for are the ion concentrations and potentials.  

The potential of zero charge (PZC) and charging dynamics of the solid phase are 

important physical parameters that PNP models for electrochemical synthesis must consider. The 

PZC is broadly defined here as the potential at which the solid phase carries zero electron charge. 

Consequently, the potential that is measured across the interface at the PZC potential is due 

exclusively to aligned water dipoles and electron spillover effects.258 Without accounting for 

these corrections, PNP models implicitly assume a PZC value 0 V, which is generally not the 

case for catalysts used in electrochemical synthesis.259, 260 The fuel-cell community has 

integrated PZC values into GCSG-type models and their results are highly sensitive to the PZC, 

and whether the PZC is in the operating potential window, because this parameter determines the 

degree of metal charging and associated ion distributions.261-264 For example, Huang et al. 

showed non-monotonic surface charging of Pt electrodes and associated ion distributions,263 

which necessitated accounting for surface oxide dipoles and their contribution to the charge and 

potential drop across the interface. These studies established that the PZC is a critical parameter 

for modeling EDLs in pore-level models. 

Some catalysts used for electrochemical synthesis, such as Au or Cu, can exist in several 

oxidation states that effect the PZC.265 Recent studies coupled electrokinetics (streaming 

current/streaming potentials)266, 267 and electrochemical measurements to determine zeta 

potential, which is the potential at the OHP (under certain conditions), to understand better 

surface charging and PZC. The PZC is incorporated into these models as a boundary condition, 

where instead of 𝜙𝜙𝑑𝑑 one would apply 𝜙𝜙𝑑𝑑 − 𝜙𝜙𝑎𝑎𝑧𝑧𝑐𝑐. The second boundary condition for Poisson 
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equation is the electrolyte bulk potential, which is taken to be 0 vs. RHE, as the solution is 

electroneutral. However, EDLs formed at catalyst layer surfaces can overlap with each other 

when confined in small pores.268, 269 Therefore, one must be careful of choosing the location in 

the model for the bulk solution to accurately characterize EDLs in porous electrodes.  

Perhaps the most significant challenge in the development of the EDLs and pore-scale 

models is integrating them with the high-fidelity porous network or continuum volume-averaged 

models.131 Agglomerate models (Figure 18b) are used as a bridge between the catalyst-layer 

continuum level and pore-scale models.74, 270-272 Catalysts particles that may be coated by 

ionomer aggregate and form agglomerated structures, that are often assumed to be spherical.74 

The interstices within the agglomerates can be filled with liquid electrolyte, thin ionomer films, 

partial water layers, or vapor, but are often assumed to be macro-homogeneous and thus an 

effective conductivity is used or it is assumed to be isopotential.167 On the surface of an 

agglomerate, either a thin film of water or ionomer is present to conduct ions and dissolved gas 

(in the case of liquid-filled pores) into agglomerate core. An effectiveness factor can then be 

defined as a ratio of the actual reaction rate from the agglomerate to the idealized reaction rate, if 

the interior pores of the agglomerate were exposed to the surface conditions (concentration, 

pressure, potential etc.) or the bulk conditions if an overall effectiveness factor is being used. For 

a first-order reaction, the simultaneous diffusion and reaction in the agglomerate can be solved 

analytically to yield the following expression for the effectiveness factor:  

      𝐸𝐸𝑟𝑟 = 1
𝜙𝜙𝑃𝑃
� 1
tanh (3𝜙𝜙𝑃𝑃)

− 1
3𝜙𝜙𝑃𝑃

� (131) 

where the Thiele’s modulus, 𝜙𝜙𝐿𝐿, for a spherical agglomerate is  
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 𝜙𝜙𝐿𝐿 = 𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎
3 �

𝑘𝑘𝑐𝑐
𝐴𝐴𝑒𝑒𝑟𝑟𝑟𝑟

 (132) 

where  𝑟𝑟𝑎𝑎𝑔𝑔𝑔𝑔 is the radius of agglomerate, 𝑘𝑘𝑐𝑐 is the reaction rate, 𝐷𝐷𝑐𝑐𝑟𝑟𝑟𝑟 is the effective reactant 

diffusion coefficient within the agglomerate. The effectiveness factor can be used to link a 

mesoscale agglomerate model to a macroscale continuum averaged model using a scaling term 

on the current density source term for the electrochemical reactions in the continuum model. For 

example, one can use Equation (92) (i.e., the Butler-Volmer equation) to determine the partial 

current density for product i under idealized conditions (𝑖𝑖𝑡𝑡,𝑖𝑖𝑖𝑖𝑐𝑐𝑎𝑎𝑡𝑡) when the reactant and solvent 

activities equal to that of the bulk solution. Then, one can calculate the actual current density 

after correcting for the effectiveness factor as follows,  

𝑖𝑖𝑡𝑡 =  𝐸𝐸𝑟𝑟𝑖𝑖𝑡𝑡,𝑖𝑖𝑖𝑖𝑐𝑐𝑎𝑎𝑡𝑡 (133) 

Chen et al.74 used the above framework to link the agglomerate- and macroscales to 

account for agglomerate effects within a continuous GDE framework to assess the impact of 

agglomerate size on COR and CO2R. In this work, they bridged the continuum and agglomerate 

models with an effectiveness factor but neglected the effects of the EDL at the interior pore 

scale. Throughout the study, Chen et al. explored the pH and CO2R reaction rates through the 

length of the catalyst layer, concluding that the agglomerate size has significant effect on current 

density, with larger agglomerates reducing the CO2R current density (Figure 19). This work 

presents a good first step towards the development of multiscale models for CO2R that capture 

meso- and macroscale effects on the local current densities. 
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Figure 19: Impact of agglomerate size on CO2R current density via modeling of a MEA 
architecture. Adapted from work by Chen et al.74 Copyright 2020 The Electrochemical Society 
(“ECS”). 

Sadeghi et al.273 developed a modeling framework where transport and reaction kinetics 

within the micro- and mesopores of the agglomerates were resolved with a PNP-type EDL 

model. This pore-scale model was then fed into an agglomerate model, which subsequently 

informed a macroscale volume-averaged model. The overall CL effectiveness factor was 

calculated as: 

 

 

Γ𝐶𝐶𝐿𝐿 = Γ𝑛𝑛𝑎𝑎Γ𝑠𝑠𝑡𝑡𝑎𝑎𝑡𝑡
∫ Γ𝑎𝑎𝑎𝑎𝑎𝑎(𝑧𝑧)𝑖𝑖𝑧𝑧𝐶𝐶𝑃𝑃
0

𝐿𝐿𝐶𝐶𝑃𝑃
 

(134) 

where Γ𝑛𝑛𝑎𝑎 is the effectiveness factor responsible for bridging the pore- and agglomerate-scales. It 

can be calculated as the ratio of current density within the pores divided by the idealized current 

density (on the surface of agglomerate). Γ𝑠𝑠𝑡𝑡𝑎𝑎𝑡𝑡 was described in their model as an empirical 

parameter that arises due to the inhomogeneous ionomer distribution and the connectivity of the 

interior pore network. The last term is the effectiveness factor of agglomerates, which accounts 

for the various agglomerate sizes and the thin film of solvent or ionomer surrounding the 
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agglomerate. The form of the terms in this expression can be retrofitted for a multitude of 

electrochemical-synthesis systems depending on the physics, reactions, and morphologies 

studied. Γ𝑛𝑛𝑎𝑎 will change based on the chosen pore geometries, as well as the gas and ion 

concentrations, and bulk electrolyte potentials. Γ𝑠𝑠𝑡𝑡𝑎𝑎𝑡𝑡 can account for the statistical distributions in 

the size and number of these pores, their location, and how many of them are flooded vs. dry. All 

of these inhomogeneities at the pore- and agglomerate-scales have substantial repercussions for 

the local environments and thus the product distributions observed in electrochemical synthesis. 

The model by Sadeghi et al. (Figure 20) shows that, even at a moderate current density of 0.2 A 

cm-2,  Γ𝑎𝑎𝑔𝑔𝑔𝑔 is less than 0.25 throughout the catalyst layer, indicating poor utilization of the 

catalytic active sites. This result provides the impetus to better understand and optimize the 

microstructure of catalyst layers to reduce mass transfer limitations in catalyst particle 

agglomerates.274-276  

 

Figure 20: Agglomerate effectiveness factor (Γ𝑎𝑎𝑔𝑔𝑔𝑔; Eq. (134)) as a function of position and total 
current density. z/LCL = 0 is the CL interface with membrane, whereas z/LCL = 1 is the interface 
with the PTL. Adapted from work by Sadeghi et al.273 Copyright 2013 The Electrochemical 
Society (“ECS”). 
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Recently, Moore et al. employed pore-scale simulation to analyze mass transport within 

the pores of an unsupported Ag catalyst layer without ionomer in a vapor-fed CO2 electrolyzer 

(Figure 21).178 The aim was to simulate the pore scale and determine if common assumptions 

employed in volume-averaged macroscale models of porous electrodes (see Section 4.1.3) were 

valid for electrochemical CO2 reduction. Namely, to validate the common assumption that there 

are no radial gradients within a catalyst pore, and that the concentration at the reacting surface is 

equivalent to that within the electrolyte in the pore (i.e., the effectiveness factor is 1). The 

authors identified three distinct mass-transport regimes in the catalyst-layer pores. In the first, 

which they refer to as “bulk-reaction control”, the homogeneous reaction of CO2 to form 

(bi)carbonate anions is the primary consumer of CO2 (Figure 21b, e). In the second, referred to 

therein as “surface-reaction control”, the electrochemical reaction of CO2 to CO at the surface of 

the catalyst is the dominant phenomenon, and the entirety of the catalyst pore (i.e., the solid-

electrolyte or double-phase boundary) is active for CO2 reduction (Figure 21c, e). In the third, 

referred to as “triple-phase-region (TPR) control”, CO2 reduction primarily occurs at the triple-

phase interface between the vapor phase, liquid electrolyte, and solid catalyst (Figure 21d, e). 

They find that the assumption of a unity effectiveness factor at ambient conditions is sound for 

all cases except for TPR control, where the high rates of CO2 reduction at the triple-phase 

boundary result in significant radial gradients within the catalyst pore. Using a mass-transport-

regime phase diagram (Figure 21f-g), where the pore radius and CO evolution current density 

are the axes, they demonstrated that for low to moderate current densities and small pore radii, 

transport within the catalyst pore can be described by either the bulk or surface reaction regimes, 

consistent with prior assumptions made in the literature.49, 60 Additionally, the work supports the 

concept that CO2 reduction occurs at double-phase boundaries more often than at triple-phase 
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boundaries.50 More interesting, however, is that they find that a change in the catalyst pore pH by 

one unit (pH 14 to 13) drastically changes the transport behavior of CO2 within the pore. 

Lowering the pH results in a much larger region of surface-reaction control, and substantially 

mitigates the parasitic consumption of CO2 within the pore by bulk reactions, enhancing CO2R.  

 

Figure 21: Simulation of an Ag catalyst pore in an unsupported catalyst layer for vapor-fed 
electrochemical CO2 reduction. (a) Modeled domain: cylindrical domain where CO2 reduction 
occurs at the outer catalyst surface. Mass transport is modeled in the liquid electrolyte. CO2 
concentration distributions within a singular catalyst pore for three distinct mass transport control 
regimes: (b) bulk reaction control, (c) surface reaction control, and (d) triple phase region (TPR) 
control. (e) Schematic depiction of the three mass transport control regimes. Phase diagram for 
mass transport regimes as a function of pore radius and CO evolution current density (iCOER) for 
a pore pH (pHpore) of (f) 14 and (g) 13. Adapted from work by Moore et al.178 Copyright 2021 
American Chemical Society. 
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4.1.2 High-fidelity Porous-Media Models 

 

Figure 22: Schematic depiction of various high-fidelity models for porous transport layers along 
with pros and cons of each class of model. Adapted with permission from works by Jung et al.277 
(Copyright 2021 Jung et al.) and Satjaritanun et al.278 (Copyright 2021 Satjaritanun et al.). 

CLs and PTLs are morphologically complex multiscale media with pores ranging from 

micro (1 to 10 nm), meso (10 nm to 1 m) to macro (1 to 100 m) scales. Continuum models 

are not well suited to describe local heterogeneities that include variations in pore sizes and 

shapes, dead-ends, chemical or wettability variations, etc. High-fidelity porous-media models 

can overcome these bottlenecks and account for heterogeneities, but care must be taken in their 

implementation because they are often numerically expensive. The two main classes of high-

fidelity models are pore-network models (PNM) and direct-numerical simulations (DNS), as 

shown by Figure 22, where the latter category consists of Lattice-Boltzmann-method (LBM) and 

computational-fluid-dynamics (CFD) methods.  
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A PNM relies on a statistical description of the medium (typically obtained through 

imaging or advanced formation algorithms) and reduced-order physics-based descriptions for the 

linkages between the network nodes. These linkages essentially represent the resistance to 

transport through the network. Advanced PNMs also incorporate source terms at the nodes in the 

network to account for catalyst sites. The network architecture and use of reduced order 

equations allows for hundreds of pores to be evaluated and solved in a relatively computationally 

efficient manner. PNMs can be used for a single-phase transport, for example to extract 

diffusivity, permeability or other domain properties or for two-phase transport, where gas 

transport within electrolyte can be described. PNMs in electrochemical-synthesis literature have 

mostly been applied to water electrolysis.95, 277, 279-281 Dual PNMs (D-PNMs) have been proposed 

in geological community,282 but have yet to be implemented in the electrochemical-synthesis 

community.  

LBM is a mesoscopic method that solves Navier-Stokes equations at the macroscale, while 

considering interparticle forces at the microscale. One of the advantages of the method is that it 

does not need to track interfaces for two-phase systems, resulting in better solution convergence, 

compared to CFD methods. Like PNMs, LBM models have been mostly applied to study water 

and oxygen transport in the PTL of water electrolyzers.283, 284 LBM is applied over the 

reconstructed 3-D domain, commonly obtained with x-ray computed tomography, FIB-SEM or 

other imaging tools.96 While application of LBM beyond computational fluid dynamics and 

calculation of the flow field are still quite rare, LBM has recently been applied in the 

electrochemical community to study both species transport in porous components and their 

reactivity.285, 286 Kamali et al. developed a boundary condition for simulation of a surface 

reaction rate possessing a reaction order of 1. This boundary condition was called “half-way 
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bounce back” and was validated against an analytical reaction diffusion solution. Satjaritanun et 

al. further extended the LBM approach to model the catalyst layer using an agglomerate 

model.287 

 

DNS have been sparsely used to model electrochemical synthesis porous electrodes, 

primarily due to their higher computational cost compared to PNM, although they are inherently 

the most accurate and can capture heterogeneities. Suter and Haussener211 reported an 

experimentally-validated, 3-D-mesoscale model of Ag inverse opal structures for CO2 reduction 

in potassium bicarbonate electrolyte (Figure 23). The physics of the model accounted for 

diffusion of species in pore space, bulk reactions in the electrolyte, and surface reactions. Using 

this 3-D model of the porous electrode, they determined that increasing the roughness factor of 

the electrode enhanced CO FE and suppressed H2 FE (Figure 23b), elucidating that increasing 

the roughness factor induced substantial concentration gradients within the pore domains 

(Figure 23c), due to the trapping of OH− within pores further from the bulk electrolyte. 

Additionally, they found that increasing film thickness and decreasing pore size trapped more 

anions, resulting in higher CO FE (Figure 23d). This work highlights how the 3-D-geometry of 

a porous electrode can result in drastic changes in the local microenvironment and thus the 

observed product distributions in an electrochemical-synthesis device. Overall, there are several 

approaches to modeling the relevant porous media, and the approach to be taken depends on the 

questions being asked. While DNS provides the most rigorous descriptions, its computational 

cost in terms of convergence and meshing limits its applicability. Pore-network models provide 

some consideration of the pore network, usually in terms of transport processes, and can go to 

full layer length scales, but is these models ultimately use statistical representations of the 
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medium and often reduced physics. Finally, volume-averaged macro-homogeneous approaches 

do not account explicitly for pore structures but can involve complex physics at multiple length 

scales as discussed in the next section.   

 

Figure 23: Results of a complete 3-D DNS of an Ag mesoporous electrode. (a) Modeled 
geometry. (b) Impact of roughness factor (RF) on CO FE as simulated and validated by 
experiment. Experimental data shown as markers, simulation in solid lines. (c) Local current 
density within a pore as a function of location within the porous network for multiple roughness 
factors. Solid lines represent H2 current densities; dashed lines represent CO current densities. 
(d) Impact of pore radius and film thickness on the maximum achievable CO FE. Adapted with 
permission from Suter et al.211 Copyright 2017 Royal Society of Chemistry. 
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4.1.3 Macroscale Modeling 

Macroscale models are used to describe transport and reaction processes that occur at 

larger length scales and can be applied across the entire domain of an electrochemical-synthesis 

device or porous electrode (Figure 24a). This feature enables macroscale models to produce 

results that are easily compared to experimental observables (i.e., FEs and polarization curves). 

More importantly, while the high-fidelity models presented in the previous subsections  (4.1.1 

and 4.1.2) do enable deeper, more accurate understanding of the impact of heterogeneities and 

local phenomena within the porous electrode, the volume-averaged models enable investigation 

of the material and reactor-design parameter space albeit with perhaps limited microscale 

physics, which can be upscaled using surrogate models or fits from the hi-fidelity ones.  

Existing macroscale models consider a variety of dimensionalities (1-D, 2-D, 2-D + 1, 

and 3-D). Lower dimensional models (i.e., 1-D and 2-D) are the simplest models, but have been 

demonstrated to simulate potential and species-concentration gradients effectively across porous 

catalyst and transport layers in the through-plane direction.74, 288 To reduce computational cost, 

these types of models represent 3-D porous electrodes with volume-averaged parameters that are 

interpretable in 1-D and 2-D reference frames (Figure 24). For example, mass-transfer 

resistances that depend on the pore-size distribution and connectivity of the porous medium are 

often estimated using Darcy’s law (Eq. (58)), which describes transport of viscous fluid within a 

porous medium, with nominal porosity and tortuosity values. This volume-averaged approach 

implicitly neglects double-layer effects, pore-network heterogeneities, and other microkinetic 

phenomena. For these reasons, macroscale models rely on effective transport properties that can 

be measured experimentally or determined computationally if morphology of the domains is 

known. Experimentally measured effective transport properties such as thermal conductivity, 
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effective gas diffusivity, and permeability can be directly used in Eqs. (83), (44), and (58), 

respectively, to describe transport. Alternatively, one can use bulk transport coefficients and 

correct them for transport in porous media as is done in Eq. (46), where effective properties are 

obtained when bulk transport parameters are corrected with porosity and tortuosity values. 

Additionally, these models need to incorporate interfacial transport resistances, such as thermal 

contact resistances or mass-transport resistance of ionomer thin films; it is also important that 

experiments performed to obtain electrochemical kinetic parameters are designed to account for 

mass-transfer effects.101 

 

Figure 24: Schematic depicting the modeling of a porous electrode device with various 
dimensionalities of the simulated flow: (a) 1-D, (b) 2-D, (c) 1 + 2-D along-the-channel, and (d) 
3-D. 
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Steady-state macroscale models of electrochemical-synthesis systems are sufficient to 

describe polarization behavior, spatial distributions of chemical species along various 

dimensions, temperature distribution, and reaction selectivity. However, transient models (which 

are rarer in the literature) are required when simulating pulsed electrolysis, where either potential 

or current is varied over short-time intervals, which has been shown in several experimental 

works as an effective way to reach higher FE values for various products.289-291 Two-phase 

models  are necessary for most of the electrochemical-synthesis systems where reactants and 

products co-exist in gaseous and liquid forms.  

Several macroscale models exist for porous electrodes used in electrochemical-synthesis 

devices.49, 60, 67, 68 The majority of these models investigate gas-diffusion-electrode (GDE) 

architectures, which consist of carbon diffusion media with a deposited catalyst layer.  For the 

volume-averaged approach, several morphological properties of the porous diffusion media and 

catalyst layers need to be known including porosity, pore-size distribution, tortuosity, and 

wettability (through water-retention curves) (See Section 3.6.1). To model catalyst layers 

containing ionomers, an ionomer volume fraction must be known to determine the volume of 

water- and ion-transport pathways.  

Delacourt and Newman reported the first macroscale model for a CO2 reduction 

electrolyzer with a porous silver electrode.210 This 1-D model was developed with a framework 

for reducing numerical complexity: fast kinetic processes (i.e., buffer reactions and mass transfer 

at the gas/liquid interface) were assumed to be at equilibrium, which eliminated terms from the 

conservation equations. The catalyst layers were also considered as interfaces instead of distinct 

domains and therefore heterogeneous concentration gradients within the porous catalyst layer 

were neglected.71 This simplified model was used to investigate the effect of potential and local 
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pH on CO2 reduction, and to quantify the consumption of CO2 via equilibrium with (bi)carbonate 

anions and electrochemical reactions. The model results generally agreed with experimental data 

at low current densities, but the two sets of data diverged at high current densities. 

One of the most challenging aspects to macroscopic modeling of porous electrodes is a 

description of two-phase equilibria and transport between liquid water and water vapor and water 

that exists within ionomer or membrane phases. For volume-averaged macroscale models, 

liquid-water saturation (the fraction of pore volume filled with liquid) is an output parameter and 

capillary pressure (difference between liquid- and gas-phase pressures) is the independent 

parameter. These functions yield water-retention curves, which have also been mapped out 

experimentally for a wide range of commercial carbon diffusion media.201, 292 Data for catalyst 

layers is much more challenging to obtain, largely because of the higher surface area and 

electrowetting phenomena, which modulates hydrophobicity as a function of potential.293 

Therefore, the water fraction and distribution within catalyst layers is one of the large 

uncertainties associated with multiphase volume-averaged macroscale models. Currently, 

experimental methods are still not sufficiently precise to measure water or electrolyte content in 

the catalyst layer as a function of potential.294  
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Figure 25: (a) Schematic depiction of a volume-averaged modeling domain for a Ag gas-
diffusion electrode (b) Modeled (solid lines) and experimental (markers) CO FE for a planar 
electrode, as well as a flooded and partially wetted catalyst layer. Modeled local CO2 
concentration for various applied potentials for a (c) flooded and (d) partially wetted catalyst 
layer. Adapted with permission from Weng et al.60 Copyright 2018 Royal Society of Chemistry. 

Because the liquid content in the catalyst layer cannot be measured easily, modeling is 

particularly useful for elucidating the impact of liquid saturation on electrochemical synthesis. 

Weng et al.60 were the first to simulate three water saturation states for the catalyst layer of a 
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silver GDE for CO2 reduction: a flooded catalyst layer, uniformly-wetted catalyst layer, and a 

catalyst layer that is described by a water-retention curve. The results demonstrated that flooding 

significantly reduced the FE for CO formation at high current densities (>100 mA cm−2) because 

of an uneven distribution of CO2 and enhanced competition from HER. In 2020, a 1-D steady-

state volume-averaged model was developed for full CO2 reduction cell with a copper catalyst at 

the cathode.67 The model contained the physics of water evaporation/condensation, capillary 

effects and liquid-phase transport to determine water saturation throughout the porous electrode 

more accurately. A correction to the intrinsic catalyst surface area, 𝑎𝑎𝑠𝑠0 , was included to account 

for accumulation of liquid water blocking the path of reactants to catalyst sites:  

 𝑎𝑎𝑠𝑠,𝑘𝑘 = (1 − 𝑆𝑆𝐶𝐶𝐿𝐿)𝑎𝑎𝑠𝑠0  (135) 

where,  𝑆𝑆𝐶𝐶𝐿𝐿  is the liquid saturation of the catalyst layer and 𝑎𝑎𝑠𝑠,𝑘𝑘is the corrected specific 

interfacial surface area. The volume fractions of the medium m were calculated from the intrinsic 

porosity:  

𝜀𝜀𝑆𝑆,𝑑𝑑 = 1 − 𝜀𝜀𝑑𝑑0  (136) 

𝜀𝜀𝐼𝐼,𝑑𝑑 = 𝜀𝜀𝑑𝑑0 × 𝑓𝑓𝐼𝐼,𝑑𝑑  (137) 

𝜀𝜀𝐿𝐿,𝑑𝑑 = 𝜀𝜀𝑑𝑑0 �1 − 𝑓𝑓𝐼𝐼,𝑑𝑑� × 𝑆𝑆𝑑𝑑 (138) 

𝜀𝜀𝐺𝐺,𝑑𝑑 = 𝜀𝜀𝑑𝑑0 (1 − 𝑓𝑓𝐼𝐼,𝑑𝑑)(1− 𝑆𝑆𝑑𝑑)   (139) 

where S, I, and G are solid, ionomer, and gas phases, respectively, and f is the volume fraction of 

ionomer in the pore space. The medium can be a catalyst or diffusion medium. The model 

showed that catalyst-layer thickness and surface area were not significant (within the parameter 

range of the model) because the system was not kinetically limited below 250 mA cm−2 current 
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density. Yang et al.66 applied a similar isothermal, steady-state model for CO2 reduction to 

formate anions and CO. They found that increasing the CO2 velocity along the flow channel by 

200 to 400% from its baseline value (3.85 × 10−3  m s−1) increased the product yield. 

However, the product yield remained constant as the velocity was increased further from 400 to 

1000% of the baseline value because the increases in local CO2 concentration resulting from 

operating at higher flow velocity were offset by reductions in the total catalyst-layer pressure.   

Kim et al.89 conducted experiments for pulsed electrolysis of CO2  reduction on a copper 

foil, and experimentally demonstrated that pulsing cathodic potentials between −1.15 and −0.8 V 

vs. SHE increased the total current density and the FE for C2+ products and decreased the FE for 

H2 and C1 products. Bui et al.135 used a 1-D transient model of a Cu electrode and 100 m thick 

mass-transport boundary layer with 0.1 M CsHCO3 to simulate Kim’s data. This model 

incorporated the effects of local pH and CO2 concentration on the reaction kinetics. An important 

finding of the simulations is that a combination of pH, CO2 concentration, and overpotential 

result in increased C2+ FEs. This work also identified an ideal pulse shape with an average 

cathodic potential of –0.975 V vs. RHE that increases the pH, without sacrificing the selectivity 

to C2+ products.  

CO2 and CO reduction on copper was also modeled for a flow-through porous-electrode 

architecture by Chen et al.74 The authors’ macroscale model simulated and compared the 

concentration profiles and catalyst activities associated with different electrode architectures 

(i.e., planar, nanostructured, and porous). Owing to thinner boundary layers and higher 

electrochemically active surface areas (ECSAs), the porous electrodes achieved higher CO2 

reduction activity than the planar and nanostructured electrodes. The porous electrodes also 

yielded higher FE values for ethylene than the planar or nanostructured electrodes because they 



112 
 

exhibited higher pH values that suppressed methane formation (Figure 26a), especially closer to 

the current collector. In contrast, ethylene generation was independent of position in the 

electrode because the electrochemical kinetics are explicitly independent of pH (Figure 26b).3 

The effect of CO surface coverages was also simulated, and it was shown that high CO surface 

coverage boosts both methane and ethylene formation rates. These studies collectively 

demonstrate the utility of macroscale models for relating a combination of factors on the porous-

electrode activity and selectivity.  

 

Figure 26: (a) Simulated comparison of local pH within a porous electrode and a planar 
electrode performing electrochemical CO2 reduction at a cathodic potential of −1.65 V vs. SHE 
with an electrolyte solution of bulk pH = 8. (b) Simulated spatial variation in ethylene and 
methane generation within a porous electrode. Adapted with permission from work by Chen et 
al. 74 Copyright 2020 The Electrochemical Society (“ECS”). 

4.2 Modeling of Ionomers and Membranes 

Key to the development of devices for electrochemical synthesis is the choice of solid 

electrolyte or ionomer, which exists in both thin-film (in catalyst layer) and membrane (as a 

separator) forms. The ionomer serves two primary purposes: first to, provide pathways for ionic 

conduction between the electrodes; second, to prevent the crossover of evolved product gases 

between electrode chambers.49, 127  
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Most modern electrochemical synthesis devices can be characterized as using one of four 

different ionomer types (Figure 27b): a cation-exchange membrane (CEM), an anion-exchange 

membrane (AEM), a reverse-bias bipolar membrane (RB-BPM), or a forward-bias bipolar 

membrane (FB-BPM). Recent work has demonstrated that the choice of membrane type can have 

a significant impact on the local environments achieved within an electrochemical-synthesis 

device.170, 217 Additionally, the use of CEMs or BPMs has been shown to negate the effects of 

parasitic carbonate crossover in devices for electrochemical CO2 reduction.295, 296 Continuum 

modeling can be used to elucidate the mechanism and rate of species transport. Furthermore, 

such models can help determine the optimal configuration and material property design targets 

for a given electrochemical-synthesis scheme. In the following section, macroscale models for 

ion-exchange membranes will be evaluated and discussed within the context of electrochemical 

synthesis. 
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Figure 27: (a) Schematic depicting a typical porous electrode device. (b) Schematics describing 
the various types of ion-exchange membranes employed in electrochemical synthesis: cation-
exchange membranes (CEMs), anion-exchange membranes (AEMs), reverse bias bipolar 
membranes (RB-BPMs), and forward bias bipolar membranes (FB-BPMs). Insets depict example 
chemical structures for CEMs, AEMs, and interfacial BPM catalysts. 

4.2.1 Models of Cation-Exchange Membranes 

CEMs have long been utilized in electrochemical devices such as proton-exchange-

membrane fuel cells due to their high protonic conductivity and low gas permeability, which 

minimizes crossover of the product or reactant gas species.297, 298 The prototypical CEM (Nafion) 

is comprised of a hydrophobic backbone (e.g., PTFE) with charged, hydrophilic sidechains 

attached (e.g., sulfonic-acid groups),127 see inset in Figure 27b. CEMs are defined by their 

equivalent weight (defined as the mass of dry polymer per mole of fixed charged sites) or the 

inverse of their ion-exchange capacity. Typical CEMs phase separate, with water or solvent 

uptake occurring and transporting in the hydrophilic domains, providing a pathway for ion 

transport.127 Key to understanding CEMs employed in electrochemical synthesis is the 

partitioning of cations and water in the CEM, because their local concentrations severely impact 

synthesis performance. A well hydrated membrane is required to facilitate cationic transport and 

avoid severe ohmic losses at high current densities, and a CEM exchanged with protons is 

substantially more conductive than one exchanged with other alkali cations.160 At the same time, 

in CO2R, a membrane with a lower water content and exchanged with Cs+ cations maximizes the 

selectivity to C2+ products.217 A membrane with lower water content reduces the selectivity to 

less desirable H2, whereas the hydrated Cs+ cations can pack tightly in the double-layer due to 

their smaller solvated-radius, enhancing the local electric field and improving the adsorption of 

intermediates for valuable CO2R products.130, 131, 215, 217 These performance tradeoffs underscore 

the need to design CEMs with carefully tailored microenvironments that can balance both 

efficiency and selectivity objectives required in electrochemical synthesis. 
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Many prior studies have sought to understand electrolyte transport in CEMs employed for 

various applications,116, 160-162, 299-311 with the aim of developing membranes that selectively 

transport desirable species and limit the movement of contaminants, additives, or other redox 

species that worsen device performance.312 The extensive work of Kamcev and Freeman 

provides significant insights into the thermodynamics and transport of ionic species and solvent 

in CEMs.304-309, 313 In their earlier work, they developed a thermodynamic model for ion sorption 

in CEMs that, given the parameters of the CEM fixed-charge concentration and the Manning 

parameter (a dimensionless spacing between fixed charge groups), is capable of predicting the 

co- and counter-ion sorption within a CEM to a remarkable degree of accuracy for a wide variety 

of monovalent and divalent electrolyte solutions.306, 308, 313 The key finding in this set of studies is 

the importance of thermodynamic non-idealities when calculating ion-partitioning in CEMs. In 

particular, the inclusion of Manning condensation (the condensing of counter-ions onto the 

fixed-charge groups of the CEM) was required to achieve agreement and predictive power with 

experimental data. For CEMs with a high degree of inhomogeneity, the Manning parameter had 

to be fit experimentally, but for those with poor phase separation, Manning parameters calculated 

from theory were sufficient to describe experimental data. This effect and subsequent slower 

diffusivities also needed to be incorporated to fit transport data when modeled using a Nernst-

Planck framework, as per Eq. (67).305, 309  
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Figure 28: Summary of modeling ion and species exchange in membranes. (a) Partitioning of 
various alkali cations between the membrane and the exchange solution. (b) Water uptake, (c) 
conductivity, (d) proton transference number, and (e) electro-osmotic coefficient for a CEM 
exchanged with various cations. Markers represent experimental data; simulation is denoted by 
solid lines. Adapted from work by Crothers et al.116, 160 (Copyright 2020 Crothers et al.), with 
experimental data adapted from Okada et al314. 

Recently, Crothers et al. expanded upon the work of Kamcev and Freeman through the 

development of a modeling framework for the transport and thermodynamics of multiple ions in 

a CEM.116, 160, 162 This set of studies is particularly relevant for electrochemical synthesis because 

it specifically explores the uptake and transport of all alkali cations along with that of the solvent 

(water) in Nafion CEMs. In the first study by Crothers et al., a thermodynamic model was 

developed that solved for ion and solvent uptake between the electrolyte and ionomer phases. 
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Nonidealities were accounted for using excess Gibbs free-energy terms (see Table 3) that 

explicitly account for solvation, electrostatic interactions, short-range physical interactions, 

polymer swelling, and steric interactions with the polymer.116 The thermodynamic model was 

able to predict ion partitioning and water uptake (Figure 28) for CEMs exchanged with different 

alkali cations. The model also elucidated differences in partitioning resulting primarily from 

more favorable physical interactions of sulfonate moieties with alkali cations going from Li+ to 

Cs+ (Figure 28a). Additionally, these favorable interactions reduce the driving force for water to 

solvate and dilute the A+-SO3
− pairs, resulting in an opposite trend of water uptake compared to 

ion partitioning, with Cs+-exchanged Nafion exhibiting the lowest water uptake and Li+-

exchange Nafion exhibiting the greatest water uptake (Figure 28b). 

 The framework developed by Crothers et al. was further employed to examine ionic 

transport in CEMs by taking the solvent uptake and ion concentrations solved for under 

thermodynamic equilibrium and simulating the full multi-component transport equations with 

Stefan-Maxwell-Onsager concentrated-solution theory, as described in Section 3.4.1 Eqs. (51)-

(52).160 The model was suitably predictive of ionic conductivity, transference number, and 

electroosmotic coefficient (Figure 28) for all alkali cations and for a wide range of membrane 

ion concentrations. It demonstrated that the conductivity increases significantly as the fraction of 

protons in the membrane increases due to the enhanced mobility of protons compared to alkali 

cations (Figure 28c). Additionally, because protons are much more mobile than alkali cations, 

the transference number for protons is high (> 0.5) except for in the case of nearly complete 

exchange with alkali cations (Figure 28d). Lastly, the electroosmotic coefficient decreases when 

the membrane goes from the H+-form to an alkali cation-form, and further decreases moving 

from Li+ to Cs+. This result is primarily due to the higher mobility of protons than alkali cations 
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and the lower water uptake moving from Li+ to Cs+. The results of this work and those of the 

work by Kamcev and Freeman underscore the importance of considering non-idealities when 

modeling multi-ion uptake and transport in CEMs, and they highlight the predictive power of 

such models for understanding CEM performance. The understanding developed in these studies 

can be leveraged to develop novel CEMs and operating conditions for electrochemical-synthesis 

applications. 

The role of water activity in CEMs is critical and has been further evaluated for MEA 

devices utilized for both water-vapor electrolysis163 and CO2 reduction,315 as well as extensively 

in the fuel-cell literature.202 Work by Shafaque et al. used a semi-empirical model for water 

uptake in the CEM that used water-volume-fraction data collected by neutron radiography at 

different cross sections in the membrane to estimate the water-content gradients across the CEM 

in a CEM-CO2 electrolyzer with a liquid-fed anode.315 The work demonstrated poor hydration at 

the center of CEM when the cathodic CO2 feed was not fully humidified, and that the 

conductivity of the CEM, and thus its performance, could be substantially enhanced through the 

use of a humidified CO2 feed. Interestingly, this behavior was not observed in the work of 

Fornaciari et al., which modeled CEM performance using a continuum model of an MEA water-

vapor electrolyzer.163 The model demonstrated that when the humidity of the cathode and anode 

feeds were lowered, the water content, and thus the conductivity, were also lowered, resulting in 

worse electrochemical performance due to greater ohmic losses (Figure 29a). However, the 

model also demonstrated that a fully humidified anode is sufficient to hydrate the cathode in 

water-vapor electrolysis (Figure 29b) at elevated temperature, as the membrane resistance was 

similar in the case of both a 65% anode | 65 % cathode relative-humidity feed as well as for a 

98% anode | 30 % cathode relative-humidity feed. Furthermore, the model deconvoluted 
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contributions to the water flux, demonstrating that the high transport coefficient resulting from 

the electroosmotic transport of water in the fully humidified anode case is sufficient to hydrate 

the cathode and avoid mass-transport limitations (Figure 29c); however, such effects become 

more complicated in CO2R and AEMs as discussed in the next section due to higher 

consumption of water as a reactant as well as opposite direction for the electroosmotic flow. The 

results of these studies underscore the substantial utility of macroscale modeling to understand 

CEM performance and to inform the development of next-generation membranes and devices for 

electrochemical synthesis.  
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Figure 29: (a) Measured (markers) and simulated (solid lines) impact of water activity on 
electrochemical performance of a vapor-fed water electrolyzer. (b) Effect of asymmetrically 
varying water activity at each electrode. (c) Simulated water transport coefficient in the 
membrane for various water activities at each electrode. Adapted from work by Fornaciari et 
al.163 (Copyright 2020 Fornaciari et al.). 
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4.2.2 Models of Anion-Exchange Membranes 

A substantial number of MEA devices for electrochemical CO2R have employed AEMs 

due to their ability to support the high pH environments required to suppress the selectivity to 

unwanted H2 in CO2R devices. Like CEMs, AEMs are typically copolymers with charged, 

hydrophilic side chains. Unlike CEMs, however, the charged moieties possess a fixed positive 

charge (e.g., imidazolium), which facilitate selective anion transport (Figure 27c).316 It is also 

important to note that most AEMs are significantly more amorphous than the polycrystalline 

PFSA CEMs.308, 313 The amorphous nature of Sustainion and other similar AEMs facilitates 

greater gas solubility, permeability, and water uptake when compared to Nafion.217 The 

enhanced gas permeability and solubility are desirable for CO2R in the catalyst layer (but not as a 

separator) because they enable greater local concentrations of CO2, enhancing mass transport.217 

However, AEMs in CO2R are afflicted by parasitic carbonate crossover: CO2 fed to the 

electrolyzer reacts with OH− in the electrolyte, forming (bi)carbonate anions that then cross 

through the AEM and are reconverted to CO2 at the less alkaline anode.132, 317 This phenomenon 

results in very poor utilization of the fed CO2 (< 8 %) for CO2 electrolyzers employing AEMs 

(Figure 30).318 Macroscale modeling can be used to further understand crossover in these 

systems and provide recommendations in the development of AEMs that maximize single-pass 

CO2 conversion. For example, Weng et al. modeled this phenomenon in a CO2 electrolyzer and 

calculated at most a single-pass utilization of 50% due to stoichiometric neutralization of the 

CO2 feedstock with OH− and transport of CO3
2− through the AEM. This model has been 

corroborated by experimental studies which also show a limit of 43% single-pass conversion of 

CO2 into CO in neutral media.319 
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Figure 30: Sankey diagram representing the carbon mass balance for a typical AEM-based CO2 
electrolyzer. Of the total carbon that is fed to the cathode, 7.8% is converted into a reduced 
product (e.g., ethylene), 8.5% is emitted as CO2 at the anode after crossing the AEM as 
(bi)carbonates, and 84.8% exits the cathode unreacted. Adapted with permission from work by 
Lees et al.318 Copyright 2021 Springer Nature. 

Like CEMs, understanding ion-partitioning and solvent uptake are critical in the 

development of next-generation AEMs for electrochemical synthesis, particularly with an 

emphasis on understanding the partitioning of OH− ions and carbonate species. Work by Kamcev 

and Freeman also explored ion partitioning in AEMs with the Manning-theory framework 

discussed in section 4.1.2 308, 313 They found that, unlike for CEMs, where the Manning 

parameter was employed as an adjustable parameter, the homogeneous structure of AEMs 

enabled the Manning parameter predicted from theory to be accurate over a wide-array of 

electrolytes.308, 313 This result again highlights the importance of considering non-idealities when 

calculating phase equilibria in macroscale models of ion-exchange membranes  

Models developed for tracking carbonate transport in AEMs have been employed to 

explore CO2 contamination in AEM fuel cells,320-322 and, more recently, in CO2R to mitigate 
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carbonate transport in these systems.49, 207 Recent work by Weng et al. used an Nernst-Planck 

framework with ideal Donnan equilibrium in a continuum model to simulate CO3
=, HCO3

−, and 

OH− profiles within the AEM of an Ag-MEA CO2 electrolyzer for the generation of CO from 

CO2 (Figure 31).49 Measuring ionic content of the AEM with a comparable degree of spatial 

resolution would be incredibly challenging experimentally, emphasizing the importance of 

models of similar nature to understand ionic partitioning in electrochemical-synthesis systems. 

The results of their study demonstrated that CO3
= ions comprise over 50% of the ionic species 

within the AEM at industrially relevant current densities of 500 and 1000 mA cm−2 (Figure 31a-

b), and that the conversion of CO2 to value-added products is limited to less than 10 % due to 

parasitic carbonate crossover (Figure 31c). The authors suggest that reducing the rate of CO2 

consumption by introducing homogeneous buffer reactions could drastically reduce crossover. 

Lastly, water management in the AEM was modeled, demonstrating that substantial dehydration 

of the membrane occurs (Figure 31d), which reduces electrochemical performance of the Ag-

MEA, although it can be mitigated by increased temperature or thinner AEM. 
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Figure 31: Simulated anion fraction at (a) 500 mA cm−2 and (b) 1 A cm−2 within an AEM 
employed in an Ag-MEA for electrochemical CO2 reduction. (c) Modeled utilization, 
consumption, and conversion of CO2 in the Ag-MEA as simulated. (d) Local water content (𝜆𝜆) 
within the AEM at various applied current densities. Adapted with permission from Weng et al.49 
Copyright 2019 Royal Society of Chemistry. 

Recent work by McCallum et al., expanded upon the Weng et al. models to optimize 

properties of AEMs for maximizing CO2 utilization in electrochemical CO2R over a Cu catalyst 

with a liquid bicarbonate anode feed.207 By performing a sensitivity analysis on the AEM 

properties (membrane thickness and background charge), the authors were able to identify that 

the use of an as-thin-as-possible AEM would be optimal for mitigating crossover, because H+ 

ions generated at the anode could diffuse through the thin AEM and neutralize carbonates 

species in the cathode stream. Additionally, a greater bicarbonate diffusion gradient develops 
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from the feed towards the cathode when the AEM is thinned, further enhancing utilization. These 

works further underscore the capacity of modeling to understand and elucidate methods to 

mitigate crossover. 

4.2.3 Models of Bipolar Membranes 

BPMs, in which a CEM and AEM are stacked with a water-dissociation catalyst in 

between them, present an exciting opportunity to control individually the pH at each electrode in 

an electrochemical-synthesis device, as well as to block parasitic carbonate and proton 

crossover.323 Recent work by Patru et al.324 and Blommaert et al.325 investigated the performance 

of electrochemical CO2R under both forward- and reverse-bias BPM orientations. Patru et al. 

observed better selectivity and mitigated crossover in forward bias. Conversely, Blommaert et al. 

observed that the best crossover and selectivity were for reverse bias. These contrasting results 

underscore the emerging need to understand better BPMs applied to electrochemical synthesis, 

of which continuum modeling plays a critical role due to the experimental complexity of 

interrogating such architectures and materials.   

 Many studies have sought to model the electrochemical behavior of BPMs.117, 146, 150, 326-

331 However, very few have modeled the BPM in pH gradients relevant to electrochemical-

synthesis applications. In a recent study by Bui et al., the authors modeled the BPM with as a 

continuum using a Poisson-Nernst-Planck framework under four distinct pH gradients relevant to 

electrochemical-synthesis applications, with strong agreement to experimental data using a 

single set of adjustable parameters (Figure 32).117 They discovered that the current density in the 

plateau region of measured BPM polarization curves is dominated by co- and counter-ion 

crossover, and that the current density past the breakdown region of the curve was dominated by 

water dissociation. They then performed sensitivity analysis on the critical BPM properties, 
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discerning that the optimal BPM possesses a high ion-exchange capacity to maximize field-

assisted water dissociation, and a thinner CEL than AEL layer to mitigate ohmic and water-

transport losses while still blocking co-ion crossover.117  

 

Figure 32: (a-d) Experimental (markers) and simulated (solid lines) polarization curves for a 
BPM under various applied pH gradients. Partial-current-density contributions of various ions to 
measured current in the (e-h) CEL and (i-l) AEL of the BPM. Adapted with permission from 
work by Bui et al.117 Copyright 2020 American Chemical Society. 

Lin et al. developed a similar multi-ion transport model that also explicitly modeled the 

interfacial junction profiles of the water-dissociation catalyst.329 They found that the catalyst 

layer primarily serves to screen the electric field in the junction and accelerate water dissociation 

through field enhancement (Eqs. (39)-(42)). Explicit modeling of the catalyst layer further 

enabled the authors to perform sensitivity analysis on the catalyst-layer properties and provide 
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concrete guidance in the development of next-generation BPMs, demonstrating a slight 

sensitivity to catalyst-layer thickness, with increasing catalyst-layer thickness resulting in poorer 

performance. Similar to the work of Bui et al., they found that increasing the ion-exchange 

capacity substantially improved water-dissociation catalyst performance. Additionally, when 

deconvoluting water dissociation current and co-ion current, they found that increasing the ion-

exchange capacity also blocked the transport of co-ions by electrostatic repulsion. Nonetheless, 

additional work is still necessary to model these BPM materials in the context of complete 

electrochemical-synthesis devices and at higher current densities, as well as with co- and 

counter- ions more relevant to electrochemical synthesis, such as carbonates. 

4.3 Modeling of Flow Plates 

Flow plates are graphitic or metallic plates with engraved flow patterns that are used to 

deliver reactants and remove products from the electrodes of a device. Efficient convective mass 

transfer within flow plates is key to increasing electrochemical-synthesis activity and mitigating 

overpotentials. Continuum models are useful for generating optimized flow-plate designs 

because they can link flow-plate geometry (e.g., flow pattern, channel length, and channel-to-

land ratio) to electrochemical device efficiency. Coupling continuum modeling with advanced 

manufacturing is projected to accelerate reactor design for electrochemical synthesis.76 

Approaches to modeling flow plates for electrochemical synthesis devices stem mainly 

from fuel-cell and flow-battery studies.12 In simple 1-D models (Figure 24a), the flow plate is 

not explicitly considered.49, 60, 67  Instead, a mass-transfer correlation that depends on the bulk 

concentration in the flow plate is often used as a boundary condition to describe the flux of 

reactant at the flow-plate/electrode interface. This type of boundary condition assumes that the 

chemical composition of the fluid in the flow plate is not affected by the reaction and is 
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homogeneous along the channel. 2-D cross-sectional models can more accurately represent the 

flow plate by simulating the land and channel at the flow-plate/electrode interface.332-334 These 

differential models account for convective transport under the landing, but they do not quantify 

variations along the length of the flow channel.335 Consequently, other 2-D models (Figure 24b) 

have been developed to quantify spatial variations along the flow path,336-339 but these so-called 

“along-the-channel” models neglect land/channel effects. Kas et al. developed an “along-the-

channel” 2-D model that was used to map the spatial activity gradients within a CO2 electrolyzer 

cathode (Figure 33).78 The authors demonstrated the effects of CO2 reduction, (bi)carbonate 

reactions, and pressure drops on CO2 transport in the in-plane and through-plane directions. The 

analysis highlighted the tradeoffs between high and low CO2 flow rates: high CO2 flow rates 

enable higher CO2 reduction rates, but they also cause higher ohmic resistances and lower single-

pass CO2 conversion. 
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Figure 33: Change in local CO2 mole fraction in the flow channel of a CO2R device for various 
CO2 flow rates at an applied current density of 400 mA cm−2 as simulated by a 2-D continuum 
model. Adapted from work by Kas et al.78 Copyright 2021 American Chemical Society. 

Pseudo 3-D models or “1+2-D models” have been developed to simulate simultaneously along-

the-channel and land/channel effects (Figure 24c).320, 321, 335, 340, 341 This approach entails solving 

2-D cross-sectional models for the electrode with boundary conditions that vary along the flow 

path. The 2-D solutions are solved iteratively with mass-, charge, and heat-conservation 

equations (Section 3.4) or the flow channel to enable approximation of a 3-D geometry. Of 

course, true 3-D models are needed to model multicomponent mass transfer comprehensively in 

the flow plates (Figure 24d), as 1+2-D models cannot capture relevant transport phenomena 

such as under-the-land flow common in interdigitated and serpentine flow channels.340, 342, 343 

However, these models are generally too computationally intensive to bridge with device-scale 

models for electrochemical synthesis without sacrificing significant physics. Laminar flow is 

often assumed for gas transport within flow-field,344 but for low kinematic viscosity of gases this 

assumption can break down and turbulent flow may need to be considered. 3-D models also need 

to be selected carefully to model flow in the channels and within the porous adjacent domains. 

Recent study in the field of redox flow batteries has attempted to directly model the effects of 

multidimensional flow within the flow field on electrochemical performance, namely to 

understand the optimal flow profiles and flow field geometries to maximize performance.345, 346 

Work by Knudsen et al., even demonstrates that turbulent flow regimes exist in localized regions 

of the flow field (e.g., the conduits connecting the inlet and outlet to the individual channels.345 

Notwithstanding, 3-D flow-plate models have been developed for CO2 reduction, and these 

models are capable of tracking water activity and CO2 depletion along the flow channel.63 

Humidifying the CO2 feed reduced electroosmotic flow of water and yielded a more uniform 

water distribution in the flow channel (Figure 34). It is important to note, however, that a major 
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gap exists in studies that directly model turbulence due to multiphase or bubbly flows that are 

often present and relevant in electrochemical synthesis. Future work in the field should aim to 

model more fully turbulence induced by the multiphase flows often present in electrochemical 

synthesis systems, where reagents and products are both sparingly soluble in the aqueous 

electrolyte. 
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Figure 34: (a) Schematic of a 3-D-continuum model of transport in a flow channel of a CO2R 
device. Experimentally measured (markers) and simulated (solid lines) relative humidity at 
various points along-the-channel for operation with a (b) wet CO2 feed and a (c) dry CO2 feed. 
Adapted from work by Wheeler et al.63 Copyright 2019 Royal Society Chemistry. 

Continuum models of flow plates can be used to answer several open design questions for 

electrochemical devices. For example, how do homogeneous reactions, which occur in the 
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relatively well-mixed flow plate, inhibit or intensify the reactants concentration at the electrode? 

How does the flow plate geometry influence the rate of consecutive electrochemical reactions 

(i.e., the reduction of CO2 to CO followed by the reduction of CO into multi-carbon products)? 

The role of the flow plate in managing water transport for these systems is also unresolved. It is 

our contention that these questions can be answered by developing robust “1+2-D models” that 

provide reasonable estimations of 3-D solutions while mitigating computational costs. These 

types of models can be adapted based on fuel-cell literature, and existing electrochemical-

synthesis models. Theory and experiment-based flow-plate design are certain to play a role in 

advancing the efficiency of electrochemical-synthesis devices. 

4.4 Modeling of Device Architecture 

The prior subsections established the utility of continuum models of electrochemical-

synthesis devices to understand the local environments and phenomena occurring within various 

components of the overall device. Once these simulations at the component level are well 

established and understood, the physics of each component can be integrated into full-cell 

models that are capable of not only modeling the physics within a single component, but also 

facilitating understanding of how the interplay between these individual components (e.g., the 

mass and phase transfer of reactants and products through different components, heat transfer 

across the full cell, etc.) impact local environments and performance. An example of this study is 

the comparative work by Weng et al. for different device architecture for electrochemical CO2 

reduction on Ag49 and Cu67 catalysts as shown in Figure 35. In the aqueous-GDE cell, aqueous 

electrolyte feeds are fed to both the anode and cathode, and an electrolyte buffer layer is placed 

in between the electrode and the ion-exchange membrane. In the exchange-MEA, the anode is 

fed with an aqueous electrolyte feed whereas the cathode is fed is a 100% RH vapor phase feed. 
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Lastly, in the full-MEA, both anode and cathode are fed with 100% RH vapor phase feeds. 

Through macroscale simulation, the authors determined that both full-MEA and exchange-MEA 

cells required substantially reduced applied cell potential than the aqueous-GDE system due to 

the lack on a liquid electrolyte layer between the electrodes. Between the full-MEA and 

exchange-MEA systems, it was found that the exchange-MEA required substantially reduce 

applied potential than the full-MEA due to dehydration effects during operating of the ionomer 

in the full-MEA leading to substantial ohmic losses in the membrane. However, the exchange-

MEAs may become limited in applicability due to the precipitation of K2CO3 at the cathode 

because K+ from the anode moves to the cathode to neutralize OH− ions generated from CO2 

reduction.49 To overcome the water and precipitation issues, the authors suggest either fully 

humidified feeds at higher temperature or use of a liquid and not electrolyte exchange layer. 

Subsequent work by Weng et al. with Cu catalyst explored this concept by incorporating an 

energy balance, and demonstrated that the performance between full-MEAs and exchange-MEAs 

is relatively insignificant at 350 K due to better hydration of the ionomer and enhanced transport 

properties.67 Additionally, the authors demonstrated that the increase in temperature positively 

affects products that possess higher activation energy, thus enabling significant and 

disproportionate gains in C2+ generation efficiency operating at high temperature.  
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Figure 35: Depiction of various device architectures employing porous electrodes used for 
electrochemical synthesis. (a) Aqueous-GDE, (b) Exchange-MEA, and (c) Full-MEA 
architecture for electrochemical synthesis. 

Beyond the exploration of how to leverage thermal management to enhance device 

performance and selectivity, the work also provided insight regarding device design for CO2R on 

Cu using applied-voltage-breakdown analysis (see Section 3.8.1). Through this analysis on the 

full Cu-MEA system, the authors identified the main losses being the kinetics and ohmic losses 

at higher current densities due to the dehydration. They also explore the impact of catalyst-layer 

thickness. When the catalyst layer was made thinner, because the kinetic overpotential within the 

cathode is increased due to a larger ionic potential gradient, the selectivity to C2+ products was 

increased due to their higher cathodic transfer coefficients and thus increased sensitivity to the 

local ionic potential. Thus, the work shows that thinner catalyst layers can be used to enhance 

C2+ selectivity without any thermodynamic penalties at the device scale. The full-cell simulation, 

coupled with the technique of applied-voltage-breakdown analysis, provides concrete 

recommendations to rationalize and guide the performance and design of electrochemical-

synthesis cells and related porous electrodes.  
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Figure 36: (a) The effect of reducing the cCL thickness from 5 to 0.5 μm on the iV-
characteristics of a CO2 electrolyzer utilizing a copper catalyst and applied-voltage breakdown of 
Cu-MEA system. Overall polarization curve from original 5 μm cCL is shown in grey dashes. (b-
g) Faradaic efficiencies to various hydrocarbon products as a function of applied current for both 
5 μm (grey dashed lines) and 0.5 μm (solid black lines) thick cCL. Adapted from work by Weng 
et al.67 Copyright 2020 Royal Society of Chemistry. 
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5. Future Directions 

5.1 Bridging Length Scales 

 

Figure 37: Schematic depiction of scale-bridging. (Top Row) Insets depicting bridging from ab-
initio or atomistic models to Poisson-Nernst Planck continuum models of the double-layer to 
continuum models of the mass-transport boundary layer. (Bottom Row) Device schematic. Inset 
depicting bridging of high-fidelity pore-network models to continuum-scale device models 
adapted with permission from Medici et al.347 Copyright 2016 Wiley-VCH Verlag GmbH & Co. 
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Multiscale modeling or scale-bridging (Figure 37) is one of the most challenging aspects 

of modeling electrochemical-synthesis cells and porous electrodes since it requires combining 

phenomena occurring from very disparate length scales to model the cell fully (see Sections 

4.1.1-4.1.3 for a description of various porous electrode models at varying scales). Traditionally 

these linkages are made by upscaling the more detailed microscale models in terms of fluxes to 

the macroscale ones that provide concentration and other scalar boundary conditions. Currently, 

very little research is done in the field of electrochemical synthesis on all of the above links, and 

new model methodologies need to be developed or leveraged from adjacent fields to fill in some 

of these gaps.  

Some studies have explored integrated DFT and continuum models to extend DFT 

calculations beyond vacuum to account for interface polarization on CO2R.348-350 Weitzner et 

al.351 created a comprehensive DFT-continuum model based on effective screening medium 

method and the reference-interaction-site model (EST-RISM) to understand the impact of 

electrolyte composition on CO adsorption free energies. The EST-RISM uses a classical 

description of the liquid electrolyte and Green’s function to model electrified interfaces. The 

model predicts spatial distributions of ions and potentials at the interface and in the solution. 

While DFT-continuum model captured the surface state and EDLs, upscaling EDLs results into 

pore-scale models is the next stage. Ringe et al.265 used DFT to determine surface- and voltage-

charge-dependent mean-field microkinetics. They coupled these results to classical PNP model 

of EDLs, including the impact of ion-ion repulsion and finite-ion-size effect. The model 

explained the influence of hydrated alkali cation size on the rate-limiting steps involved in CO2 

reduction over Ag and Cu.  
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The next level of scale-bridging consists of upscaling high-fidelity pore-scale models into 

volume-averaged continuum models.352 The goal of the upscaling process is to translate 

properties obtained with either PNMs, 3-D models or agglomerate-type models into lower 

fidelity continuum model, which describes other components in the electrochemical cell, and are 

typically 2-D. Coupled continuum and PNMs previously implemented for fuel cells have yet to 

be extended to electrochemical synthesis.347, 353 The framework developed by Zenyuk et al.353 

and Medici et al.347 took advantage of computationally rapid steady-state 2-D continuum models 

(Section 4.1.3) and PNMs (Section 4.1.2) to capture water and gas distributions in the diffusion 

media and its impact on overall cell performance. Bridging between LBM and finite-volume has 

also been accomplished to capture better the detailed water distributions, including perhaps 

reactions.278, 354, 355 Such descriptions can provide detailed distributions of phases and ions, 

which is critical for understanding the local reaction environment. However, these studies are 

nascent and remain too computationally intensive for detailed sensitivity exploration. As the 

recognition of the importance of local conditions and multiscale phenomena (e.g., EDL, 

macroscale transport, microkinetics) on cell performance becomes more apparent, there is a need 

to explore and exercise more multiscale modeling methodologies include perhaps the 

development of surrogate models.  

5.2 Modeling Cell and Component Durability 

The majority of the current research and modeling for analysis and optimization of 

electrochemical-synthesis systems is based on exploring, explaining, and predicting performance 

of the various cells, components, and architectures. While this makes sense currently, 

deployment of the technologies will readily require understanding the timescale issues and 

lifetime (most electrochemical-synthesis porous electrodes have only been operated on the 10-
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100’s of hours and not the required 1000-10000’s of hours required in industry).316, 356-360 In the 

related fields of fuel cells, chlor-alkali, etc. such longer lifetimes have been achieved. While 

there is some understanding of the degradation mechanisms in those fields, a truly predictive 

lifetime model has yet to be established.361, 362 Thus, there is a need to discover the degradation 

mechanisms and their synergistic effects on lifetime, which can be aided by modeling but there is 

also a dearth of relevant data.  

 The models for changes at and around the catalyst are perhaps the first that need to be 

developed due to the importance of the local microenvironment on the local synthesis activity. 

This is especially true since these conditions are expected to be very heterogeneous in the porous 

electrodes (as noted in Sections 3.4 and 4.1), thus resulting in various stressors and conditions 

that could lead to poisoning, precipitation, reconfiguration, etc. For example, the model of Weng 

et al. predicted points where precipitation will occur (Figure 38), thus limiting electrolyte feed 

compositions.49 The accumulation of such ions over time will likewise cause increased mass-

transport limitations, and one must consider rebalancing and regeneration schemes, the 

implementation of which is ideally suited for modeling. The low reducing potential or even 

pulsed and cycling creates changes in the catalyst structure that can lead to dissolution as well as 

just surface area changes over time, which will impact product selectivity and rate (see Section 

3.5). Detailed surface models at the microscale can again help inform these changes, which could 

be linked through surrogate models or various upscaling to predict overall lifetime or changes at 

longer length scales. Such multi timescale modeling is a key challenge for the community. 
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Figure 38: Simulated polarization curves for various configurations of Ag-MEA devices 
performing CO2 reduction to CO. Red “x”s represent the potential at which point salt 
precipitation occurs. Adapted from work by Weng et al.49 Copyright 2020 Royal Society of 
Chemistry. 

In terms of other degradation phenomena, the polymer electrolytes are not necessarily 

going to be stable in the various conditions. The strong pH environments will induce leaching of 

the various catalyst materials, which could reduce the critical ion (e.g., OH-) fluxes and retard 

performance. Also, the strong oxidizing potentials at the anode and just the existence of high-

energy intermediates during the synthesis reactions could induce membrane chemical 

degradation, and changes in the water balance can result in mechanical degradation due to 

swelling cycles, and often these are synergistic. Some models do exist for such impacts in the 

fuel-cell and water-electrolysis literature,127 but their applicability to the complex environments 

and conditions in electrochemical synthesis have not been explored, especially in terms of failure 

and rare events such as pinholes and increased crossover. Finally, there is a need to understand 

how these various degradation phenomena act in concert, as they do not occur in isolation. To 
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this end, real-world long-term testing is important, but there is often a lack of such data. Thus, 

accelerated stress tests are developed, which isolate key stressors and amplify them so that the 

failure occurs faster without inducing any new degradation modes. Predictive models and 

machine learning can provide critical insights into the development of such tests and especially 

their acceleration factors, and such analysis is at the forefront of modeling activities currently.   

5.3 Machine Learning 

The majority of the current modeling work for analysis and optimization of 

electrochemical systems has focused on physics-based modeling. While insightful, physics-based 

modeling is often limited by the high computational cost for detailed models, especially when 

considering multi-dimensional, multiscale models like those discussed above (e.g., Section 5.1). 

Furthermore, the performance and durability of these systems depends on numerous, convoluted 

parameters, and a multi-parameter optimization is even more difficult due to computational 

limitations. A macroscale electrochemical cell model has upwards of 50 input parameters 

(material choices, device design and geometry, current, voltage, etc.). Conventional regression-

based fitting methods are therefore not suitable for these systems. 

Machine learning is a discipline involving algorithms that use available data about the 

system to learn its behavior and to obtain input-output correlations.363 Machine-learning 

algorithms have already been proven as versatile and promising tools in image processing and 

identification. In energy sciences, machine learning has primarily been used in material 

characterization and screening, leading to discovery of new materials.364-366 Ultimately, however, 

one would hope that machine-learning algorithms could be used to predict device performance 

and durability given an understanding of material and design inputs. Unfortunately, to date there 

have been limited studies in uses of machine learning for predicting system performance. The 
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few available studies have focused on simply fitting the polarization data for a few input 

parameters.367, 368 As discussed above, current multiscale, multi-dimensional system models are 

too computationally intensive for full parametric optimization or for use in system-level control 

scenarios. Coupling machine learning with multiscale modeling could enable more rapid 

predictions, because the use of machine learning could enable greater predictive power with 

substantially fewer evaluations of a given multiscale model. Using advanced methods like deep 

learning can also enable better understanding of some previously unobserved physical 

phenomena that are contained in the training datasets.  Machine learning could also assist in 

understanding cell durability by predicting state of health and remaining life when the physics of 

durability are incorporated or with the relevant data sets of property and material changes over 

time (see Section 5.2).369  

 When using machine-learning tools in electrochemical-synthesis systems, one must 

ensure that the learning captures and is consistent with the general physics of the system and is 

not solely representative of the data. Figure 39a shows a hypothetical data set that contains some 

noise in measurement. The data is plotted as “Input” vs. “Output”, but this representation could 

be generalized to any of the multitude of input and output combinations in electrochemical 

synthesis, such as polarization curves, product distributions, etc.  A machine-learning model with 

correct training can identify the underlying trend while ignoring the noise, enabling predictive 

understanding of system behavior. However, overtraining the model will simply result in a data 

fit that, while representative of the measured data, does not provide any insights about the 

physical behavior of the data. Furthermore, since the over-fitted models do not capture the 

general trend, they are usually inaccurate for extrapolation and prediction outside of the training 

range, as also seen in Figure 39b. As the model is over-trained, the accuracy of training 
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increases (better fit to the individual points); however, the accuracy on testing data decreases as 

the model is not able to predict the accurate trend. Physics-constrained learning is another way to 

use the efficiency of machine-learning methods, while accounting for the underlying physics. In 

constrained methods, the training is run while minimizing the violation of associated physics 

equations. 370 So far, there has not been any work on using the constrained methods in 

electrochemical systems leaving a vast research domain unexplored, although some progress has 

been made in using these methods to deconvolute complex reaction networks in combustion and 

similar chemical systems.371-373  

 

Figure 39. Effect of machine-learning complexity on prediction accuracy. (a) Illustration of a 
correctly trained and over-trained data set. (b) Effect of model complexity on training and testing 
error. 

One interesting application of machine-learning methods in the field of electrochemical 

synthesis is the work of Blanco et al. on optimizing pulse shapes for the pulsed electrochemical 

synthesis of adiponitrile (ADN).374 In the electrochemical synthesis of ADN, two equivalents of 

acetonitrile (AN) react at the electrode surface to form ADN, where propionitrile (PN) is an 

undesired side product resulting from the reaction of one equivalent of AN with water. The 

authors found that they could drastically enhance the production rate of ADN by pulsing the 
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applied-voltage signal, switching between a cathodic potential hold where the ADN synthesis 

occurred, and a rest potential hold where no reactions occurred at the electrode. They used 

continuum modeling to demonstrate that the pulsed potential enabled the local concentration of 

AN at the electrode surface to be regenerated during the rest time. However, due to the chosen 

time scale of the pulses (< 100 ms), the phenomena occurring in the EDL were incredibly 

relevant, and limited the applicability of the model to predict the optimal pulse shape. This 

challenge motivated the use of machine learning (via an advanced neural network (ANN)), 

combined with a systematic experimental campaign, to determine an optimal combination of 

cathodic and rest times (Figure 40). Using the ANN to predict behavior in the regions in 

between experimental measurements on the parameter space of the cathodic and rest times, the 

ANN identified a region of maximum selectivity that when validated experimentally, enabled 

improvements of 30 and 325 % in the AND production rate and selectivity, respectively. This 

study demonstrates the utility of machine learning to perform advanced correlative studies and 

predict optimal regions of performance for electrochemical synthesis, while minimizing the 

number of measurements needed to be taken to access these optima.  

 
Figure 40. Use of machine learning to optimize the pulsed electrosynthesis of ADN. (a) Contour 
plot of ADN production rate as a function of the cathodic and rest times. Systematic experiments 
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are demarcated as markers, and the ANN prediction is overlayed as the color map. (b) 
Production rates of ADN and PN for the static, optimal experimental pulsed, and the ANN-
optimized pulsed electrosynthesis. Adapted with permission from Blanco et al. 2019.374 
Copyright 2019 National Academy of Sciences. 

5.4 Topology Optimization for Porous-Electrode Design 

Topology optimization is a mathematical technique that optimizes the spatial distribution 

of material in a given domain in order to achieve certain physical constraints while minimizing a 

pre-defined objective function.375-378 This method has been long used by mechanical and civil 

engineers to minimize the amount of material used for a given application, while still achieving 

certain mechanical strength or durability targets.375, 379-381 There are numerous methods to 

perform topology optimization; however, the most ubiquitous class is referred to as density 

methods375. Less common are approaches referred to as discrete methods, which are seldom used 

because they require 2D-gradient information of the discretized objective function, which is 

often poorly defined or nearly impossible to calculate.378 The following section provides the 

reader with a cursory overview of the major topology optimization schemes and their potential 

applications to electrochemical systems; for an in depth review and tutorial of the mathematics of 

the subject, the authors refer the reader to the seminal review by Sigmund and Maute.378 

In density techniques, the optimal topology is determined by systematically varying the 

material density within the individual unit cells of a finitely discretized domain. Common 

implementations of these techniques include the Simplified Isotropic Material with Penalization 

(SIMP) or the Rational Approximation of Material Properties (RAMP). In these approaches, the 

domain is first discretized, a density parameter (0 ≤ 𝜌𝜌𝑖𝑖 ≤ 1) is defined that is related to the 

material property to be optimized (e.g., mass density, Young’s modulus, etc.) by a parametrized 

penalization relationship defined based on the method chosen, and an initial guess of the optimal 

topology is made. The penalization relationship in these methods smooths the gradient of the 
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objective function to facilitate more facile calculation of the optimization. Then, a finite-element 

analysis (FEA) is performed to assess the performance of the structure by way of the objective 

function. In each successive iteration, the algorithm optimizes the density of each unit cell, uses 

the optimized density parameter to solve for the new values of the material properties based on 

the penalization relationship, and then performs FEA of the entire domain once more. The 

optimization is continued until convergence is achieved and no subsequent changes in the unit-

cell densities leads to further minimization of the objective function.375, 377 This scheme is shown 

schematically in Figure 41 for the simple problem of minimizing the amount of material in a 

steel beam supporting a given vertical load.  

In discrete methods, the density function to be optimized exists as a discrete, binary 

variable (𝜌𝜌𝑖𝑖 = 0 𝑜𝑜𝑟𝑟 1). This definition poses a substantial challenge, because the optimization 

function for a binary variable has a gradient that is nearly impossible calculate. This challenge 

can be circumvented by using gradients defined from continuous variables rather than the 

discrete density function to inform discrete changes in the design. Nonetheless, these methods 

are prone to problems with convergence and stability. The most common branch of discrete 

methods is the evolutionary structural optimization (ESO) methods. The ESO method 

progressively removes unneeded material from a structure. As in density approaches, the domain 

is discretized, and an initial guess of the optimized topology is made. A “rejection criterion” is 

defined that identifies ineffective material (like the parameterization in density methods), and in 

each successive iteration, this material is removed from the domain in a discrete design change. 

The optimization continues until convergence is achieved.381 Schematically, this method looks 

nearly identical to SIMP with one key distinction: Because the method can only remove 

unneeded material, the convergence plot for ESO must be monotonically decreasing.  
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Figure 41: Depiction of a SIMP topology-optimization scheme. (a) The desired optimization 
problem: A short steel beam that must support a given vertical load using a minimal amount of 
material. (b) Convergence of the cross-sectional area of the steel beam as a function of the 
number of topology optimization iterations. (c) (i-iv) Geometry of the steel beam throughout the 
topology optimization process. An initial guess of the optimized topology (i) is made, and the 
optimizer minimizes the required material while still complying to the load constraint, iterating 
until an optimal geometry is found.  

Topology optimization has immense potential to optimize the structure of porous 

electrodes for electrochemical applications. With the rise of high-resolution additive-

manufacturing techniques,382, 383 the design space for porous electrodes has been revolutionized; 
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multiple recent studies have demonstrated the capacity to 3-D-print porous electrodes for 

electrochemical applications,88, 384-394 with some possessing improved mass-transport properties 

compared to conventional porous electrodes.88, 386, 387, 392, 394, 395 Topology optimization interfaces 

well with these advanced-manufacturing techniques,376, 396 and the ability to manufacture 

complex porous electrodes motivates the development of topology optimized electrodes for a 

variety of electrochemical applications.  

 

Figure 42: Application of topology optimization to minimize the power loss in the negative half-
cell of a redox flow battery. (a) 3-D-schematic of the modeled domain. (b) Depiction of a “bulk” 
porous electrode, comprised of regular, isotruss unit cells with a constant porosity (𝜀𝜀). (c) 
Depiction of an “optimized” porous electrode, comprised of isotruss unit cells with variable 𝜀𝜀 
(varied by changing rod radii) that has been optimized by topology optimization. Color bar 
depicts 𝜀𝜀 as a function of rod radii. Red shades correspond to high 𝜀𝜀 and thinner rods, blue 
shades correspond to lower 𝜀𝜀 and thicker rods. (d, e) Optimized porous electrode split into a 
“solid” (d) portion with 𝜀𝜀 < 0.5, and a “void” (e) portion with 𝜀𝜀 > 0.5. (f) Comparison of power 
loss exhibited in “bulk” and “optimized” porous electrodes operated with a flow rate of 15 mL 
min-1 at 400 mA cm-2. Adapted from work by Beck et al.397 (Copyright Elsevier 2021) 

Topology optimization have already been employed for electrochemical systems with 

great success. Recent studies have used topology optimization to develop optimized flow 
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plates398, 399 that exhibit higher voltage efficiency than their traditional counterparts for flow 

batteries and fuel cells. Additionally, recent work by Roy et al. has demonstrated the use of 

topology optimized porous electrodes that minimize potential losses at an electrode performing a 

generalized Faradaic reaction.400 In these studies, the objective functions used for the topology 

optimization were the minimization of power loss399, 400 or the maximization of mass transport to 

the electrode surface,398 and the continuum-scale model is used to evaluate the performance of 

the system to ensure constraints are met as well as to optimize the objective function.  

In addition to formal implementations of topology optimization, initial studies by 

Golmon et al. on Li-ion batteries demonstrated that improvements in discharge capacity of 61% 

could be achieved by optimizing the porosity and pore radius distribution in functionally graded 

porous electrodes to maximize usable battery capacity.401 Herein, the term functionally graded 

refers to a component for which a critical material property (i.e., porosity, pore size or radius, 

lattice structure, etc.) is variable throughout the material.402, 403 Additionally, due to the high cost 

of the Pt catalyst commonly used in PEMFCs, a great deal of recent study has sought to perform 

optimizations to develop functionally-graded porous catalyst layers with minimal amounts of 

catalyst material that still achieve performance targets.404, 405 It is important to note that these 

works (and others like it), which optimize an underlying material parameter, are not true 

topology optimizations because they do not formally add or remove material. Nonetheless, they 

are algorithmically quite similar, and the systematic development of such functionally graded 

materials offers substantial potential for application to electrochemical systems.  

Perhaps the most intriguing application of computational design optimization to 

electrochemical synthesis is that implemented by Beck et al. to optimize mass transport in the 

negative chamber of a redox flow battery (Figure 42a).397 In this work, the authors optimized a 
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3-D-porous electrode comprised of regular, isotruss unit cells with a given porosity (𝜀𝜀), 

controlled by the radii of the rods that constitute a given isotruss cell (Figure 42b). The 

topology-optimization algorithm, which is essentially a modified implementation of SIMP, 

minimizes power loss within the cell by systematically changing the porosity in each unit cell 

(Figure 42c). Furthermore, in this study, the geometry of the entire negative chamber is 

optimized. In other words, the flow plate and porous electrode are optimized simultaneously. The 

optimization was performed for multiple flow regimes at 400 mA cm-2, and the best performing 

electrode from the study is shown in Figure 42d-e. For improved visualization, the electrode is 

split into a “solid” fraction comprised of all unit cells with 𝜀𝜀 < 0.5, and a “void” fraction 

comprised of all unit cells with 𝜀𝜀 > 0.5. As shown in Figure 42d-e, the optimized electrode 

possesses wide porous channels for distributing flow near the current collector that mimic the 

function of a flow plate, that become smaller, more porous, and more frequent as the membrane 

is approached to mimic the function of the diffusion media. This geometry ensures optimal mass 

transport within the porous electrode. It is important to note that, while the electrode has been 

optimized into a somewhat intuitive flow plate-diffusion media stack, the geometry of that stack 

is highly nonintuitive and represents an optimum that would not be achieved by traditional 

manufacturing or human-led adaptation. Additionally, as shown in Figure 42f, all topology 

optimized electrodes across all mass-transport regimes exhibited substantially reduced power 

loss when compared to their traditionally manufactured “bulk” counterparts, demonstrating the 

utility of this technique to enhance substantially the performance of electrochemical devices. 

Key to topology optimization in these systems is an established relationship between 

microstructure and the device performance that comes in the form of a validated continuum 

model. Therefore, the implementation of these techniques to optimize porous electrodes in 
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electrochemical synthesis requires the development of continuum models that can adequately 

relate local properties to overall performance, as outlined in this review. A necessary caveat is 

that these continuum models will have a higher degree of complexity than the flow battery and 

fuel cell continuum models employed in the previous applications of electrochemical topology 

optimization, due to the presence of out-of-equilibrium homogeneous reactions, an increase in 

the number of modeled species, and competing surface reaction chemistries. Therefore, for these 

systems, topology optimization, which is already computationally expensive, will likely incur 

substantial computational cost. Additionally, the objective functions employed (power loss and 

local concentrations) previously for electrochemical topology optimization will likely be 

insufficient, and new objective functions that account for both device efficiency and product 

selectivity to a certain product, such as the energy efficiency of a given product, will need to be 

employed. Nonetheless, once these challenges are addressed, topology optimization presents an 

excellent opportunity to use continuum modeling to substantially optimize mass transport and 

performance of devices for electrochemical synthesis. 

6. Conclusions 

Porous electrodes have been engineered and designed for efficient energy conversion at 

high rates. They are the critical component within electrochemical-synthesis devices, but involve 

structures and phenomena that are inherently multicomponents, multiscale, and coupled, 

resulting in complex interplays between species concentrations, operating conditions, material 

properties, kinetic mechanisms, etc. Mathematical modeling is ideally suited to elucidate and 

explain the various experimental observations in terms of performance, product distribution, etc. 

In this review, we explore the underlying phenomena and models used in electrochemical-

synthesis cells and porous electrodes, with a focus on the underlying physics and governing 
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phenomena and highlighting various applications and modeling methodologies. A roadmap is 

provided for developing continuum models at various length scales for different electrochemical 

synthesis device components. The analysis of the literature suggests that balancing complexity 

and predictive power is necessary for selecting an appropriate model framework and 

parameterization strategy. Throughout, it is clear the importance of the local chemical 

microenvironment near the catalyst surface on overall cell performance.  

While density-functional-theory models can be used to determine surface reaction 

parameters (e.g., Tafel slopes and exchange current densities) by simulating idealized molecular 

interactions at the electrocatalyst/electrolyte interface, these simulations do not inform how mass 

and charge dictates the chemical microenvironment throughout electrochemical-synthesis 

devices. It is therefore necessary to quantify transport phenomena in porous electrodes to link 

experimental observations with physics-based theories accurately and perform mathematical 

optimization on design parameters. Continuum-scale modeling, which has long been used to 

study porous electrodes for a multitude of energy applications, is a demonstrated strategy for 

elucidating physical phenomena in porous electrodes at various scales and exploring design 

parameters at a much higher throughput than experimental techniques. The trade-offs between 

different modeling approaches are highlighted throughout and the need and challenge for the 

development of new models that bridge length scales, determine device durability, and leverage 

machine learning and topology optimization noted. This review presented the breadth of 

continuum modeling tools to the electrochemical-synthesis community, which should facilitate 

richer insights into device operation and guide experimental studies that seek to optimize porous-

electrode architectures.  
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8. Nomenclature 

Roman 

ai Activity of species i 
a Distance of closest approach between ions 
A Area (m2) 
A Debye-Huckel limiting slope 
B Debye-Huckel solvent parameter 
ci Concentration of species i (M) 
Cp Heat capacity (J mol−1 K−1) 
d Ionomer hydrophilic domain spacing (m) 
Di Diffusivity of species i (m2 s−1) 
E Electric field (V m−1) 
E0 Standard reduction potential (V) 
𝐸𝐸𝑏𝑏0 Young’s Modulus (kg m−1 s−2) 
Ea Activation energy (J mol s−1) 
Er Reaction effectiveness factor 
e Elementary charge (C) 
fI,m Volume fraction of ionomer in catalyst pores 
F Faraday constant (C mol−1) 
G Gibbs free energy (J mol−1) 
H Enthalpy (J mol−1) 
i Current density (mA cm−2) 
i0 Exchange current density (mA cm−2) 
iv Current density per volume (mA cm−3) 

Ji,k 

Flux density of species i in phase k, relative to the mass-average 
velocity of phase k (mol m−2 s−1) 

IEC Ion exchange capacity (mmol g−1) 
k Mass transfer coefficient (mol2 m−5 s−1 J−1) 
kB Boltzmann constant (J K−1) 
kk Permeability (m2) 
kn Forward rate constant of reaction n (mol m−3 s−1) 
kT  Thermal conductivity (J cm−2 K−1) 
Kn Equilibrium constant in reaction n 
Kij Stefan Maxwell frictional interaction coefficient (kg m−3 s−1) 
L Length (m) 
lB Bjerrum Length (m) 
Mi Molar mass of species i (g mol−1) 
ni Number of electrons in reaction i 
Ni Molar flux of species i (mol m−2 s−1) 
p Thermodynamic pressure (bar) 
Q Energy source term (J m−3 s−1) 
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q Heat flux (J m−2 s−1) 
r Radius (m) 
R Ideal gas constant (J mol−1 K−1) 
Ri Reaction source term for species i (mol m−3 s−1) 
Rdomain Hydrophilic domain size (m) 
si Stoichiometric coefficient of species i in reaction n 
S Saturation 
ti Transference number of species i 
T Temperature (K) 
U Cell potential (V) 
ui Mobility of species i (m2 V−1 s−1) 
v Velocity (m s−1) 
V Voltage 
𝐿𝐿𝚤𝚤� Partial molar volume of species i (m3 mol−1) 
x 1-dimensional position variable (m) 
xi Mole fraction of species i 
zi Charge of ion i 
 
Greek 
 
𝛼𝛼𝑖𝑖 Ion fraction  
𝛼𝛼𝑖𝑖𝑗𝑗,𝑘𝑘 Ion transport coefficient (mol2 s kg−1 m−3) 
𝛼𝛼𝑎𝑎 𝑡𝑡𝑟𝑟 𝑐𝑐,𝑛𝑛 Anodic or cathodic transfer coefficient of reaction n 
β Non-dimensional electric field scaling factor (m V−1) 
𝛽𝛽𝑛𝑛 Symmetry factor of reaction step n 
βi,j Specific interaction parameter between ions 
Γij Partition coefficient of ions 
Γ𝐶𝐶𝐿𝐿  Catalyst effectiveness factor 
ε Dielectric permittivity (F m−1) 
𝜀𝜀𝑘𝑘 Volume fraction of phase k 
𝜂𝜂 Overpotential (V) 
𝜃𝜃  Surface coverage 
𝜅𝜅 Ionic conductivity (S m−1) 
λ Water content 
μi Chemical potential of species i (J mol−1) 
μ Mixture viscosity (kg m−1 s−1) 
𝜉𝜉  Electro-osmotic coefficient 
Π Peltier coefficient (J C−1) 
ρ Density (g cm−3) 
σ Dimensionless dissociation bond length 
σs Electronic conductivity (S m−1) 
ϕ Electrostatic potential (V) 
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ϕL Thiele Modulus 
ϕM Membrane volume fraction 
𝜏𝜏 Tortuosity 
𝝉𝝉� Viscous stress tensor (N m−2) 
  
Subscript 
 
a Anodic 
agg Agglomerate 
an Anodic 
app Applied 
c Cathodic 
ca Cathodic 
char Characteristic 
eff Effective 
G Gas phase 
K Knudsen 
𝑅𝑅 → 𝑘𝑘 Phase transfer from phase l to k 
L Liquid phase 
m Molecular  
mem Membrane 
M Value in membrane 
p Product 
r Reactant  
rev Reversible 
s Solid phase 
T Total  
v Volumetric 
w Value in water 
 
Superscript 
 
0 Intrinsic value or standard state 
* Molar averaged 
E Electric field dependence 
els Electrostatic 
ex Excess property 
id Ideal 
M Value in membrane 
phys Physical 
ref Evaluated at reference 
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slv Solvation 
stc Steric 
swe Swelling 
 
Acronyms 
 
ADN Adiponitrile 
AEL Anion exchange layer 
AEM Anion exchange membrane 
AN Acrylonitrile 
AVB Applied voltage breakdown 
BPM  Bipolar membrane 
CEL Cation exchange layer 
CEM Cation exchange membrane 
CFD Computational fluid dynamics 
CL Catalyst layer 
CO2R Carbon dioxide reduction 
D-PNM Dual pore-network models 
DFT Density functional theory 
DNS Direct numerical simulation 
EDL Electrical double layer 
EE Energy efficiency 
ESO Evolutionary structural optimization 

EST-RIM 
Effective screening medium method and the reference-
interaction-site model 

FB Forward bias 
FE Faradaic efficiency 
FIB-SEM Focused ion beam scanning electron microscopy 
GCSG Guoy-Chapman-Stern-Grahame 
HER Hydrogen evolution reaction 
HPLC High performance liquid chromatography 
IEM Ion-exchange membrane 
IHP Inner Helmholtz Plane 
LBM Lattice-Boltzmann ,ethod 
LHV Lower heating value 
NMR Nuclear magnetic resonance 
OHP Outer Helmholtz Plane 
PTL Porous transport layer 
PNM Pore-network models 
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PNP Poisson Nernst Planck 
PZC Point of zero charge 
RB Reverse bias 
RH Relative humidity 
RHE Real hydrogen electrode 
SHE Standard hydrogen electrode 
SIMP Solid isotropic material with penalization 
VE Voltage efficiency 
WD Water dissociation 
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