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Abstract

Neutron-based Measurements in Large Neutrino Detectors and Characterization of
Water-based Liquid Scintillator

by

Edward J. Callaghan

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Gabriel Orebi Gann, Chair

This dissertation presents neutron-based measurements made using the water-Cherenkov
SNO detector filled with heavy water, and the scintillator-based SNO+ detector filled with
liquid scintillator, as well as lab-scale R&D measurements of water-based liquid scintillator
(WbLS), a candidate material for achieving hybrid Cherenkov/scintillation technology. The
results are of interest for the design of future detectors, from the perspectives of both back-
ground prediction and reconstruction capabilities, as well as improving the understanding of
the nucleus and its interactions and the nature of dark matter, and the cosmos at large.

Neutrons produced by cosmic-ray muons in the SNO detector are characterized, and their
production rate is measured to be, in units of 10−4 cm/ (g · µ), 7.28± 0.09 (stat.)+1.59

−1.12 (syst.)
and 7.30 ± 0.07 (stat.)+1.40

−1.02 (syst.) in pure deuterium and deuterium loaded with NaCl at
0.02% by weight, respectively. A comparison of high-level observables in the accumulated
data and a set of GEANT4-based simulations reveals generally accurate modeling of the pro-
duction and transport physics in heavy water, but may indicate shortcomings in high-energy
interactions with sodium and chlorine nuclei, which warrants further investigation.

A preliminary search for extraterrestrial antineutrinos with SNO+, which would manifest as
an excess of tens-of-MeV inverse β-decay (IBD) events and be indicative of new astrophysical
phenomena, potentially shedding light on the nature of dark matter, has yielded no significant
signal. Statistical analysis in a Bayesian framework has produced a 90% credible limit on the
flux of astrophysical antineutrinos of approximately 103 cm−2 s−1 MeV−1, further decreasing
as a function energy. Sensitivity projections for an updated analysis on 5 years worth of
data indicate that SNO+ would achieve limits comparable to the current world-leading
limits, which would be further improved by extensions to reconstruction techniques to adapt
to a higher-energy regime.

Also presented is a characterization of the response of both WbLS and LAB+PPO, a con-
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ventional scintillator cocktail, to MeV-scale protons via a broad-spectrum neutron beam,
and electrons and α particles via radioactive sources. The results of this characterization
are relevant for measurements made in a low-energy regime, including antineutrinos from
nuclear reactors and solar neutrinos, and demonstrate timing-based Cherenkov/scintillation
discrimination in electron interactions at the benchtop scale.
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Chapter 1

Introduction and Context

The existence of neutrinos was first hypothesized in 1930 by Wolfgang Pauli, in absentia
via a now-infamous conference letter [1], as a possible explanation for the broad and non-
trivial energy spectra observed for the electrons produced in nuclear β-decays. Since their
first experimental observation in 1956 by Cowan and Reines [2], neutrinos have provided
numerous avenues for humankind to learn about fundamental physics and the symmetries
of nature, both terrestrial and astrophysical phenomena, and human-driven nuclear activity.
That first observation was achieved by coincidentally detecting a positron and a neutron,
both of which are emitted when an antineutrino undergoes inverse β-decay with a nucleus, in
a scintillation chamber. As well as the first proof of the existence of neutrinos, this provides
the first example of neutron detection in a dedicated neutrino detector. This dissertation
presents two more recent examples in similar optical detectors, utilizing both water and
liquid scintillator, and developmental work toward so-called “hybrid” Cherenkov/scintillation
detectors of the future.

A brief overview of the neutrino’s role in the Standard Model of Particle Physics, a
description of unaccounted-for phenomena via nonzero neutrino mass, and active areas of
research are presented in Chapter 2. Chapter 3 provides a review of historical optical neu-
trino detectors, highlighting the common detection media and analysis methods that have
conventionally been employed, and a description of the hybrid detector concept. A mea-
surement of the neutron production rate by high-energy cosmic-ray muons in the Sudbury
Neutrino Observatory (SNO) is presented in Chapter 4, which provides an opportunity for
advancing nuclear interaction models as well as informing background cosmogenic estimates
for future experiments. A search for extraterrestrial antineutrinos, an exceptionally clean
experimental sign of new astrophysical phenomena, using SNO+, an upgrade to the SNO
detector, is presented in Chapter 5. Chapter 6 exhibits lab-scale R&D measurements of
samples of both pure and water-based liquid scintillator (WbLS) samples, which constitute
part of a campaign to establish hybrid optical neutrino detection technologies. Concluding
thoughts and an outlook for the near future are given in Chapter 7.
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Chapter 2

Neutrinos in and out of the Standard
Model

2.1 The structure of the Standard Model
Like other human endeavors, the field of physics underwent tremendous development in
the 20th century — from Einstein’s theory of special relativity1 and nascent paradoxes in
quantum mechanics, to their unification in the language of quantum field theory. Along
the way, experimentalists collected a growing taxonomy of “particles” — some apparently
fundamental and others composite, breaking down further in collisions or as decay products.
The achievement of this pursuit was the development, in the 1970s and 1980s, of a compre-
hensive quantum field theory known as the Standard Model of Particle Physics (SM). The
complete Lagrangian of the SM can be written concisely, if not most explicitly, as the sum
of four groups of terms:

L =
∑

fermions χ

χ̄ /Dχ Matter kinetic (2.1)

− 1
4

∑
gauge fields F

FµνF
µν Gauge-field kinetic

+Dµh
†Dµh− V (h) Higgs, weak boson mass

+
∑

fermions χ

yχχ̄LhχR + h.c. Yukawa couplings.

The first group contains kinetic energy terms for the fermionic fields, as well as interactions
via the bosonic fields; the second group, kinetic terms for the bosonic fields themselves;
the third group is the “Higgs sector,” containing interactions of the bosonic fields with the
scalar Higgs field, and the famous Higgs potential; the fourth group is comprised of Yukawa

1The general theory of relativity is, of course, worthy of mention, but its unification with a quantum
framework eludes us to this day.
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couplings between the Higgs and fermionic fields, which reduce to Dirac mass terms for the
fermionic fields after symmetry-breaking. The various physical particles and their couplings
are visualized in Figure 2.1.

The general gauge group under which the Lagrangian of Equation 2.1 is invariant is

SU (3)C ⊗ SU (2)L ⊗ U (1)Y (2.2)

where SU (n) and U (n) denote the special unitary (i.e. unit determinant) and unitary
groups of dimension n, respectively, which has dimension 12 = 8 + 3 + 1. The six quark
fields u, d, c, s, t, and b have color charge (hence the C subscript), and are arranged in
triplets under the action of SU (3), wherein 8 gluons mediate the strong force. All fermionic
fields are charged under SU (2), so-called weak isospin (~T ), with the action determined by
chirality: the left-chiral projections form SU (2)-doublets (hence the L subscript), whereas
the right-chiral projections exist as SU (2)-singlets. All fermionic fields are charged under
U (1) with a quantum number termed weak hypercharge (Y ). The bosons associated with the
SU (2) and U (1) symmetry groups, conventionally written ~A and B, are linear combinations
of the physical bosons W±, Z and A, which mediate the weak and electromagnetic force
respectively, according to

W µ
± = Aµ1 ∓ iA

µ
2√

2
(2.3)(

Zµ

Aµ

)
=
(

cos θ − sin θ
sin θ cos θ

)(
Aµ3
Bµ

)
, (2.4)

where µ is the spacetime index, and θ ≈ 28◦ [3], is the so-called weak mixing angle, which
determines the strengths of the neutral-current weak and electromagnetic forces in terms of
the coupling constants for ~A and B which appear in the Standard Model Lagrangian [4]. The
quantum number associated with Aµ is Q = T3 + 1

2Y , in terms of the third-component of the
weak isospin and weak hypercharge, and corresponds to electromagnetic charge. Perhaps
surprisingly, Q is a conserved quantum number associated with a residual U (1) symmetry
in the wake of electroweak symmetry breaking, as described below.

The Higgs field h is a scalar SU (2)-doublet, comprised of a charged and neutral compo-

nent h =
(
h+

h0

)
, and is subject to the potential

V (h) = λ
(
h†h
)2 + µ2h†h = λ

(
h†h− v

2

)2
, (2.5)

where v2 = µ2/λ, and the last equality absorbs an unphysical offset [5–7]. If µ < 0 and λ > 0,
then this potential has a minimum at h†h = v

2 , and hence the fluctuations of the field are

from this “vacuum expectation value,” which are conventionally written as 〈h〉 =
(

0
v/
√

2

)
so

as to lie at the potential minimum and choose a convenient phase for the Higgs components.
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When Equation 2.1 is rewritten in terms of fluctuations from the vacuum expectation value,
we find terms quadratic in both the bosonic fields and v, which are ultimately interpretted
as bosonic mass terms, and terms quadratic in the fermionic fields and linear in v, which
are Dirac mass terms for fermions. For example, the electron mass comes about from the
relevant Yukawa term as

yeL̄eheR → yeL̄e

(
0

v/
√

2 + φ

)
eR = yev√

2
(
ν̄e,L ēL

)(0
1

)
eR + . . . = yev√

2
ēLeR + . . . , (2.6)

where the vacuum expectation value of the Higgs field selects the left-handed electron com-
ponent, from its SU (2)-doublet, to pair with the right-handed singlet. Unlike the Yukawa
couplings to the Higgs doublet, such mass terms are not SU (2)-invariant (the action of
SU (2) could map ēL → ν̄L, for example), and hence the symmetry of the model is broken,
reducing SU (2)L⊗U (1)Y → U (1)Q. This is representative of how all fermion mass appears
in the Standard Model — such terms are present for all quarks and charged leptons, but
not neutrinos, which are only present as the left-chiral projections which participate in weak
interactions.
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Figure 2.1: Matter fields and their couplings to force carriers in the Standard Model. Each
lepton or quark and connected to a boson has a nonzero coupling in the Standard Model.
Coupling strengths are not reflected in this diagram.

2.2 The Solar Neutrino Problem
The sun, long a fascination of human wonder and scientific investigation, is powered by
a set of thermonuclear fusion reactions. The energy released in these reactions provides
virtually all of the energy delivered externally to our planet, and provides the opportunity
for life as we know it. By the 1960s, astrophysicists had developed sophisticated models of
solar reaction chains (so-called Standard Solar Models (SSMs)), with an understanding that
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several reactions would yield electron-type neutrinos in the final state [8]. Photons produced
deep in the solar core interact aggressively, and only exit to free space some tens of thousands
of years later, having lost all memory of their origin. Neutrinos, on the other hand, naturally
pass through the solar mass and transit directly to Earth. As such, measurements of so-
called solar neutrinos provide a unique opportunity to verify models of solar physics in close
to real time.

In the late 1960s, Ray Davis devised the Homestake Experiment, which would measure
the flux of solar neutrinos via chemically counting argon atoms which had transmutated
from chlorine via charged-current reactions with neutrinos. A deficit from the predicted
flux, of roughly a factor of 3, was observed [9], which persisted despite systematic checks and
changes to analysis techniques. Later experiments using complementary detector technolo-
gies, including the water-Cherenkov KamiokaNDE-II [10] and Gallium-based SAGE [11] and
GNO/GALLEX [12, 13] detectors, confirmed the deficit, although at different magnitudes,
ultimately attributable to sensitivities to different energy ranges. The longstanding tension
between theory and observation became known as the Solar Neutrino Problem (SNP).

Intense theoretical effort was devoted to constructing solutions to the problem — some
examples include the possibility of neutrinos decaying in-flight to Earth, and mechanisms
for the neutrinos to change chirality and thus become undetectable. The accepted solution,
the “large mixing angle” solution augmented by preferential enhancement of the electron-
type component via the Mikheyev-Smirnov-Wolfenstein (MSW) effect [14, 15], asserts that
flavor states which participate in weak interactions and the mass states which propagate
through space are not the same, but are only related by unitary transformation. The “large”
qualification draws distinction from the analogous situation in the quark sector, where weak
interactions across SU (2)-doublets are highly suppressed.

Historically, Super-Kamiokande observed a deficit in the flux of muon-type neutrinos
produced in the atmosphere [16], which spurred interest in flavor-changing mechanisms as
SNP solutions. The Sudbury Neutrino Observatory (SNO) unequivocally demonstrated that
solar neutrinos change flavor, by simultaneously measuring the solar flux via different reac-
tion channels with different cross-section ratios for different flavors [17]. In doing so, the
ratio of electron-type to muon/tau-type fluxes was overconstrained. The results were a con-
firmed deficit of electron-type neutrinos, but a flavor-inclusive solar flux consistent with the
SSM prediction [18]. A few years later, the KamLAND experiment utilized higher spec-
tral resolution to demonstrate that the mechanism for flavor-changing can be described by
the interference of quantum flavor states, i.e. “mixing” [19]. This paradigm fundamentally
changed the accepted view of leptons, and casts neutrinos in an exciting role in the search
for physics beyond the Standard Model, as descibed below.
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2.3 Massive neutrinos, and open questions
Mathematically, neutrino mixing is accomodated by relating neutrino states of definite flavor
and mass via νeνµ

ντ

 = UPMNS

ν1
ν2
ν3

 , (2.7)

where {να} on the left are flavor states, i.e. the members of SU (2)-doublets which participate
in weak interactions, {νi} on the right are mass states, which propagate through spacetime,
and UPMNS is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [20, 21]. Somewhat
analogous (though not equivlent, per se) to the Cabibbo-Kobayashi-Maskawa (CKM) matrix
in the quark sector, the PMNS matrix encodes the misalignment of flavor and mass states.
Assuming unitarity, i.e. that the known neutrinos mix in a “closed system,” the PMNS
matrix is conventionally factored in terms of three mixing angles θ12, θ23, and θ13 as

UPMNS =

“atmospheric”︷ ︸︸ ︷1 0 0
0 c23 s23
0 −s23 c23


“reactor”︷ ︸︸ ︷ c13 0 s13e

−iδ

0 1 0
−s13e

iδ 0 c13


“solar”︷ ︸︸ ︷ c12 s12 0

−s12 c12 0
0 0 1

, (2.8)

where sij = sin θij and cij = cos θij, and δ is an unremovable phase which manifests as a
CP-violating term in flavor transformation probabilities. Specifically, the probability for a
neutrino produced in a weak interaction with flavor α to be detected via a weak interaction
with flavor β is determined by evolving the mass states in time:

P (α→ β) = |〈νβ|να〉|2 =
∑
i,j

U∗αiUβiUαjU
∗
βje
−i(Ei−Ej)t. (2.9)

Assuming that the neutrino is ultrarelativistic, the energy eigenvalues appearing in the in-
terference factors can be expanded as a series in the neutrino mass, and this expands to
lowest order as

P (α→ β) = δαβ − 4
∑
i>j

Re
(
U∗αiUβiUαjU

∗
βj

)
sin2

(∆m2
ijL

4E

)

+ 2
∑
i<j

Im
(
UαiU

∗
βiU

∗
αjUβj

)
sin2

(∆m2
ijL

2E

)
,

(2.10)

where E is “the” neutrino energy, neglecting any contribution from mass, L ∼ t is the spa-
tial distance separating the production and detection reactions, and ∆m2

ij = m2
j −m2

i is the
squared-mass-splitting between the respective mass eigenvalues. Two important observations
can be made about this expression. First, the latter term, involving the imaginary compo-
nent of entries of the PMNS matrix, changes sign under the action of UPMNS → U∗PMNS,
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which manifests as a CP-violating asymmetry in the transition probabilities of neutrinos
and antineutrinos, proportional to sin δ. Second, in order for the transition probability to
be nonzero, the mass splittings must not at all be zero, and hence, based on the various
observations of flavor transformation, at least two of the mass eigenvalues must be nonzero.
The reality of massive neutrinos constitutes the first definitive departure of observation from
the Standard Model.

To accomodate neutrino mass into a quantum field theory requires the introduction of
right-chiral neutrinos νR, as mass terms must conserve parity to avoid inconsistencies in the
theory arising from quantum anomalies [22], but the exact terms which should appear in the
Lagrangian are an open question. Yukawa couplings analogous to the existing fermion mass
terms, so-called Dirac mass terms LD = −MDν̄LνR, may be written, but pose a natural-
ness problem, in that the associated coupling constants would be many orders of magnitude
below the scale of those of the quarks and charged leptons. Being uncharged electromagnet-
ically, unique among Standard Model fermions, new mass terms are allowed for right-chiral
neutrinos:

LM = −MRν̄
c
LνR, (2.11)

where ψc is the charge-conjugate of the field ψ, which reverses the sign of the Q quantum
number [23]. Such Majorana mass terms are qualitatively novel, in that they exist completely
parallel to the Higgs mechanism, and can have dramatic consequences. So-called “seesaw”
models, for example, balance Dirac and Majorana mass terms such that the masses of left-
chiral states are lighter than the scale set by the Higgs mechanism, and of the right-chiral
states are above the energy scales probed by modern experimentation [22, 23]. This provides
both an explanation for the smallness of the observed neutrino mass, and a first foray into
the energy scale of grand unified theories, which attempt to explain the gauge group of
Equation 2.2 as the residual of the breaking of a larger symmetry group [24]. Further still,
Majorana mass terms are not invariant under phase transformations generated by lepton
number, and thus provide a mechanism for lepton-number-violating processes [25].

Strongly CP-violating flavor transitions and lepton-number-violation via Majorana mass
each represent tantalizing potential revolutions in our understanding of particle physics. Fur-
ther still, their union can provide a route for the generation of a matter-antimatter imbalance
in the development of an electrically neutral universe, such as is typically assumed in Big
Bang cosmology [26]. As such, intense experimental effort is currently focused on addressing
the questions of both CP-violating flavor transitions and the nature of neutrino mass. The
T2K and NOνA experiments have each measured significant asymmetries in the transition
probabilities for neutrinos and antineutrinos [27, 28]. In a turn of fate at once intriguing and
cruel, the data from these two experiments which underlie this qualitative agreement prefer
quantitatively inconsistent values of the CP-violating phase δ [29]. To resolve this tension
and enter a regime of precision measurements, the Deep Underground Neutrino Experiment
(DUNE) [30, 31] and Hyper-Kamiokande [32] experimental programs are currently under
construction. Several generations of experiments searching for neutrinoless double-β decay
(0νββ), the experimental hallmark of Majorana mass [33], have been performed, and the
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design and implementation of next-generation ton-of-isotope-scale experiments is underway
[34–37].

Other avenues of active research are the determination of the absolute neutrino masses
[38, 39] and their ordering, which have implications for the potential rate of neutrinoless
double-β decay, such as its suppression below measurable levels [40]; investigation of oscilla-
tions of neutrinos into sterile flavor states, a candidate explanation for the so-called Gallium
and LSND/MiniBooNE anomalies [41–45]; and the search for nonstandard interactions with
matter, which would manifest as a distorted transformation probability for several-MeV solar
neutrinos [46, 47].

2.4 Dark matter
While the Standard Model has shown resiliency in the face of terrestrial experiments, it fails
to account for the full dynamics of the universe. Indeed, according to the 2018 fit of the
Λ-Cold Dark Matter (ΛCDM) cosmological model to cosmic microwave background (CMB)
data from the Planck satellite, approximately 86% of the matter content of the universe is
non-baryonic [48], and absent from the Standard Model entirely. This striking statement is
supported by vast experimental evidence collected over the last century, beginning with early
observations of anomalous rotation speeds of galactic clusters in the 1930s [49] and individual
galaxies in the 1970s [50], to stunning comparisons of cluster mass estimates from direct-
optical and gravitational-lensing inferences [51], to the nature of the large scale structure of
the visible matter content of the universe [52]. While the nature of dark matter remains a
mystery, a number of models have been posited which to explain its presence and inertness
while offering experimental hope for detection with baryonic means [53].

The leading candidate, historically, is the Weakly Interacting Massive Particle (WIMP),
which is a hypothetical particle with mass O (100 GeV), which interacts via couplings on the
order of the Standard Model weak interactions. Under such assumptions, a population of
WIMPs present in the early universe that self-annihilate, naturally with a weak-scale cross
section, would evolve to an asymptotically constant density comparable to that inferred from
cosmological observations [54]. Furthermore, certain classes of supersymmetric extensions to
the Standard Model naturally predict stable particles with mass at the GeV-scale and above
[54]. Unfortunately, searches for direct WIMP-nucleon interactions and the production of
WIMP at colliders have not produced any observations to date [55, 56].

Among other theories [53], two alternatives to the conventional WIMP are light particle
dark matter and primordial black holes (PBHs). The light dark matter proposition posits the
existence of a WIMP-like particle with loosened constraints on its mass and interactions, e.g.
a mass at the MeV-scale, to which direct-detection and collider searches are less sensitive.
PBHs, as a dark matter candidate, refer to sub-stellar-mass black holes which formed early
in the universe. All black holes are believed to emit so-called Hawking radiation, wherein
vacuum fluctuations of particle-antiparticle pairs divided by the event horizon result in a net
particle flux away from the black hole [57]. This acts, on the theoretical side, to preserve
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the information content of the universe [58] and, practically, as a mechanism for the black
hole to evaporate over time [59]. Both light particle dark matter and PBHs can be observed
indirectly via neutrinos, as discussed further in Section 3.4.
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Chapter 3

Optical Neutrino Detectors

3.1 Historical radiation detection technology
The detection of ionizing radiation via electromagnetic signals has a long history spanning
many designs and applications, from the early scintillation counters produced during the
Manhattan Project [60] to modern radiowave-based detectors searching for ultra-high-energy
neutrinos [61]. In particular, the use of light of near-visible wavelengths has proven reliable.
Standard means of detecting such photons, both photographic and electronic via the photo-
electric effect, have been available since early in the 20th century, and thus the conversion of
a charged particle into a collection of detectable photons is now an established science. We
briefly review the physics of two dominant sources of near-visible light — Cherenkov and
scintillation light — employed in experimental nuclear and particle physics below. Both of
these sources mediated central observations in the history of experimental neutrino physics,
as detailed further in Section 3.2.

3.1.1 Cherenkov light
The observation of Cherenkov light was first formally reported by a graduate student in the
Soviet Union in the early 1930s, when it was observed that uranium salt solutions, as well
as the full catalog of other pure liquids available in the local lab, faintly emitted anisotropic
blue light when subjected to γ radiation [62]. In only a few years, a relativistic theory of
the production of a conical wavefront in dielectric materials by locally-superluminal charged
particles was formulated by Ilya Frank and Igor Tamm [63], with the connecting mechanism
to Cherenkov’s observations being scattering of the incident γ-rays off local electrons in the
liquid.

Their theory, an electromagnetic analog to Mach wave theory, predicts the spatial, chro-
matic, and angular distributions of the emitted light, and, impressively, does so analytically.
Spatially, photons are produced immediately and continuously along the trajectory of the
charged particle, in response to the relaxation of the local polarization induced by its pres-
ence. This continues so long as the particle travels with velocity v > c/n, where n is
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the refractive index of the material. The spectral distribution is described by the Frank-
Tamm formula, which states that the differential spectrum of energy released into photons
is weighted by the photon frequency:

dE
dω
∝ ω

(
1− c2

v2n (ω)2

)
µ (ω) , (3.1)

up to the energy-dependence of the refractive index and magnetic permeability µ. In practice,
this manifests as a broad-spectrum distribution which is a decreasing function of wavelength
— this is why Cherenkov light is often quoted as appearing blue, such as in the glow of water
tanks in nuclear reactors.

As to the angular distribution, Cherenkov photons are emitted exactly at an angle θ with
respect to the direction of travel of the charged particle, satisfying cos θ = c

nv
. This is known

as the “Cherenkov angle,” and is typically regarded as a constant specific to each material, as
the majority of Cherenkov light is emitted in the ultrarelativistic regime, where cos θ ≈ 1

n
. It

is this δ-function angular distribution that makes Cherenkov radiation attractive for detectors
which require directional information, as the direction of the originating charged particle
can be inferred from the directions of the detected photons. However, the high-velocity
requirement translates to a particle-dependent energy threshold for Cherenkov production.
In pure water (n ≈ 1.3), for example, the threshold is ∼ 50% of the particle mass, which
translates to a modest 250 keV for electrons, but scales quickly to hundreds of MeV for
heavier ions.

3.1.2 Organic scintillation
Scintillating materials have been under study since early observations of phospherescent
salts in the 19th century [64], and operate via more general chemical mechanisms than the
electromagnetic mechanism of Frank and Tamm [63]. Generically, charged particles deposit
energy, via interactions with both ambient nuclei and electrons, as they traverse in the
material [3]. This causes local excitation of molecular states and full ionization of ambient
electrons. These excited states and free electrons then convert, by a variety of means,
to prepare an excited molecular state which then relaxes via the emission of near-visible
photons, potentially through multiple intermediate states [65].

So-called organic scintillators, which have historically been preferred for use in neutrino
detectors, are naturally comprised of carbon chains and aromatic compounds, which form
the base solvent. A common feature are aromatic rings, the chemical structure of which
provides for delocalized π-bond electrons occupying orbitals orthogonal to the ring plane.
Scintillation is mediated via the excitation of these π-bond electrons into both singlet and
triplet states [65]. Secondary, and even tertiary, compounds are often disbursed in the base
solvent, to which energy is transferred non-radiatively; these secondary fluors are usually
impractical to deploy at the scale of the base solvent, but have more favorable scintillation
characteristics, such as spectral or timing emission profiles.
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Because the spectral profile can be adjusted in this way, the relatively narrow emission
band can be matched to the sensitive region of the photodetectors at hand in a given ap-
plication. In contrast to a Cherenkov-based design, this leads to a relatively large amount
of light actually detected and available for analysis. The emission time profile is driven by
the structure of the available molecular states, and is exponential in form, usually over time
scales of several nanoseconds and longer. For radiation at the MeV-scale and below, this is
much longer than the picosecond-scale stopping time over which Cherenkov light is emitted.
Scintillation light is emitted isotropically, as it is the product of the relaxation of molecular
states, perhaps excited indirectly, with little relation to the incident radiation.

Finally, because the relevant energy quanta are molecular excitations, which are below the
single-eV scale, radiation detection in scintillators in effectively thresholdless, independent
of the nature of the incident radiation. At sufficiently high energy (MeV-scale and above,
for electrons), the number of photons produced is approximately proportional to the energy
deposited in the scintillator, with the constant of proportionality referred as the “light yield”
of the scintillator, and nonlinearities typically arise at lower energies. The latter feature,
known as “quenching,” is discussed in more detail in Section 6.2.10 and Section 6.2.13.
There is, further, a degeneracy between the amount of light produced by a particle and
its the particle’s identity, stemming from the following: Heavier particles are subject to
larger stopping material powers, and the relatively rapid deposition of energy translates
to relatively dense populations of ionization electrons and different distributions of excited
molecular states. The differences in both emission time profile and light yield are also referred
to as “quenching,” and it is a generally accepted that there is a connection between low-
energy light yield nonlinearity and particle-dependent scintillation, as they each ultimately
originate in the distribution of and self-interactions between molecular states, but there is
no universal model which reproduces measurements across different materials quantitatively
(see, for example, [66]).

3.2 Detectors of the past and present
Mediated only via the weak force, interactions of neutrinos with matter typically have small
cross sections, in particular at the MeV-scale and below. To establish reasonable event rates,
then, neutrino detectors must maximize their target mass. Subject to constraints of cost,
practicality, and cleanliness from backgrounds in low energy scenarios, liquid phase targets
have proven an optimal choice, as they are relatively dense, easy to scale/reshape, and can,
generically, be purified to remove radioactive contaminants. Given a large liquid target, the
preferred detection mechanism is via the detection of photons produced by the interaction of
final-state particles with the detector medium1, in the wake of a neutrino interaction itself.

The first example of such a detector is provided by the very first successful neutrino
detector. The detector used in the Poltergeist Experiment of 1956 [2] illustrates many of

1A notable exception is the Homestake Experiment, which initiated the SNP by measuring the solar
neutrino flux by periodically counting cumulative interaction rates via chemical means.
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the techniques that would be scaled up and refined in the following decades. It consisted
of two tanks of water in which cadmium-chloride was dissolved, which were placed between
two tanks filled with liquid scintillator. When antineutrinos from a nearby reactor initiated
inverse β decay (IBD) of hydrogen in the water,

ν̄e + p→ e+ + n,

the positron would annihilate with an ambient electron and produce two γ rays which would
exit the water volume and Compton scatter off electrons in the liquid scintillator; hence, the
positron was identified via the light produced by the interaction of the scattered electrons
with the scintillator. Some time later, after thermalizing, the final-state neutron would
capture radiatively on the dissolved 108Cd, and the emitted γ ray would be detected similarly.
The hallmark coincidence signal of IBDs, namely the detection of first a positron, followed
by a radiative neutron capture some time later, provides for a powerful background rejection
criteria which was critical in establishing the first direct observation of neutrino interactions,
and is still in use today.

The 1980s and 1990s saw the operation of large-scale pure water detectors searching for
proton decay, with the intermediate photons being produced by Cherenkov radiation from the
theorized final-state positrons, with kinetic energy in the hundreds of GeV. It was realized
that lower-energy leptons produced in neutrino interactions could also be observed with
these detectors, with two famous examples being the (first, and only to do date) detection of
neutrinos from a supernova, SN1987A, by the Irvine-Michigan-Brookhaven (IMB) [67] and
KamiokaNDE-II [68] detectors, and the initial observation of a deficit atmospheric neutrino
flux by KamiokaNDE-II [69]. These observations were made via elastic scattering, IBD
reactions, and more general charged-current (CC) reactions involving muon neutrinos.

In the mid 1990s, a 50 kt successor to KamiokaNDE, Super-Kamiokande, was constructed
in Japan for enhanced sensitivity to both proton decay and neutrino interactions. The SNO
detector began operating soon after with a heavy water, D2O, target [70]. The mediating
photons in both were Cherenkov light, either from a final-state electron, or Compton scat-
tering of a radiative neutron capture γ. Critical to observations of both Super-Kamiokande
and SNO was the directional reconstruction afforded by Cherenkov light: because Cherenkov
light is emitted conically about the momentum axis of a charged particle, the direction-of-
travel of the charged particle can be inferred from the locations of the detected photons. In
the context of solar neutrinos, this was used to distinguish elastic scattering events, which are
preferentially directed away from the sun, from isotropic radioactive backgrounds intrinsic
to the detector.

Early in the 2000s, the KamLAND detector operated with an organic liquid scintilla-
tor target [71], principally observing IBD reactions on hydrogen. The use of liquid scin-
tillator offered improved energy resolution over the earlier water detectors, owing to the
greater number of photons collected for a given event, which enabled its relatively-precise
measurement of the energy-dependence of flavor transformations of antineutrinos produced
in nuclear reactors [19]. Other early scintillator detectors, which contributed earlier con-
straints on oscillation models, include the Liquid Scintillator Neutrino Detector (LSND)
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[72], Karlsruhe-Rutherford Medium Energy Neutrino experiment (KARMEN) [73], and the
Palo Verde Neutrino Experiment [74], though the latter two implemented segmented detector
volumes.

The next generation of large-scale optical detectors included continued operations and
upgrades to the Super-Kamiokande and KamLAND detectors, as well the construction of
new dedicated detectors. The Daya Bay experiment employed gadolineum-loaded liquid
scintillator to improve on measurements of flavor transformation of reactor neutrinos, which
the detection efficiency of IBD neutrons enhanced by the larger capture cross section and
radiative energy release afforded by 157Gd [75, 76]. The Borexino detector was a 278 t
liquid scintillator detector which, after an extensive calibration campaign, made precision
measurements of low-energy solar neutrino spectra [77], made possible by both the low
threshold and spectral resolution offered by scintillation light. The SNO detector underwent
upgrades to the readout electronics and structural support systems in transition to SNO+,
which in the late 2010s operated as a light water detector, publishing limits on nucleon decay
to neutral final states [78, 79], low-background solar neutrino flux measurements [80], and
the first-ever observation of reactor antineutrinos in a Cherenkov detector [81]. During the
COVID-19 pandemic, the light water was replaced with a liquid scintillator, and SNO+ now
operates as a scintillator detector.

Parallel to both SNO and KamLAND, the MiniBooNE experiment began operating at the
turn of the century to constrain transformations of relatively high-energy neutrinos produced
using an accelerator [82]. Nominally a Cherenkov detector, a mineral oil target was deployed,
with the higher index of refraction translating to an increased production of Cherenkov light.
The mineral oil was weakly scintillating, and while the level of scintillation light collected did
not offer much improvement to event reconstruction, it proved useful for purposes of particle
identification (PID) and background rejection [83]. This constituted a first foray into the
dual use of Cherenkov and scintillation light in a single detector, but due to the nature of the
mineral oil and relatively high energy regime, the utility of the collected scintillation light
was limited.

More recently, liquid scintillator detectors have begun to isolate the relatively weak
Cherenkov signal and exploit the encoded directional information. The Borexino collabora-
tion, by considering only the first detected photon in each event, has demonstrated aggregate
directional inference of solar neutrinos at the scale of ∼ 700 keV [84]. The SNO+ collabora-
tion has since demonstrated eventwise directional reconstruction in scintillator, again using
solar neutrinos, at the scale of several MeV [85]. In both cases, the limiting factor is the small
amount of high-purity Cherenkov light available, a product of both the time distribution and
relative magnitude of the scintillation component.

3.3 Hybrid detector technology
As discussed above, optical neutrino detectors have historically fallen into two broad classes:
water-based detectors, which detect radiation via Cherenkov light, and scintillator-based
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detectors, which principally detect radiation via scintillation light. A current area of active
research is the development of hybrid detectors, which are designed to simultaneously collect
both Cherenkov and scintillation photons, with the capability to distinguish the two popu-
lations and treat each preferentially in advanced reconstruction techniques, as demonstrated
by the results from Borexino and SNO+ described above. The SNO and SNO+ detectors
relevant to this thesis exemplify Cherenkov- and scintillation-based technologies operating
independently, and highlight some of their core differences, including energy threshold, direc-
tionality, and energy resolution. These features, and their consequences on the reconstruction
capabilities available from a detector are summarized in Table 3.1, and are discussed in more
detail below.

Feature Cherenkov- / water-based Scintillation-based
Energy reconstruction Low light yield High light yield

Directional reconstruction Intrinsic via conical emission Limited by isotropic emission
Vertex reconstruction Limited by low light yield Improved by high light yield
Vertex reconstruction Improved by prompt emission time profile Limited by long-scale emission time profile

Energy threshold & MeV-scale particle-dependent threshold Effectively thresholdless
Particle Identification Limited to high energy; depends on trajectory Mass-dependent emission timing

Scalability Inexpensive, optically transparent Relatively costly, self-absorption
Intrinsic radioactivity Relatively high as water is universal solvent Typically lowered via well-established purification techniques

Table 3.1: Summary of relevant properties of Cherenkov and scintillation light, and corre-
sponding features of detectors and analysis techniques utilizing each.

Perhaps the most pronounced difference between Cherenkov and scintillation light, and
the origin of much of the current interest in hybridizing, is the angular information encoded
in the former, which allows for reconstruction of the direction-of-travel of a charged particle.
For many neutrino interactions, most prominently elastic scattering off an electron, this
correlates with the direction of the incident neutrino. The detection of a sample of Cherenkov
photons thus allows for, at some level, reconstruction of the incident neutrino direction, which
is generically useful for classifying events by their source. Modern applications include solar
neutrinos which, on the one hand, are under active interrogation as a probe to resolve the
solar metallicity problem, related to the discrepancies in existing measurements of the high-Z
content of the sun, which influences models of stellar development; on the other hand, solar
neutrinos can present as a major background to other physics topics. As an example of the
latter, solar neutrinos will constitute the dominant background to an upcoming search for
neutrinoless double-β decay of 130Te [86] with SNO+.

Dual to reconstructing directionality of incident neutrinos is the reconstruction of the
interaction location and energy deposited in the detector which, for the MeV-scale neutrinos
relevant for this work, is equal to the full energy of the interaction. The resolution of the
latter is, to first order, determined by Poisson statistics of the collected photons and, hence,
is enhanced in scintillator detectors. The resolution of the former, i.e. vertex reconstruction,
tends to be greater in scintillator detectors, but ultimately is the result of competing effects:
on the one hand, the higher photon collection of scintillator detectors offers more precise
reconstruction, but on the other hand the broader emission time profile of scintillation light
relative to Cherenkov light degrades performance [87]. The angular emission profiles play a
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role as well, as the conical nature of Cherenkov light provides a relatively weak constraint
on the vertex position longitudinally along the axis of the cone, in comparison to isotropic
scintillation light.

With regard to practicality and scalability, scintillator detectors enounter complications
as they are implemented in ever-larger sizes. Water, being an abundant natural resource, can
be sourced in arbitrary quantities, and its optical transparency around the visual spectrum
translates to robust extrapolation of analysis techniques from smaller to larger detectors.
This contrasts with the reality of deploying large-scale scintillator detectors — resourcing and
processing large quantities of scintillator requires overcoming relatively challenging financial,
environmental, and engineering constraints, and reconstruction techniques must be adapted
to acknowledge the self-absorption and potential reemission of the scintillation light internal
to the detector volume. Even with improved algorithms, a degradation in reconstruction
performance is guaranteed by this intrinsic broadening of the observed time profile, with
secondary optical effects, such as spectral dispersion, contributing further to the distortion.

Though Cherenkov light is produced by liquid scintillators and, indeed, all dielectric liq-
uids, the number of detected Cherenkov photons is typically a small fraction of the overall
light collected, and they are thus difficult to use for dedicated reconstruction purposes. Sev-
eral avenues are being explored in order to achieve high-fidelity Cherenkov-tagging, which
would thus enable hybrid photon detection. Three principal efforts are i) formulation of
materials which intrinsically balance the Cherenkov and scintillation yields, including WbLS
and slow-emitting scintillators [88, 89], ii) development of high-time-precision photodetec-
tors that can better resolve the prompt Cherenkov contribution from the relatively delayed
scintillation contribution [90], and iii) design of dichroic-filter-based structures to spectrally
sort photons before detection [91], resulting in separate readout streams, which are either in-
trinsically Cherenkov- or scintillation-rich. Explicit reconstruction-level improvements, such
as topologically-aware algorithms [92] and machine-learning based approaches [93] are under
development, and would exhibit even greater performance when coupled to the aforemen-
tioned detector-level technologies.

Simultaneous to lab-scale studies, such technologies are being deployed in ton-scale
demonstration detectors. The Accelerator Neutrino-Neutron Interaction Experiment (AN-
NIE) [94], which nominally characterizes neutron-containing final-states of GeV-scale neu-
trino interactions in water, has deployed both high-time-precision photodetectors and a
kg-scale inner vessel of WbLS to demonstrate neutrino detection with a novel scintillator.
At Brookhaven National Laboratory, one ton and 30 t vessels of WbLS are operating under
constant photomonitoring, in order to further improve recirculation and purification tech-
niques, and demonstrate long-term stability at scale. The Eos detector [95] is currently
under construction on the campus of the University of California, Berkeley, and will em-
ploy high-time-precision photodetectors and spectral sorting in analyzing radioactive source
data using water, WbLS and pure scintillator target media, to demonstrate hybrid recon-
struction techniques and detailed material modeling. Such demonstrations will support the
design of Theia, a 10s-of-kiloton-scale hybrid detector capable of a broad physics program,
spanning measurements of CP-violation and neutrinoless double-β decay, as well precision
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measurements of solar and reactor neutrinos [37].
In order to accurately model the ton-scale demonstrations and make robust predictions

for larger-scale detectors, the inputs to detector simulations must be well-grounded in re-
ality. To this end, lab-scale measurements which characterize the scintillation properties
of WbLS and explore timing-based Cherenkov-tagging using state-of-the-art photodetectors
are presented in Chapter 6. In particular, we present two sets of measurements. First, Sec-
tion 6.2 presents a measurement of the scintillation light yields of WbLS and LAB+PPO
in response to protons, which influences both studies of reactor-neutrino measurements, to
which interactions of external neutrons with internal protons constitute a background, and
elastic scattering of neutrinos off protons, which is a favorable channel for flavor-inclusive
spectral measurements of supernova neutrinos. Second, Section 6.3 presents measurements
of the scintillation emission time profiles of WbLS and LAB+PPO samples in response to
electrons and α radiation, which allow for realistic predictions of not only the nominal re-
construction performance, but also the PID capabilities, achievable with different detector
designs. High-time-precision photodetectors are employed for the electron measurements,
which gives a first demonstration of timing-based Cherenkov-/scintillation discrimination at
the small scale. These measurements each provide valuable input to the scaling of ton-scale
demonstrators to large-scale detectors sensitive to modern physics measurements.

3.4 Particle astrophysics with neutrino detectors
A growing post-millenial endeavor is the development of so-called multimessenger astronomy
— that is, studying astronomical systems through non-electromagnetic channels — which
has seen great success in the past decade. Measurements of the properties of cosmic rays date
back more than a century, but only in the last decade have significant advances been made in
understanding their origins [96, 97]. More recently, the watershed detection of gravitational
waves from black hole mergers has ushered in a new era in studying gravitational interactions
of the densest objects in the known universe [98]. Neutrinos in particular, owing to their
small interaction cross section, have emerged as a candidate for general-purpose astronomical
messenger.

Building on the early detection of neutrinos produced by SN1987A [67, 68], which illus-
trated that neutrinos could be used as a tool for studying extraterrestrial phenomena, and
the successful resolution of the solar neutrino problem, which has enabled genuine study
of stellar content via neutrinos [99–101], modern large-scale neutrino detectors have been
used to search for and characterize astrophysical processes. Large-scale Cherenkov detec-
tors, such as IceCube [102] and ANTARES [103], have been purpose-built for the detection
and directional reconstruction of ultra-high-energy neutrinos. Highlight results are the de-
tection of the highest-energy neutrinos ever observed [104], the determination of neutrino
emission from an active blazar [105], and the observation of a gross neutrino flux from the
galactic plane of the Milky Way [106]. Still other detectors, optimized for measurements at
lower energies, nevertheless constitute large calorimeters which are sensitive to a large class
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of potential signals. Tests for correlations of the neutrino rate with astrophysical events
are routinely made, and both model-(in)dependent searches for hypothetical astrophysical
fluxes of neutrinos and particle dark matter are performed, many models for which have
been proposed.

In particular, recent years have seen an expanded interest in searches for light dark
matter using neutrino detectors [107, 108]. As discussed in Section 2.4, past generations of
dedicated direct-detection dark matter detectors were typically designed to search for WIMPs
of GeV-scale mass and weak-scale interaction cross sections, usually via elastic scattering off
nuclei. With current cross section limits ruling out the conventional WIMP [55], and indirect
searches for dark matter signals via optical channels yielding no significant signal [109], more
attention has been given to indirect searches using neutrinos. Though relatively difficult to
detect, the non-interacting nature of neutrinos makes for an attractive messenger, as spectral
features in an observed signal would be preserved, which is important for model-dependent
interpretation of an observation. Another possibility, which in the current observational
landscape cannot be discounted, is that the principal connection between the Standard
Model and dark sector is via couplings to neutrinos. In such a situation, neutrino-based
investigation is the only plausible option.

Searches for dark matter with neutrino detectors include both direct and indirect detec-
tion. Due to the relatively high energy threshold compared to dedicated detectors, direct
detection searches are generally only sensitive to scenarios where particle dark matter is
boosted to relativistic energies before reaching Earth, e.g. as daughters of the decays of heav-
ier dark particles [110] or by upscattering off high-energy cosmic rays [111]. Such searches
have been performed by Super-Kamiokande, yielding no significant signal [112]. Indirect
searches typically involve the conventional detection of neutrinos, which are ultimately a
manifestation of dark matter as it exists in the universe, although analyses of more general
final states of dark matter annihilation inside of the detector volume have been performed
[113].

Historically, the preferred context for indirect searches is MeV-scale particle dark matter
annihilation into neutrino-antineutrino pairs, χχ̄ → νν̄, which follows from the assumption
that any particle dark matter would be Majorana in nature, inferred from its being elec-
trically neutral. At the MeV-scale, below the muon mass, no heavier annihilation products
decay via neutrino emission, and hence the (anti)neutrino flux is comprised of direct decay
products, and is thus a δ-function centered at the value of the dark matter mass. The flux
from the local galaxy can be determined by integrating over a spatial model of the dark
matter mass halo [107], and is usually written as

φ (Eν) = 1
6
JavgRscρDM

m2
χ

〈σv〉 δ (Eν −mχ) , (3.2)

where Javg encodes the averaging of the flux intensity over the angular profile of the local
dark matter halo, Rsc is the distance from the local solar system to the galactic center, mχ is
the dark matter mass, 〈σv〉 is product of the dark matter velocity with the χχ̄ cross section
averaged over the thermal energy distribution, and the factor of 6 results from a factor of
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two, accounting for the assumed χ↔ χ̄ association, and a factor of three stemming from the
assumption that annihilation proceeds to all three flavors of neutrino equally. A redshifted
component to the spectrum from extragalactic dark matter has a broader spectral shape, but
is subdominant and generally neglected in the context of neutrino datasets with few or zero
candidate events. Constraints on self-annihilation resulting from searches for astrophysical
sources have been established using the SNO, Borexino, KamLAND, Super-Kamiokande,
and Super-Kamiokande+Gd detectors [114–118], which are discussed further in Section 5.9.

An alternative hypothesis to particle dark matter, which presents a similar experimental
opportunity, is the widespread presence of sub-stellar-mass primordial black holes (PBHs)
[119]. Similar to self-annihilation of particle dark matter, this would experimentally man-
ifest as a correlated signature of particles and antiparticles, including neutrinos, created
as Hawking radation. Searches have been made for electromagnetic signatures of Hawking
radiation, but thus far have not yielded any significance observations [120]. In the era of
multi-messenger astronomy, searches for Hawking neutrinos have been proposed, particularly
in the context of constraining the PBH contribution to dark matter [121, 122], with the only
dedicated analysis to date being performed on data from Super-Kamiokande [122].

Two measurements which influence the experimental landscape of searches for astro-
physical neutrino fluxes are presented in Chapter 4 and Chapter 5. As discussed in further
detail in Chapter 5, a favorable channel for such searches is via IBD reactions of electron-
type antineutrinos, for the final state allows for a coincidence signal which dramatically
reduces background contamination. Chapter 4 presents a measurement of the production
of neutrons by cosmic-ray muons in the SNO detector, which not only constitutes a generic
background to low-energy physics analyses, but also a coincidence background in certain
detectors, complicating the background-free picture usually associated with IBD searches.
Chapter 5 presents a preliminary search for astrophysical antineutrinos using the SNO+
detector, the observation of which would convey new information about the larger universe,
including interpretations of dark matter as self-annihilating particles or PBHs, as described
above.
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Chapter 4

Cosmogenic Neutrons in SNO

4.1 Introduction
High energy muons created in cosmic-ray interactions in the Earth’s atmosphere penetrate
deep underground, where they induce electromagnetic and hadronic showers. These produce,
among other particles of interest, free neutrons with an energy spectrum spanning several
GeV. These cosmogenic neutrons form a direct background to searches for rare processes,
including many of those described in Section 2.3 and Section 3.4.

The development and realization of next-generation detectors targeting these physics top-
ics require unprecedented levels of background reduction. The prerequisite deep-underground
location of such experiments reduces the rate of spallation backgrounds, but even the small
number of remaining events can prove limiting to the potential physics reach of the experi-
ments. It thus becomes critical to advance the understanding of the production and prop-
erties of cosmogenic neutrons. The average energy of the surviving cosmic muons increases
with depth, and the extrapolation of cosmogenic neutron production rates from measure-
ments made at shallow sites to greater depths is not well understood. Hence, measurements
at deep locations are critical to the success of future experiments.

Many experimental collaborations have performed dedicated studies of cosmogenic neu-
trons using liquid targets [123–137], generally at relatively shallow depths. The deepest
dedicated study to date was performed on data taken with the LSD detector, which was
filled with liquid scintillator and located at a depth of 5200 meters water equivalent (m.w.e.)
[125]. More recently, the Super-Kamiokande+Gd Collaboration recent published a measure-
ment of cosmogenic neutrons in pure water loaded with gadolineum [138].

The Sudbury Neutrino Observatory (SNO) experiment offers a unique data set to study
cosmogenic neutron production deep underground. The SNO detector was a kiloton-scale
heavy water detector, located at a depth of 5890 ± 94 m.w.e. Using the parameterization
found in [139], the average muon energy at this depth is (363.0± 1.2) GeV , higher than
those in many other published studies [123, 124, 126–136], and comparable to that at LSD
[125]. The SNO data can thus provide information in the high-energy regime, and further
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the understanding of how models for neutron production scale with muon energy.
Here we present results derived from the observation of cosmogenic neutrons in the SNO

detector, namely a comparison of observables to model predictions and a measurement of
the neutron production rate. Section 4.2 describes the SNO detector; Section 4.3 describes
the Monte Carlo simulation used; Section 4.4 describes the analysis methods, including the
selection criteria for muons and neutrons, and backgrounds to this measurement; Section 4.5
presents comparisons of characteristic observables seen in the data to those predicted by sim-
ulations; and Section 4.6 presents the results of the cosmogenic neutron yield measurement.

4.2 The SNO Detector
The SNO detector was a water Cherenkov detector located in INCO’s (now Vale’s) Creighton
mine, near Sudbury, Ontario, at a depth of (2.092± 0.033) km. It consisted of a spherical
acrylic vessel (AV) 12 m in diameter, filled with 1000 metric tons of 99.92% isotopically pure
heavy water (2H2O, or D2O). Surrounding the AV were 9456 Hamamatsu R1408 photomul-
tiplier tubes (PMTs), each 20 cm in diameter, arranged onto a support structure (PSUP)
of diameter 17.8 m. Each PMT was outfitted with a light concentrator which increased the
total photocoverage to approximately 55%. The AV was surrounded by 7.4 kt of ultra-pure
H2O, approximately 2 kt. of which resides within the PSUP. 96 outward-looking PMTs
(OWLs) were arranged on the outer surface of the PSUP, which were used to detect muons
which did not enter the PSUP. The detector arrangement is shown in Figure 4.3.

The primary goal of the SNO detector was the resolution of the SNP, which was achieved
by overconstraining the fluxes of different flavor combinations of solar neutrinos, an option
made available by the choice of D2O as the primary target medium. Three reactions have
detecable final states: elastic scattering (ES), in which a neutrino scatters off an electron
(flavor-inclusive scattering is mediated via Z-boson exchange, but electron-type neutrinos
can interact via W -boson exchange as well); charged-current (CC) nuclear interactions, in
which νe + n → e− + p via W -exchange inside a deuteron, resulting in one electron and
two free protons in the final state; and neutral-current (NC) nuclear interactions, in which
a neutrino scatters elastically off a quark bound in a deuteron via Z-exchange, imparting
enough energy to break up the deuteron and result in a free final-state neutron. For solar
neutrino energies, which are strictly below the muon mass, only electron-type neutrinos
participate in W -mediated interactions, which results in the three reaction channels having
different cross sections for different neutrino flavors. The relevant Feynman diagrams are
shown in Figure 4.1, and the cross section ratios are listed in Table 4.1. By measuring
the rates of these three reaction channels, the ratio of the electron-type to flavor-inclusive
solar fluxes was overconstrained, which allowed for an unambiguous demonstration that solar
neutrinos change flavor from electron-type to muon/tau-type in transit to Earth [18, 140–
143] — this is summarized graphically in Figure 4.2.

Data-taking proceeded in three phases, which employed different mechanisms for neutron
detection. During Phase I, the inner volume was filled with pure D2O, with the neutron
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Figure 4.1: Feynman diagrams for main reaction channels at SNO: (top left) flavor-inclusive
neutral-current elastic scattering, (top right) electron-type-exclusive charged-current elastic
scattering, (bottom left) flavor-inclusive neutral-current reaction, (bottom right) electron-
type exclusive charged-current reaction.

uncertainties on both acceptances and detector response, the flux values for the constrained
fit are (in units of 106 cm−2s−1):

φCC = 1.76+0.06
−0.05(stat.)

+0.09
−0.09 (syst.)

φES = 2.39+0.24
−0.23(stat.)

+0.12
−0.12 (syst.)

φNC = 5.09+0.44
−0.43(stat.)

+0.46
−0.43 (syst.).

The physical interpretation of the “flux” for each interaction type is that it is the equiva-
lent flux of 8B νes produced from an undistorted energy spectrum that would yield the same
number of events inside the signal region from that interaction as was seen in the data set.
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Figure 4: Flux of 8B solar neutrinos which are µ or τ flavor vs flux of electron neutrinos deduced from the
three neutrino reactions in SNO. The diagonal bands show the total 8B flux as predicted by the BP2000
SSM [4] (dashed lines) and that measured with the NC reaction in SNO (solid band). The intercepts of these
bands with the axes represent the ±1σ errors. The bands intersect at the fit values for φe and φµτ , indicating
that the combined flux results are consistent with neutrino flavor transformation with no distortion in the
8B neutrino energy spectrum.

The inequality of the fluxes determined from the CC, ES, and NC reactions provided
strong evidence for a non-νe component to the 8B solar neutrinos. Figure 4 shows the
constraints on the flux of νe versus the combined νµ and ντ fluxes derived from the CC, ES,
and NC rates. Together the three rates were inconsistent with the hypothesis that the 8B
flux consists solely of νes, but are consistent with an admixture consisting of about 1/3 νe
and 2/3 νµ and/or ντ .

Changing variables to provide a direct measure of flavor content, the fluxes are (in units
of 106 cm−2s−1):

φ(νe) = 1.76+0.05
−0.05(stat.)

+0.09
−0.09 (syst.)

φ(νµτ ) = 3.41+0.45
−0.45(stat.)

+0.48
−0.45 (syst.).

10

Figure 4.2: Final constraints on electron-type and muon-/tau-type solar neutrino fluxes
from SNO. The measurement of three different reaction channels with different sensitivities
to the electron flavor overconstrained the flux ratios, unambigously demonstrating flavor
transformation. Figure reproduced from [144].
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Reaction νe : νµ : ντ
Elastic scattering νx + e− → νx + e− 6 : 1 : 1
Charged-current νe +D → p+ p+ e− 1 : 0 : 0
Neutral-current νx +D → νx + p+ n 1 : 1 : 1

Table 4.1: Approximate cross section ratios for different neutrino flavors at the ∼ MeV-scale,
for the three reaction channels observed in the SNO detector.
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Figure 4.3: Schematic diagram of the SNO detector. Figure reproduced from [70].

detection signal being the emission of a 6.25-MeV gamma following radiative capture on the
deuteron. In Phase II, neutron detection was enhanced with the addition of 2 tof NaCl.
Chlorine-35 has a larger neutron capture cross section, and a cascade of photons totaling
8.6 MeV in energy is emitted upon neutron capture, further separating the signal from low-
energy backgrounds. In Phase III, an array of 3He proportional counters was deployed for
neutron detection. The present analysis considers data taken during the first two phases,
in which the detector was filled with homogenous media. The livetimes of each phase were
337.25± 0.02 and 499.45± 0.02 days, respectively.

4.3 Simulating SNO: GEANT4 and SNOMAN
The historical SNOMAN Monte Carlo and analysis code [70] incorporates a detailed, high-
precision model of the SNO detector, including geometry, material and optical properties,
and the response of the PMTs and electronic readout system. This model was based on
measurements of microphysical parameters, and tuned and verified using calibration data
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from deployed radioactive and optical sources in the context of neutrino analyses [18, 140–
143, 145–149]. However, the code relevant to the production and propagation of muons and
neutrons evolved to become a compilation of algorithms from various sources. In particular,
neutron propagation was based principally on the MCNP package [150], which in SNOMAN is
applicable only for neutron energies below 20 MeV. For the purposes of both improved
accuracy in the high-energy regime, and ease of interpretation by the scientific community,
in the present analysis SNOMAN is used only for the purposes of modeling detector response
and event reconstruction in the context of measuring the neutron yield; the propagation of
muons and neutrons is performed using GEANT4 [151] version 10.00.p02 using the standard
“Shielding” physics list with two modifications described below.

In the course of this analysis, two issues concerning the treatment of deuterons by the
standard physics processes included in the Shielding list were discovered. One of the most
prominent neutron-producing reactions relevant to this analysis is the photonuclear reaction
γd → pn, which can occur in electromagnetic showers initiated by a cosmic muon. GEANT4
tabulates photonuclear cross sections as a function of the mass number of the nucleus, but,
when calculating the cross section for a given isotope, uses a mass number corresponding to
the average mass of the naturally occuring isotopes of the given element. For heavy isotopes
of hydrogen, this incorrectly returns the cross section on a free proton, which, for energies
below the threshold for pion production, is 0, as no nuclear breakup can occur for a single
nucleon. This issue was reported to the GEANT4 development team and has been corrected
in release version 10.5. In this work, a patch was implemented to disable this behavior for
deuterons, for which a cross section tabulation already exists.

It was further discovered that the default model for photonuclear final state generation,
the Bertini Intranuclear Cascade, fails to properly model photodisintegration of the deuteron
below the pion threshold. Indeed, while γd → γγd and similar reactions occur, γd → pn
reactions do not. For the present analysis, we reimplemented the deuteron photodisintegra-
tion model developed for SNOMAN [152] as a GEANT4 physics process, which is applied only to
γd reactions below the pion threshold, as an alternative to the Bertini model. In short, this
model treats deuteron breakup as a two-body problem subject to conservation of energy-
momentum. A summary of the contributions of various cosmogenic neutron-producing pro-
cesses in GEANT4 is shown in Table 4.2.

The first step in the full Monte Carlo is to generate muons on a spherical shell approx-
imately 4 m outside the PSUP. Given the spherical geometry of the SNO detector, the
track can be specified using three coordinates: the impact parameter, which is the distance
from the center of the detector to the midpoint of the line connecting the entrance and exit
points; the zenith angle, which is the angle of the track measured from vertical; and the
corresponding azimuthal angle. The impact parameters and entrance angles are sampled
from the muons reconstructed in data, convolved with the resolution of the muon track re-
construction algorithm used in previous cosmic analyses [153]. The initial muon energy is
sampled from an analytic form taken from [139], namely

P (E) = Ae−bh(γ−1) (E + ε
(
1− e−bh

))−γ
, (4.1)
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Process Phase I Phase II
Photonuclear 48.3% 46.1%
Neutron inelastic 25.1% 25.7%
π inelastic 14.8% 16.1%
Proton inelastic 4.5% 4.7%
µ capture 3.3% 3.6%
µ-nuclear 2.7% 2.4%
Other 1.3% 2.4%

Table 4.2: Breakdown of cosmogenic neutron producing processes at SNO, as modeled by
GEANT4. All processes labeled “inelastic” refer to inelastic scattering, and “µ-nuclear” refers
to direct muon-nucleus interactions via virtual photon exchange.

where b = 0.4/km.w.e., ε = 693 GeV, γ = 3.77, are constants which parameterize the shape of
the spectrum taken from [154, 155], h = 5.89 km.w.e./ cos θ is the slant depth parameterized
by the incident zenith angle θ, and A encodes the normalization of the probability to 1. This
distribution is the result of propagating muons from surface [156], neglecting their angular
dependence, through a depth h, in the approximation of continuous energy loss. While the
angular dependence of the energy spectrum at surface is neglected, the angular dependence
due to the flat rock overburden, which for deep detectors is the dominant contribution, is
included.

The propagation of muons and all daughter particles is handled by GEANT4, subject to the
two corrections to photonuclear reactions described above. To mitigate poor performance
due to the great number of low-energy photons created by high-energy muons, optical pho-
ton tracking is disabled and no detector response is simulated. All high-level observables
extracted from the Monte Carlo are thus taken as truth information, as output solely of the
physics models. As described above, the detector response is modeled using SNOMAN in the
context of measuring the neutron yield.

4.4 Analysis
There are two goals of this study. The first is to provide a detailed comparison of the data to
model predictions across a number of observables, including the capture time and the recon-
structed position of the captured neutrons, offering validation of the models implemented in
GEANT4. The second goal is a measurement of the neutron yield, defined as the number of
neutrons produced per unit muon track length per unit target material, in the D2O target.

Use of a heavy water target in SNO offered a higher energy signature for neutron capture
than the historically common light water and liquid scintillator: neutron capture on the
deuteron results in a 6.25-MeV gamma, in comparison to the 2.2-MeV gamma from capture
on hydrogen. As a result, the efficiency for detecting neutron captures is greater than 95%
in the data set under consideration (see Section 4.4.6). The signal energy is also well above
internal radioactive backgrounds, leading to effective neutron identification. The relatively
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low muon flux at SNO translates to both unambiguous muon-neutron correlations and limited
statistics, in comparison to studies performed at shallower sites.

4.4.1 Muon reconstruction
The reconstruction of a muon candidate event is performed under the through-going hypoth-
esis, and estimates several parameters which specify the muon track, including the geometric
impact parameter (b) and zenith angle (θ).

Details of the reconstruction algorithm are described in [148]. Briefly, reconstruction is
performed in two stages, where a preliminary fit from the first stage is used as the seed to
a more sophisticated algorithm in the second stage. The first stage is a purely geometric
construction: the entrance point is identified with the cluster of earliest hit PMTs, and
the exit point with the charge-weighted position of all hit PMTs. The second stage, which
takes this seed track as input, is a likelihood fit containing terms for the number of detected
photoelectrons, and the PMT multiphotoelectron charge and hit-times. Using an external
muon-tracking system to validate the fits, the muon reconstruction algorithm was found to
perform with a resolution of less than 4 cm in impact parameter and 0.5◦ in zenith angle
[153].

4.4.2 Data set and event selection
The data considered in this analysis was collected during Phases I and II, with the AV filled
with pure heavy water and salt-loaded heavy water, respectively. It is thus a subset of the
data used in the SNO cosmic muon flux measurement [148], which also considered data taken
during Phase III, and a 13-day period between Phases II and III when the detector contained
pure heavy water. Phase I data was collected between November 2, 1999 and May 28, 2001,
and Phase II data was collected between July 26, 2001 and August 28, 2003, for a combined
livetime of 836.7± 0.03 days.

The selection criteria for muon events are designed to select through-going muons and
reject instrumental backgrounds. Specifically, to qualify as a muon, events must have had at
least 500 calibrated PMTs fired, with fewer than three of them in the neck of the AV, which
is characteristic of external light entering from the top of the detector. Events that occur
within 5 µs of another event in which 250 PMTs fired, or within a 2-s window containing
4 or more such events, are identified as a class of instrumental events called “bursts,” and
are removed from analysis. Furthermore, events with uncharacteristically low total PMT
charge and/or broad timing distributions are inconsistent with the muon hypothesis, and
are similarly identified as instrumental events. Further high-level cuts are made, among
which are the requirements that the reconstructed impact parameter b < 830 cm to ensure
the validity of the track fit, and the reconstructed energy loss −dE/dX ≥ 200 MeV/m to
reject muons that stop inside the detector volume. Finally, cuts are imposed on the fraction
of photoelectrons geometrically contained inside the predicted Cherenkov cone for the muon
track, and on the timing of these in-cone photons.
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These criteria are identical with previous cosmic muon analyses and are described further
in [148, 153, 157] with one exception. A Fisher discriminant was previously used to reject
stopping muons, but was found to incorrectly exclude muons with high light production
— potentially the most interesting from the standpoint of neutron production — from the
analysis. For the present analysis, we omit this linear discriminant cut; stopping muons do
not contaminate neutron selection due to their relatively prompt decays, as discussed below.
A total cross-sectional area of 216.4 m2 is considered in this analysis, for which Monte Carlo
studies of cosmic muons in SNOMAN show the total event selection cut efficiency to be greater
than 99% for through-going muons [148].

The average capture time for thermal neutrons is known to be on the order of tens of
ms in pure D2O, and was decreased to a few ms with the addition of NaCl in Phase II. We
thus search for cosmogenic neutrons in a time window of 20 µs < ∆t < ∆tmax following any
through-going muon. The lower bound of 20 µs was chosen both to exclude Michel electrons
from the decay of daughter muons from pions produced in hadronic showers, and to veto a
period of several µs following particularly energetic muons in which the PMTs experienced
significant afterpulsing. Imposing this lower bound reduces the livetime for neutron selection
by less than 0.5%. The upper bound ∆tmax was chosen to accept > 99% of neutron captures
in each phase, and is set to 300 ms in Phase I and 40 ms in Phase II. Low-level cuts to identify
candidate events are identical to those used in previous analyses [18, 143, 147]. Neutron
events are identified by reconstructing Compton scatters of the capture gammas under a
single-scatter hypothesis, yielding a total effective electron energy Eeff and reconstructed
radial position r. Neutron events are selected by requiring 4.0 MeV < Eeff < 20.0 MeV and
r < 550.0 cm.

These high-level selection criteria differ from previous neutron selection in using a widened
energy window consistent between the two phases, compared to the 6-10 MeV window used
previously for Phase II data [141], intended to maximize neutron acceptance. This extended
acceptance window affects the purity of the selected neutron sample minimally due to the
coincidence requirement with the stringent muon selection criteria. Table 4.3 shows the
number of muons accepted for the cosmogenic neutron search, and the percentages for which
a follower was detected in both the data and Monte Carlo. The scarcity of neutron followers
as shown in the table results in fewer than 3000 muons with detected neutron followers across
both phases.

# Muons
% With followers

in data
% With followers
in Monte Carlo

Phase I 21485 (2.9± 0.12) % (3.2± 0.01) %
Phase II 31898 (5.8± 0.13) % (5.7± 0.01) %

Table 4.3: The specific size of the data set, i.e. the number of muons included in this analysis
and fraction with followers, indicating the scarcity of neutrons. Uncertainties are statistical
only.



28

4.4.3 Tests of model predictions
In order to validate the models of cosmogenic neutron production and propagation in the
GEANT4 Shielding physics list at SNO depth and muon energies, we compare the data with
model predictions for a number of observable distributions, including the properties of muons
after which neutrons were observed, detected neutron multiplicity, neutron capture position,
capture distance from the muon track, clustering of capture positions, and capture time.

These quantities offer benchmarks of different aspects of the models implemented in
GEANT4, and unique measurements of the physics involved in neutron production. For exam-
ple, measurement of the per-muon neutron multiplicity yields insight into the validity of the
cross sections of different neutron-producing reactions, while the capture time is sensitive
to different neutron energies. Understanding these complementary observables in the sim-
ulations and the data will lead to improved physics modeling, imperative for more precise
physics measurements.

Furthermore, a measurement of the neutron production rate, using Monte Carlo informa-
tion as input, requires the reliable simulation of several effects: both direct and secondary
production of neutrons, typically through electromagnetic and hadronic channels; the en-
ergy spectrum of produced neutrons, which can range up to several GeV; the transport of
neutrons both at high and thermal energies; and the detection of capture gammas.

As the neutrons are thermalized and then detected after radiative capture, this analysis
is not directly sensitive to the energy of the neutrons, nor their production mechanisms.
The observables listed above, however, allow a means to verify the reliability of the Monte
Carlo implementations of neutron propagation and capture, in the context of measuring the
neutron production rate.

4.4.4 Neutron yield
The “neutron yield” is defined as the production rate of neutrons per unit muon track length
per unit material density. Here we measure yields in heavy water, both pure and with the
NaCl loaded at 0.2% by weight. The track length through the target material, of density ρ, of
a muon with impact parameter b can be written as `µ = 2

√
R2
AV − b2, where RAV = 600 cm

is the radius of the AV. We define N (µ)
n to be the number of neutrons produced by the muon,

and define the yield to be

Yn = 1
ρ

∑
µN

(µ)
n∑

µ `µ
= 1
ρ

∑
µN

(µ)
n

Nµ`avg
. (4.2)

where Nµ is the total number of muons and `avg is the average muon track length.
The number of neutrons can be determined simply by counting neutron-like events fol-

lowing muon-like events, subject to the following corrections. We express the probability for
a neutron produced by a muon of impact parameter b to be captured in the fiducial volume,
the “capture efficiency”, as εCap (b); and the probability for a neutron capture at radius r
to trigger the detector and survive the event selection cuts, the “observation efficiency”, as
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εObs (r). With a background count of N (µ)
bkg, the number of produced neutrons is then

N (µ)
n = 1

εCap (b)

N
(µ)
f∑

n=1

1
εObs (rn)

−N (µ)
bkg

 , (4.3)

where N (µ)
f is the number of follower events, and we account for the relevant efficiencies on

a per-neutron and per-muon basis, as appropriate. The number of background counts is

N
(µ)
bkg = N

(µ)
ext +N

(µ)
coinc +N

(µ)
radio, (4.4)

comprised of neutrons originating external to the inner volume, radioactive backgrounds
coincident with the follower selection window, and radioisotopic backgrounds also produced
in spallation reactions, respectively. Estimates for the number of background counts in both
phases are given in Section 4.4.7.

The first expression in Equation 4.2 is an idealized production rate, measured under the
assumption that neutron production is a Poisson process, occurring constantly along the
path of the muon. This is largely untrue, however, as the majority of production actually
occurs during showering [158]. The Poisson rate is equal to the mean per-muon yield were
each muon to have equal track length. This is, in general, distinct from the mean of the true
per-muon yield values calculated using the track length appropriate to each muon, which we
denote by Ȳn. Because SNO is able to reliably reconstruct individual muon tracks, we also
calculate a per-muon yield

Y (µ)
n = N

(µ)
n

ρ`µ
(4.5)

unique to each muon, and compute Ȳn as the mean Y
(µ)
n . The two quantities Yn and Ȳn are

compared in Section 4.6.1.

4.4.5 Capture efficiency
The capture efficiency is defined as the fraction of neutrons produced by a muon that is
captured in the fiducial volume, parameterized as a function of the impact parameter of the
muon. A 252Cf source was deployed in SNO to measure the capture efficiency of MeV-scale
neutrons (see Figure 4.15), but the energy spectrum from cosmogenic production extends
much higher, potentially invalidating the californium results. We thus evaluate this effi-
ciency solely using GEANT4 simulations. An uncertainty on the capture efficiency due to the
spectrum of starting neutron energies, shown in Figure 4.4, is calculated by computing the
efficiency in ten bins in energy, ranging from 0 to 5 GeV, and computing the RMS difference
of these binned efficiencies from the nominal value, weighted by each bin’s integral of the
energy spectrum. The capture efficiencies in both phases are shown in Figure 4.5. The
cosmogenic capture efficiency curves differ from those measured with the 252Cf source (see
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Figure 4.4: The spectrum of starting energies of muon-induced neutrons at SNO, as generated
by GEANT4.
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Figure 4.5: GEANT4-based capture efficiencies for cosmogenic neutrons in Phases I (red) and
II (blue). Error bars represent the spread in efficiency due to the neutron energy spectrum.

Figure 4.15) for two reasons: principally, the cosmogenic capture efficiency is parameterized
by the muon impact parameter, not neutron starting position, but also due to differences in
the neutron energy spectra, as previously noted.
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Figure 4.6: SNOMAN-based observation efficiency for neutron captures on D in Phase I (red),
and 35Cl in Phase II (blue). Error bars are statistical.

4.4.6 Observation efficiency
The observation efficiency is defined as the probability for a neutron capture through a
visible capture mode to trigger the detector and pass the event selection criteria outlined in
Section 4.4.2. We evaluate this efficiency by propagating and reconstucting capture gammas
in SNOMAN. This efficiency is shown in Figure 4.6. Because the energy threshold used in this
analysis is lower than that used in past solar neutrino analyses, this efficiency is comparable
in both phases, and relatively stable with respect to position in the detector.

4.4.7 Backgrounds
The yield measurement as defined in Equation 4.2 and Equation 4.3 is subject to three
general classes of background, namely cosmogenic neutrons from sources other than the
detector target volume, cosmogenic radioisotopes produced in conjunction with neutrons,
and random coincident events, each of which is discussed below.

External captures

One background to measuring the rate of neutron production in heavy water is contamina-
tion from cosmogenic neutrons produced in other materials, which we define as “external
captures.” At SNO, the principal external sources are the AV and surrounding light water.
We assess this contamination as a function of impact parameter, and find, using GEANT4,
that the average number of external neutrons capturing in the fiducial volume per muon is
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Figure 4.7: Determination of 12B contamination, in Phases I (left) and II (right). The
time delay and reconstructed energy (shown here) distributions are fit to a combination of
exponentials, corresponding to neutron captures and 12B decays.

at most (5.3 ± 0.2) × 10−3 in Phase I and (1.5 ± 0.1) × 10−2 in Phase II, where the larger
capture efficiency in Phase II determines the difference.

Cosmogenic radioisotopes

The passage of a muon can result in the production of various unstable isotopes [159],
as well as the neutrons that are the focus of this analysis. While the usual concern for
cosmogenic production centers on long-lived isotopes, such as 16N with a half-life of roughly
7 s, the timing cut used to select followers makes this analysis sensitive to the production
of short-lived isotopes. From both calculations and measurements of isotope production at
Super-Kamiokande [159, 160], we determine the expected dominant isotope background to
be 12B, which β-decays with a half-life of 20 ms and Q-value of ∼ 13 MeV. Our approach
to assessing the contribution of this background is data-driven: we search for contamination
from 12B decays using a maximum likelihood fit of both the timing and energy distributions
of events following cosmic muons. Explicitly, where t and E are the time delay and energy
of each event, we construct a likelihood function

L (τ, fB) =
∏

events

(
1− fB

τ
e−t/τPNC (E) + fB

τ1
e−t/τ1PB (E)

)
, (4.6)

where τ1 = 20 ms/ ln 2 is the 12B lifetime, and PNC and PB are the reconstructed energy
spectra for neutron captures and 12B β-decays, respectively. The fit parameters are τ ,
the neutron capture time, and fB, the fractional 12B contamination. The fit is performed
separately on the samples of follower events in each phase; the results of the fit in energy
space are shown in Figure 4.7. The best fit capture time constants are consistent with those
fit under the boron-free hypothesis (Section 4.5.6).
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We compute an upper limit on the fractional 12B contamination at the 90% confidence
level after marginalizing over the capture time constant. This results in limits on the ra-
dioisotopic contamination of 2.4% and 0.67% in Phases I and II, respectively, which are
included as uncertainties on the measured neutron yield.

Random coincidences

All remaining backgrounds are uncorrelated with the passage of a muon, and are classified
as random coincidences. We assess this class of backgrounds by imposing neutron selection
criteria on events in a 3-s time window immediately preceding the trigger time of each muon.
The random-coincidence windows are chosen to directly precede each muon in order to most
accurately reflect the detector state during the periods in which muons were observed; the
window length of 3 s was chosen to balance the benefits of a long analysis window with a
conservative time scale for changes in detector conditions, due e.g. to transient instrumental
backgrounds. in Doing so determines the average coincidence rates to be 7.89 × 10−4 s−1

and 9.73× 10−4 s−1 in Phases I and II, respectively, which translate to average numbers of
coincident events per muon of 2.4× 10−2 and 3.9× 10−3, respectively.

4.5 Study of Event Distributions
To aid in the development and improvement of physical models, both strictly theoretical
and those implemented in simulation packages, we present distributions of observables of
cosmogenic neutrons and their relation to their leading muon in the data, and a comparison to
Shielding model predictions. Specifically, we show distributions of the track parameters of
muons for which neutron followers were observed, follower multiplicity, the capture positions
measured both in the detector and in relation to the leading muon, and the time delay
between the muon and follower event. In all cases, the Monte Carlo has been scaled to the
normalization of the data, to facilitate comparison of the shapes of the distributions.

4.5.1 Follower selection
The number of muons that have follower events passing the selection criteria described in
Section 4.4.2 is shown in Table 4.3. The higher proportion of muons for which followers
were observed in Phase II reflects the higher capture cross section. Figure 4.8 shows the
distributions of muon impact parameter, both for all muons and only those with followers.
The pre-selection distributions agree because the input to the Monte Carlo is sampled from
the population of muons observed in the data. The shapes of the post-selection distributions
are roughly proportional to the muon track length in the detector. With regard to the zenith
angle, the subset of muons with followers is representative of the larger population, and is
shown in Figure 4.9.
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Figure 4.8: Area-normalized impact parameters b2/R2
PSUP of all muons (top) and only muons

with followers (bottom), in Phase I (left) and II (right). RPSUP = 850 cm is the radius
of the PSUP. The AV boundary is at abscissa value ≈ 0.5. The MC reproduces the data
adequately, demonstrating that muons through the center of the detector generically produce
more neutrons than those passing near the boundary.

θcos
1.2− 1.1− 1− 0.9− 0.8− 0.7− 0.6− 0.5− 0.4−

C
ou

nt
s

0

20

40

60

80

100 Data

MC truth

θcos
1.2− 1.1− 1− 0.9− 0.8− 0.7− 0.6− 0.5− 0.4−

C
ou

nt
s

0

50

100

150

200

250 Data

MC truth

Figure 4.9: Entrance zenith angles of muons with detected followers, in Phases I (left) and
II (right). The MC adequately reproduces the data.
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Figure 4.10: Number of detected neutron followers per muon, in Phases I (left) and II (right).
Each entry to the histograms represents one muon. The MC reproduces the data well, save
for the far tail of the Phase-II distribution, which may indicate mismodeling of reactions
involving sodium and chlorine nuclei.

4.5.2 Follower multiplicity
The distributions of the number of neutron-like events following a muon are shown in Fig-
ure 4.10. Muons with hundreds of followers were observed in each phase; indeed, events
of such high multiplicity are reproduced in simulation. The disagreement observed in the
number of high-multiplicity events in Phase II, however, may indicate mismodeling of certain
reactions on sodium and chlorine. This could be attributed to incorrect cross sections for
the dominant, low-multiplicity, neutron-producing processes, i.e. photonuclear and neutron
inelastic scattering, or incorrect final-state generation after near-complete nuclear breakup
at high energies.

Distinct identification of cosmic muons as showering either electromagnetically or hadron-
ically has been demonstrated by studying the distribution of multiplicities of neutron follow-
ers in high energy (> 90 GeV) muon-induced showers in liquid scintillator detectors [161].
When imposing shower selection criteria, the multiplicity distribution analagous to those
shown in Figure 4.10 exhibited two peaks, corresponding to electromagnetic and hadronic
showering, with the hadronic case corresponding to larger multiplicities. Our data set in-
cludes neutrons of all origins, and the distributions shown in Figure 4.10 do not exhibit the
bimodal topography characteristic of such shower separation.

4.5.3 Capture position
Figure 4.11 shows the distributions of the radial position of neutron captures in the detector.
Because the muon flux is uniform in area and, in aggregate, neutrons are produced uniformly
along a track, they are, in aggregate, produced uniformly in the volume of the detector.
This is reflected in Phase II, where there is a large capture cross section and the capture
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Figure 4.11: Volume-normalized capture position r3/R3
AV of detected followers, in Phases I

(left) and II (right). RAV = 600 cm is the radius of the AV. The MC adequately reproduces
the data, demonstrating largely uniform detection of neutrons, save for neutron escape from
the fiducial volume, which is suppressed in Phase II.

position is more strongly correlated with production position. In Phase I, where the effective
capture cross section is 2 orders of magnitude lower, neutrons are more likely to diffuse
out of the fiducial volume; this effect grows as the muon and, hence, neutrons are located
closer to the edge of the AV, which has a relatively high hydrogen content, and results in a
deficiency of captures in the outer fiducial volume compared to the center. The agreement
of the comparison shown in Figure 4.11 constitutes a partial validation of the propagation of
neutrons in the GEANT4 detector model, but is complicated by the finite size of the detector.
More ideal tests would use large volumes where boundary effects are suppressed.

4.5.4 Capture clustering
The majority of neutron production occurs in electromagnetic showers. The initiation of a
shower usually entails a localized energy deposition by the muon, in contrast to the smaller,
constant ionization losses. In the electromagnetic case, this energy deposition has a char-
acteristic profile in the direction of the muon track, which at cosmic-muon energies in light
water has a width typically on the order of several meters; see [158] for a discussion.

To attempt to profile the energy deposition relevant to neutron production, we investigate
the clustering of muon-induced neutrons. Specifically, we use the neutron capture positions
as proxies for their production positions, which act as proxies for the location of energy
deposition. We define a clustering metric, σLong, as the standard deviation in the coordinate
of the followers’ capture positions measured longitudinally along the muon track. Specifically,
we define ~rn as the reconstructed position of a neutron capture event, ~rµ entrance and ~rµ exit
as the positions where the muon enters and exits the PSUP, respectively, and xn as the
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coordinate of the neutron capture measured along the track. That is,

xn = (~rn − ~rµ entrance) · (~rµ exit − ~rµ entrance)
‖~rµ exit − ~rµ entrance‖

, (4.7)

x̄ = 1
N

(µ)
f

∑
n

xn, (4.8)

and

σLong =
√

1
N

(µ)
n − 1

∑
n

(xn − x̄)2. (4.9)

The distributions of this clustering metric in both phases are shown in Figure 4.12. The
shapes of the distributions in the top panel are determined as the sum of χ-distributions; a
well-known result states that the variance of n normally distribution samples follows a χ2-
distribution for n− 1 degrees of freedom. Indeed, the bottom panel of Figure 4.12 shows the
distributions of clustering metrics for muons broken down by multiplicity — those followed
by 2 neutrons, and those followed by greater than 2 neutrons — and shows that the 2-neutron
widths follow a falling distribution, unlike the bell-shaped curves shown for multi-neutron
events.

The mean capture profile width is (1.28±0.06) m in Phase I, and (1.08±0.04) m in Phase
II. If interpreted as a length scale over which energy is deposited into hadronic channels, this
is smaller than the expected scale for electromagnetic deposition, which in light water occurs
over a range of several meters [158].

4.5.5 Lateral capture distance
The distributions of the lateral capture distance from the leading track are shown in Fig-
ure 4.13, which follow an anticipated exponential form. The offset in exponential behavior
from 0 is due both to neutrons being produced away from the track, and the distance traveled
by the neutrons before thermalizing. The characteristic distances, both in data and simula-
tion, in Phase II are reduced in comparison to Phase I, which is expected on the basis of the
larger capture cross section for 35Cl than that for 2H. A single muon in Phase I preceeded a
follower candidate observed more than 12 m away, an extreme not predicted by the Monte
Carlo. The muon did not enter the AV, and traveled only through the surrounding light
water.

The data from Phase II exhibit a rather gross difference in shape from the Monte Carlo
prediction, a discrepancy not present for Phase I. Indeed, that this likely points to a prob-
lem with the treatment of cosmogenic neutrons in GEANT4. While validations of low energy
neutron transport have been performed, opportunities to benchmark models of high energy
transport are scarce. It is also possible that the energy spectrum of primary neutrons deter-
mined in GEANT4 is incorrect, or that the cross sections for scattering from chlorine at high
energy are invalid. No such discrepancy is observed in Phase I because low energy neutrons



38

 [cm]σ
100 200 300 400 500 600 700 800

C
ou

nt
s

0

2

4

6

8

10

12

14

16

18

20

22

24
Data

MC truth

 [cm]σ
100 200 300 400 500 600 700 800 900

C
ou

nt
s

0

20

40

60

80

100 Data

MC truth

 [cm]σ
100 200 300 400 500 600 700 800

C
ou

nt
s

2

4

6

8

10

12

14
   Data

   2 neutrons MC

> 2 neutrons MC

 [cm]σ
100 200 300 400 500 600 700 800 900

C
ou

nt
s

10

20

30

40

50
   Data

   2 neutrons MC

> 2 neutrons MC

Figure 4.12: Per-muon spreads of capture position measured along the track, in Phases I
(left) and II (right). The bottom row shows contributions from muons of different mul-
tiplicities. The MC reproduces the data well, indicating that the multiplicity of specific
neutron-producing reactions is well-modeled.
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Figure 4.13: Lateral capture distances from track, in Phases I (left) and II (right). The MC
reproduces the data adequately, save for the tail of the Phase-II distribution, which may
indicate mismodeling of of reactions involving sodium and chlorine nuclei.
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Figure 4.14: Follower delay from most recent muon, in Phases I (left) and II (right). The
MC reproduces the data well, indicating that the neutron capture cross sections and material
densities are implemented correctly.

in deuterium experience appreciable random walks, typically several meters in length, before
capturing. Any sub-meter difference in the path length traveled at high energy is masked by
the effect of this relatively long random walk. Indeed, using a simple toy Monte Carlo which
samples high-energy transport lengths from the Phase II distributions in Figure 4.13 and
low-energy transport lengths from the distribution of random walk lengths that a neutron
may experience in pure D2O, the resulting distributions exhibit a similar level of agreement
as the data from Phase I.

4.5.6 Time delay
Distributions of the delay between a muon’s passage through the detector and its follower
captures are shown in Figure 4.14. The data during each phase may be fit with a pure
exponential, yielding maximum-likelihood estimators of the characteristic capture times of
48.5±1.3 ms in Phase I, and 5.29±0.07 ms in Phase II. While muon-induced neutrons may be
produced with very high energies, this is in agreement with the previously measured capture
time for 252Cf neutrons in the salt phase of 5.29± 0.05 ms [141]. As the thermalization time
is small in comparison to the overall capture time, this suggests that the modeling of low-
energy neutron transport and capture are valid in the presence of chlorine, further indicating
that the source of the discrepancy in lateral capture distance is in the high-energy regime.

4.6 Results for neutron yield
The measured neutron yield values in pure heavy water and salt-loaded heavy water are
found to be, in units of 10−4 cm/ (g · µ), 7.28± 0.09 (stat.)+1.59

−1.12 (syst.) and
7.30 ± 0.07 (stat.)+1.40

−1.02 (syst.), respectively. These are to be compared with the respective
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Figure 4.15: Low-energy capture efficiencies as calculated by simulating 252Cf neutrons with
GEANT4, compared with analytic fits performed to 252Cf calibration data taken during Phases
I and II.

values predicted by GEANT4 of 7.01 ± 0.014 (stat.) and 7.29 ± 0.014 (stat.), respectively,
though it should be noted that systematic uncertainties on the simulated values may be
quite large, up to ∼ 50%. See [133] for extensive discussion.

The systematic uncertainties for this measurement are shown in Table 4.4, including
uncertainties from the Monte Carlo-based capture and observation efficiencies, as well as the
number of neutron-like background counts coincident with a through-going muon.

The dominant uncertainty is due to the Monte Carlo-based capture efficiency. A 252Cf
fission source was deployed in both phases to measure a per-neutron capture efficiency for low
energy (< 15 MeV) neutrons as a function of position in the detector [141]. We assess an ad-
ditional uncertainty on the muon-induced capture efficiency by computing a volume-weighted
average of the relative error between the capture efficiency for 252Cf neutrons as reported by
GEANT4 and the results of the calibration campaign, which are shown in Figure 4.15. While
the simulation is able to reproduce the gross features of the low-energy capture efficiency
in both phases, the disagreement at high radii, where the efficiency decreases substantially,
causes this to be the dominant uncertainty.

4.6.1 Evaluation of the Poisson hypothesis
The yield values presented above are measurements of Yn (see Equation 4.2), which is stan-
dard in the literature, and are the values appropriate when describing neutron production
as a Poisson process. Thse can be compared to the mean per-muon yields, Ȳn (see Equa-
tion 4.5), which in units of 10−4 cm/ (g · µ) is 7.62 ± 0.89 (stat.) and 9.32 ± 1.22 (stat.), in
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Phase I Phase II
Capture efficiency +21.7%

−15.2%
+19.1%
−13.8%

Observation efficiency ±0.4% ±2.1%
Background counts +0.0%

−2.4%
+0.0%
−0.7%

Total +21.7%
−15.3%

+19.2%
−14.0%

Table 4.4: Relative uncertainties on the yield measurement.

Phases I and II, respectively. The two rates are consistent in pure heavy water, but not in
Phase II, where the discrepancy is 24.4%. The mean per-muon yield is more sensitive to
high-multiplicity muons than the idealized rate, and indeed the few muons in the tail of the
Phase II distribution shown in Figure 4.10 are the source of this difference. Monte Carlo
sampling indicates that a discrepancy this large is not unusual, which suggests that a Poisson
rate, while useful for summarizing a gross production rate, should not be interpreted as a
parameter fundamental to neutron production.

4.6.2 Comparison to other experiments
While no cosmogenic neutron yield measurements have been published for heavy water,
Super-Kamiokande+Gd has recently published results for gadolineum-loaded light water
[138], and several measurements have been performed using liquid scintillator targets. The
nuclear composition of both light and, in particular, heavy water, abundant with weakly
bound deuterons, differ from that of the carbon chains typically found in organic liquid
scintillators, and so the results should not be compared directly. Still, the average numbers
of nucleons per unit volume are comparable, and so the yields should be of similar scale.
Figure 4.16 shows several yield measurements performed with liquid scintillator targets as a
function of average muon energy, and a fit to a scaling law of the form Yn = aEb

µ recently
performed by the Daya Bay Collaboration [136], with the LSD [125] and relatively recent
Jinping [137] scintillator measurements, Super-Kamiokande+Gd light water measurement,
as well as this heavy water measurement, overlaid. Repeating the power-law fit with and
without the higher-energy measurements from LSD and Jinping yields consistent results
within uncertainty. The average muon energy at SNO depth was determined using the
parameterization in [139]. It is observed that while cosmogenic neutron production in heavy
water occurs on a similar scale to the extrapolation from liquid scintillator measurements, it
is enhanced, consistent with the greater average mass number. With the SNO+ experiment
currently running in the original SNO cavern with plans to record data with both light water
and liquid scintillator targets, it will be possible to perform additional yield measurements
at this same site using multiple different materials, to further elucidate the nature of neutron
production at such high energies and across different materials.
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Figure 4.16: Power-law fit for the cosmogenic neutron yield in liquid scintillator, performed
by the Daya Bay Collaboration [136], with the SNO Phase I, LSD, Jinping, and Super-
Kamiokande+Gd measurements overlaid. The SNO, LSD, Jinping, and Super-Kamiokande
measurements are not included in the fit, and the target materials used in SNO and Super-
Kamiokande+Gd are not liquid scintillators.
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Chapter 5

Extraterrestrial Antineutrinos in
SNO+

5.1 Introduction
All antineutrinos observed to date are believed to have originated on planet Earth — whether
from radioactive decays in nuclear reactors [2, 19] or the Earth’s crust [162, 163], or from
hadronic decays in the atmosphere [164–168]. Due to both their low interaction rate in
transit, and apparent absence at Earth, astrophysical antineutrinos thus present a “smoking
gun” opportunity for observations of new physics, varying from confirmation of predicted but
unobserved phenomena, such as the detection of the diffuse supernova neutrino background
(DSNB) [169, 170], to novelties in fundamental particle physics, such as electromagnetically-
mediated neutrino-antineutrino transformation [171]. Due to the unique experimental sig-
nature offered by IBD reactions, namely the coincident detection of the final-state positron
and neutron according to ν̄e+p→ e+ +n, experimental searches for antineutrinos are gener-
ally subject to relatively low backgrounds, which enhances their utility in searching for new
phenomena.

Several large-scale neutrino detectors have recently performed searches for such an astro-
physical antineutrino flux. The SNO collaboration published a search for electron antineu-
trinos using 647 kg-years of data in 2004, ultimately suffering from the low neutron detection
efficiency generally achieved in a water-based detector, placing early limits on an astrophys-
ical flux below 15 MeV [114]. The Borexino collaboration, which is ultimately limited by a
relatively small detector size, has also focused on the low-energy region below 15 MeV, and
as of 2019 reports no significant antineutrino excess with a total exposure of approximately
1.5 ton-year of scintillator data [115]. The use of a scintillator admits a much higher neutron
detection efficiency, owing to reduced intrinsic radioactivity and increased light collection. In
2022, The KamLAND collaboration performed an analysis on 6.72 kton-year of scintillator
data in an energy range below 30 MeV, also finding no significant excess of antineutrinos
[116]. In 2021, the Super-Kamiokande collaboration reported improved limits up to 31 MeV
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with an exposure of 183 kt-year, also utilizing a water-based detector with a relatively low
neutron detection efficiency [117]. After a recent addition of gadolineum to the detector,
which significantly improved the neutron detection efficiency, an analysis of 34 kt-year of
Super-Kamiokande+Gd data has resulted in comparable limits to the 2021 pure water re-
sults, and are approaching values consistent within theoretical uncertainties of DSNB model
predictions [118].

While there are several models that may explain any observed astrophysical antineutrino
flux, the pertinent experimental question remains whether such a nonzero flux exists. This is
thus the primary test we perform here: a model-independent search for an excess antineutrino
flux.

Geological antineutrinos are produced predominantly in Uranthium and Thorium decay,
which occur below ∼ 3 MeV. The flux of reactor antineutrinos is negligible above ∼ 8 MeV,
leaving atmospheric neutrino interactions as the only true background at higher energies. We
present here a preliminary search for an excess of antineutrinos using 53 kg-year of scintillator
data using the SNO+ detector, in the energy range between 10 MeV and 40 MeV, which
is the first exploratory analysis of high energy data using the SNO+ detector. We present
model-independent limits on the astrophysical flux, as well as limits on cross-section for
dark matter self-annihilation into neutrino/antineutrino pairs, and sensitivity projections
for future analyses of larger data sets.

5.2 The SNO+ detector
The SNO+ detector is an upgrade to the SNO detector described in Section 4.2, which is in
the second phase of a three-phase experimental program, consisting of an initial phase oper-
ating with water, a second phase operating with liquid scintillator, and a third phase in which
the liquid scintillator will be loaded with tellurium to search for neutrinoless double-β decay
of 130Te. The most prominent feature of these transitions is the replacement of the heavy
water used in SNO, and the pure water used in the initial phase, with a liquid scintillator,
comprised of linear alkylbenzene (LAB) as a base solvent with 2,5-diphenyloxazole (PPO)
dissolved at a concentration of 2 g/L, which acts as a fluor with an emission spectrum better
matched to the PMTs with which the detector is intrumented. The use of liquid scintillator
allows for a lower energy threshold and improved energy resolution, compared to water-based
detectors such as SNO and Super-Kamiokande. Other practical upgrades to the detector,
such as improved data readout protocols and structural additions to accomodate the higher
buoyancy of a scintillator-filled vessel, are detailed in [172]. The light yield of the scintillator
with which the data analyzed in this work is ∼ 11800 photons/MeV deposited [173], which
manifests as approximately 250 PMT hits/MeV deposited at low energy. At higher energy,
there is typically a significant proportion of multiphoton hits, wherein multiple photons are
detected by a single PMT and are not resolved by the front-end electronics.
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5.3 Simulating SNO+: RAT
The SNO+ detector is modeled using RAT, a GEANT4-based Monte Carlo simulation which
evolved from the same code base as RAT-PAC. Generic interactions of particles with matter, as
well as optical propagation of photons, is performed by GEANT4 [151], the scintillation process
by custom routines based on GLG4Scint [174], and the detector response by a fully custom
codebase. Calibration of the simulation model roughly factors into calibrations of the PMTs
and electronics, which are performed offline, and of properties of the target medium, which
are achieved through a combination of in-situ analyses of radioactive and optical source data
(see, e.g. [172] for an overview and [175] for an example from the water phase).

5.4 Reconstruction
General-purpose tools, collaboratively developed by the SNO+ collaboration, are available
to reconstruct the position and energy deposited in neutrino interactions from the record of
PMTs hit in a given event. Nominal event reconstruction makes use of statistical models
of the number and times of photons detected by individual PMTs, and is performed under
the assumption that each PMT detects, on average, less than one photon (i.e., the detector
is operating at “low occupancy”), and hence is optimized for relatively low energy measure-
ments. Here we review the methodology underlying standard reconstruction techniques and
discuss their predicted performance in a higher energy regime, where appreciable fractions
of the detector may be hit.

5.4.1 Overview
Position, or vertex, reconstruction is achieved by determining a maximum-likelihood esti-
mate of the position coordinates, where the likelihood is a computed as a product over the
probabilities of observing the given hit time residuals registered by each PMT, where the
relevant probability distributions are tabulated from Monte Carlo. The hit time residual is
defined as

tr = t− t0 −
∑
i

Li
ci

(5.1)

where t is the time associated with the PMT signal, t0 is the candidate time of the event, and
Li and ci are the path lengths and effective speeds of light in the materials that the photon
propagates through between the event vertex and PMT. The path lengths Li are functions
of the vertex coordinates and are computed online using the optical properties of the various
detector media. Probability distributions of hit time residuals are tabulated using simulated
electrons of energy 10 MeV and below.

Energy reconstruction is achieved by inverting the nonlinear mapping between the energy
deposited in the scintillator and number of hit PMTs, the form of which is determined by
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modeling the occupancy of the PMTs as a Poisson process. The following is a brief description
which follows the excellent presentation found in [176].

Neglecting nonlinearities which appear at very low energies (<< 1 MeV), the mean
number of photons, Nγ, produced by the scintillator is proportional to the energy deposited
in the scintillator, Edep:

〈Nγ〉 ∝ Edep. (5.2)
The mean number of photoelectrons detected by the ith PMT, µi, is proportional to the
number of photons produced, according to quantum efficiency of the PMT and various
optical effects at play in the detector:

µi ∝ 〈Nγ〉 ∝ Edep, (5.3)

and the mean number of photoelectrons detected across the detector is the sum over all
PMTs present. Assuming that the proportionality in Equation 5.3 is uniform for all PMTs
— that is, µi = µ for all i (a fair assumption for, say, a central event in the spherical geometry
of SNO+) — we then have

〈NPE〉 =
∑
i

µi = NPMT · µ ∝ Edep. (5.4)

The proportionality in Equation 5.4 can be quantified using simulation, but the actual value
of NPE must be determined on an eventwise basis. In SNO+, the photoelectron count
NPE is not directly measured, but instead the number of distinct hits Nhits is reported.
Assuming Poisson fluctuations, the probability of a PMT not being hit, that is, detecting 0
photoelectrons, is

P (PMT i not hit) = e−µ, (5.5)
and hence

P (PMT i hit) = 1− e−µ. (5.6)
The total number of hits across the detector is then

〈Nhits〉 = NPMT · P (PMT hit) = NPMT
(
1− e−µ

)
, (5.7)

from which we estimate the mean per-PMT photoelectron count as

µ = − log
(

1− Nhits

NPMT

)
, (5.8)

and hence
NPE = NPMT · µ = −NPMT log

(
1− Nhits

NPMT

)
, (5.9)

to which the proportionality in Equation 5.4 can be inverted to estimate the energy deposited.
In practice, where the assumption of a global mean photoelectron count µ does not hold, for
example for a non-central event, the detector can be partitioned into distinct sets of PMTs
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for which the assumption approximately holds, with the energy estimates obtained from each
paritition summed together. It is important to note that this technique can only be applied
before the saturation point of the detector: fluctuations of Nhits cannot exceed NPMT, and
so as 〈Nhits〉 → NPMT, become effectively one-sided and hence the mean energy estimate is
biased low. As shown below, this imposes additional constraints on the analysis windows
constructed for high energy analyses using hit-based energy reconstruction.

5.4.2 Performance at high energy
Reconstruction performance was investigated using RAT Monte Carlo simulations of electrons
distributed throughout the scintillator volume. The results are summarized in Figure 5.1,
which shows the mean error of reconstructed radial position and energy deposited as a
function of electron energy, for six equal-volume radial shells in starting position. Three
conclusions are evident: first, that vertex reconstruction becomes biased radially outward;
second, that the energy of central events can be reconstructed up to approximately 40 MeV,
at which point the detector saturates and reconstruction is biased, as discussed above; and
third, that energy reconstruction above 10 MeV degrades rapidly with increasing radial
position.

The first feature, the outward radial position bias, can be understood as a consequence of
the distortion to the time-residual likelihood in the presence of multiphoton hits, the nature
of which is discussed in detail in Section 6.3.4. The second feature, energy bias at high
energy, is caused by global saturation of the detector. The third feature, energy bias at high
radius, is attributed to local detector saturation, where appreciable portions of the detector
nearby the the event position saturate. This can be mediated to some extent by more
sophisticated partitioning schemes, but it was found to provide very minor extensions of the
analysis window offered by current energy reconstruction (namely, energy less than 40 MeV
and radial position less than 3.3 m). Implementation of a PMT-charge-based reconstruction
algorithm, which would effectively remove these limitations imposed by detector saturation
is underway, but is not utilized in this work.

5.5 Data set and event selection
The data analyzed in this work was collected with the SNO+ detector filled with the nominal
LAB + 2 g/L PPO scintillator cocktail, between April 29th, 2022, and March 10th, 2023,
totaling a livetime of approximately 155.2 days. This livetime is subject to losses from veto
periods to remove cosmogenic backgrounds, which is discussed below.

Event selection criteria are designed to identify two triggers which are correlated in time,
corresponding to the prompt positron and delayed radiative capture of the neutron emitted
in an IBD reaction. The associated “prompt” and “delayed” selection criteria, corresponding
to positron and neutron selection, respectively, are outlined below.
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Figure 5.1: Reconstruction of hit-based position (left) and energy (right) reconstruction for
electrons with energy up to 100 MeV. Different colors denote different radial shells in starting
position. The energy of central electrons can be accurately reconstructed up to 40 MeV, with
performance degrading at higher radii.

5.5.1 Prompt event selection criteria
Owing to kinematic considerations, the IBD positron is emitted with most of the available
final-state kinetic energy [177], and as such the primary motivator of the prompt event
selection is valid energy reconstruction. Accordingly, the prompt event selection is defined
as a reconstructed energy in the region of interest (ROI) of 10 MeV to 40 MeV, and a
reconstructed position within the 3.3 m fiducial volume. The lower bound of 10 MeV is
chosen to avoid overlap with the reactor antineutrino regime; the upper bound of 40 MeV and
fiducial volume are chosen to ensure that energy reconstruction is unbiased and any spectral
features observed in the data can be meaningfully interpreted. The outward radial bias in
position reconstruction results in a loss in signal efficiency, but, importantly, preservation of
any observed spectral features.

5.5.2 Delayed event selection criteria
No kinematic information is reconstructable from neutron interactions in scintillator, as the
the light levels produced by recoil protons is typically very low. Nonetheless, IBD neutron
detection acts as a background-suppression mechanism, removing the majority of non-IBD
prompt-like events from consideration. Delayed event selection is implemented by detecting
the 2.2-MeV γ ray emitted upon radiative neutron capture by a hydrogen nucleus, the
dominant capture mode available in the scintillator. Because the neutron may diffuse some
distance from the IBD interaction site, and the 2.2-MeV γ ray does not saturate the detector,
an enlarged 5.7 m fiducial volume is utilized. The distribution of reconstructed energy of
simulated neutron captures in this extended volume is shown in Figure 5.2, which justifies a
selection window of 1.7 MeV to 2.5 MeV.
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Figure 5.2: Reconstructed energy of simulated neutron captures on hydrogen which recon-
struct within a 5.7 m fiducial volume, with the selection cuts used in this analysis demarcated.

Two additional delayed selection criteria are implemented as further background sup-
pression mechanisms: the time measured from the last prompt event, and the number of
delayed candidates in a surrounding time window. The definition of the former criterion
is driven by two considerations. On short time scales after large light levels are present
in the detector, such as after a through-going cosmic muon, the PMTs and frontend elec-
tronics suffer a period of instability caused by high rates of afterpulsing and oscillations of
the electrical baseline of the trigger system. This period of instability was characterized
using through-going muons in the water phase, finding that the detector returned to normal
operations after a few microseconds, during which spurious triggers may reconstruct as low
energy physics-like events in the detector [178]. In this work, we conservatively veto the
first 10 µs after any prompt-like event. On longer timescales, a maximum time-difference
from the latest prompt event is enforced. In general, this maximum time value is chosen
to optimize against accidental coincidence backgrounds, which are distributed uniformly in
time, as opposed to the exponential distribution of neutron captures. As discussed in Sec-
tion 5.6.2 below, this background is negligible in the ROI, and hence we choose a generous
upper bound of 1 ms, roughly 5 times the characteristic capture time of ∼ 200 µs.

The second quality criterion, a “multiplicity” condition, is defined as the requirement
that an identified neutron-like event is the only event, other than the prompt positron-like
event, with reconstructed energy above 400 keV within a 2 ms window omitting the 10 µs
post-prompt-event veto window. The effect of this cut is to suppress false coincidences where
a high-energy positron-like event accidentally coincides with a neutron produced by a low-
energy atmospheric neutrino interaction. The atmospheric neutrino background is discussed
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Figure 5.3: Detector response matrix (left) and detection efficiency (right) for positrons
distributed within the central 3.3 m detector volume.

in further detail in Section 5.6.3.

5.5.3 Detector response matrix and signal efficiency
The detector response matrix, which encodes the efficiency for an IBD event of a given
energy to validly reconstruct with a given energy, was quantified using RAT simulations, and
is shown for events uniformly distributed within the central 3.3 m volume in Figure 5.3. Also
shown in Figure 5.3 is the gross detection efficiency, defined as the detector response matrix
summed along the reconstructed energy axis. The average detection efficiency is ∼ 83%,
with losses dominated by misreconstruction of prompt events outside of the fiducial volume,
which is a larger effect at higher energies owing to the radial bias discussed in Section 5.4.2.
The 10 µs post-muon veto window affects a uniform 6% efficiency loss.

5.6 High-energy backgrounds

5.6.1 Cosmic-ray muons
As discussed in Chapter 4, interactions of high-energy cosmic rays with the Earth’s atmo-
sphere initiate hadronic showers, which terminate with the copious production of pions,
which promptly decay into muons which can penetrate deep underground. At SNO+, the
overwhelming majority of these muons traverse the full detector volume, depositing up to
4 GeV of energy through ionization alone. These typically constitute the highest-energy
genuine physics interactions in the detector, and can be accompanied by the production of
both free neutrons and unstable radioisotopes which decay via β + n emission, namely 8He
and 9Li, with spectral endpoints of 10.7 MeV and 13.6 MeV, respectively. Both isotopes
have half-lives below 200 ms, and thus both coincidence pairs (primary muon / neutron and
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Figure 5.4: Distributions of reconstructed z-position (left), radial position (middle), and
energy (right) for ROI electrons (blue) and cosmic-ray muons (red). Muons reconstruct
toward the top of the detector and saturate energy reconstruction, and hence lie do not
contribute to the ROI.

decay β / neutron) are efficiently rejected from analysis by applying a 20 s veto window after
each muon.

Thus, to quantify the muon-induced background, the relevant quantity is the muon tag-
ging efficiency. Due to changes in the electronics in transition from SNO to SNO+, and the
nature of the timing and amount of light produced in the detector, the muon tagging criteria
must be updated from that employed in Chapter 4. Optimization of general-purpose selec-
tion criteria is ongoing, and in this work we employ a conservative nominal tagging scheme
of 5 or more OWL hits, which qualifies that a reasonable amount of light was present in
the external cavity water. Preliminary investigations of the tagging efficiency of this simple
criteria yield a value of roughly 95-97%, with the remaining muons eluding tagging due to
low-probability trajectories through the cavity volume and fluctuations in energy deposition
in the associated water, which conspire to circumvent the OWL threshold.

The detector response and reconstructed values of cosmic-ray muons were investigated
using Monte Carlo simulations, to determine their potential contribution to the ROI defined
in Section 5.5. Distributions of the reconstructed position and energy of muons with a
primary energy spectrum similar to that described in Section 4.3, and which reconstruct
inside of the AV, are shown in Figure 5.4, with analogous distributions for ROI electrons
overlaid for comparison. Because muons enter the detector via the top of the PSUP, the first
light detected is always at the top of the detector, and consequently they reconstruct (under
the point-deposition hypothesis) toward the top of the detector. This translates to a minimal
radial position of ∼ 4 m, comfortably outside of the 3.3 m fiducial volume. Additionally,
the passage of muons through scintillator generates enough light to saturate the detector,
leading to a lower bound on the reconstructed energy of ∼ 70 MeV, well above the analysis
endpoint of 40 MeV.

With these considerations in mind, we extend the muon tagging to the logical-or of the
following criteria:

1. 5 or more OWL hits
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2. 60 MeV or larger reconstructed energy

The latter criteria is conservative in that it allows a reasonable tolerance for deficiencies
in modeling of the response to muons, and results only in livetime losses due to atmospheric
neutrino interactions, as discussed in Section 5.6.3. In a Monte Carlo data set consisting of
roughly three times the detector livetime utilized in this analysis, the expected contribution
of background events from cosmic-ray muons prediction is 0. This background is thus con-
sidered neglible, which was verified by verifying that the limits reported are robust to the
inclusion of an associated background term uniform in energy with a conservative magnitude.

5.6.2 Accidental coincidences
Coincidence events can be formed by the random coincidence of uncorrelated prompt-like
and delayed-like events. The rate of such “accidental coincidences” is often quantified by
applying prompt-like and delayed-like selection criteria to the dataset under consideration
without any coincidence requirement, and calculating the expected accidental rate Ra as

Ra = RpRdw, (5.10)

where Rp and Rd are the observed prompt-like and delayed-like rates, respectively, and w is
the length of the coincidence selection window (here, 990 µs). Such a scheme is only valid
in the limit that the uncorrelated rates dominate over the rate of true coincidences, and
otherwise is an overestimate. Neverless, using this figure as an upper bound, we find the
expected accidental contribution for the dataset under consideration to be negligible. This
is driven by a prompt-like rate of 4.5 × 10−7 Hz, which, coupled with a delayed-like rate of
1.4×10−2 Hz, yields an expected contribution of less than 10−4 events across the full dataset.

5.6.3 Atmospheric neutrino interactions
As discussed in Section 5.6.1, interactions of cosmic rays in the atmosphere result in a
flux of high energy muons, which are the daughters of pion decay. A second product of
these decays are muon-neutrinos. The decay of cosmic-ray muons into electrons also results
in a flux of electron-neutrinos. Note that because muon decay itself results in the direct
production of muon-type neutrinos, a single decay chain initiated by a pion produces twice
as many muon-neutrinos as electron-type neutrinos. This rule-of-thumb serves as a first-order
approximation, but is experimentally verified [179]. These so-called “atmospheric neutrinos”
are produced over a broad energy spectrum, up to and above the TeV scale, and constitute
the largest background in the search for astrophysical antineutrinos.

Estimates of the atmospheric neutrino flux at given coordinates at the Earth’s surface
are generally made by means of simulation, which use balloon-borne magnetic spectrometer
cosmic ray flux measurements as input. We follow recent treatments of atmospheric neutrinos
[146, 180] at SNO by utilizing two distinct flux calculations: between 100 MeV and 10 GeV,
the 2004 Bartol tables [181] tabulate the flux of electron- and muon-neutrinos as a function



53

104 105

Energy [MeV]

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

Pr
ot

on
 fl

ux
 [c

m
2  

s
1  

G
eV

1 ]

Gaisser solar minimum
AMS data

2000 2004 2008 2012 2016 2020 2024
Date

0

50

100

150

200

250

300

Su
ns

po
t n

um
be

r

1.0

1.2

1.4

1.6

1.8

2.0

2.2

Proton flux [cm
2 s

1]

04/2022 - 03/2023
NOAA data
AMS data

Figure 5.5: (Left) Primary cosmic ray energy spectrum used in solar minimum simulations of
atmospheric neutrino production, and spread of measured cosmic proton flux values during
data-taking. (Right) Sunspot number and integrated cosmic proton flux over the last decade,
with data-taking period shaded. Simulated flux values are taken from [185], sunspot number
records from [184], and proton flux measurements from [183].

of energy and zenith angle; between 10 MeV and 100 MeV, the exclusive electron-type
flux is tabulated as a function of energy from the results of FLUKA simulations performed
by Battistoni et al [182]1. In the low energy region, between 10 MeV and 100 MeV, we
approximate the muon-(anti)neutrino flux as twice the electron-(anti)neutrino flux, and the
angular profile is assumed to be that calculated by Bartol et al. at 100 MeV.

The flux of cosmic rays and, hence, the rate of atmospheric neutrino production, modu-
lates out-of-phase with the 11-year solar magnetic cycle, as solar wind intercepts cosmic rays
en route to the Earth. The neutrino fluxes described above were produced using the cosmic
ray flux at solar minimum, whereas the present data set was collected during a period of
relatively high solar activity, comparable to the last solar maximum (see the right panel of
Figure 5.5). To account for this, we reference daily measurements of the cosmic proton flux,
which accounts for ∼ 80% of the total cosmic ray flux by the Alpha Magnetic Spectrometer
(AMS) collaboration [183], and tabulations of solar activity indicators from the National
Oceanic and Atmospheric Administration (NOAA) [184]. The cosmic ray spectrum used in
the Bartol simulation is compared with the spread of values measured by AMS between 2011
and 2019 in the left panel of Figure 5.5.

Ideally, one would convolve the appropriate cosmic ray spectrum with the cosmic-ray-
energy/neutrino-energy correlation matrix inferred from simulation, to approximate the cor-
rect atmospheric neutrino spectrum, but no such correlation matrix is available in the litera-
ture. We thus scale the flux normalization to the appropriate integrated flux as measured by
AMS. The appropriate value is determined by correlating the integrated flux with the avail-

1The authors of [182] kindly produced simulations for SNO at the collaboration’s request, although they
were not included in the initial publication.
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Figure 5.6: (Left) Correlation between observed sunpot number and integrated cosmic proton
flux, with fit of rectified linear model overlaid and data-taking period shaded. (Right) Same,
for observed 10.7 cm solar flux data. Uncertainty bands are scaled by a factor of 10 for
visualization. Sunspot number and solar flux records are taken from [184], and proton flux
measurements from [183].

able solar indicators, namely the sunspot number and flux of the 10.7 cm radio line. These
correlations, and associated fits with a rectified linear function, are shown in Figure 5.6.
The use of a rectified linear function accounts for the correlation at low solar activity and
apparent plateau at high solar activity. The appropriate flux scalings are consistent between
the two solar indicators, and yield a scaling of (53.2± 0.1) %.

With the normalization established, the surface fluxes are translated to underground
fluxes via the standard neutrino oscillation formulae, i.e. Equation 2.10. Here we follow
the method developed and described in [186]. In brief, a toy Monte Carlo is run which
samples the flux of each (anti)neutrino flavor according to the available surface flux tables,
with the selected angle interpreted as a relative latitude on surface; the sample is then
weighted according to the transition probabilities according to the distance between the
surface coordinates and SNOLAB:

φund.
β (E, θ) =

∑
flavors α

φsurf.
α (E, θ)P (α→ β;E, θ) . (5.11)

The atmospheric neutrino fluxes, both at surface and underground, are shown in Figure 5.7.
The discontinuity at 100 MeV originates from a discrepancy in high- and low-energy tabula-
tions of the atmospheric flux in the ∼ 100 MeV region, which is well-within uncertainty on
the flux normalization.

Final states of atmospheric neutrino interactions within the PSUP volume are sampled
using the version 3.02.02 of the GENIE event generator [187], and the detector response to
these final states is simulated using RAT. The event selection criteria of Section 5.5 is then
applied. The resulting prompt energy spectrum of selected events is shown in Figure 5.8.
The nominal total contribution of atmospheric neutrino interactions to the ROI is 7.5 events
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Figure 5.7: Nominal atmospheric neutrino fluxes at surface (left) and underground (right).
The discontinuity in muon- and tau-neutrino oscillated fluxes originates from the discon-
tinuity in muon-type oscillated fluxes at the transition between Bartol and Battistoni flux
tables.

per year, translating to 3.3 events for the present data set. After accounting for systematic
uncertainties on the interaction rate, as discussed in Section 5.7.1, the expected rate of
atmospheric neutrino events is 3.2 events, with the difference well-within the systematic
uncertainty.

5.7 Statistical analysis

5.7.1 Systematic uncertainties
The dominant systematic uncertainty is the number of atmospheric interactions in the ROI,
and is comprised of two components: an uncertainty on the surface flux normalization,
and uncertainties on the interaction cross sections and final states. The flux uncertainty is
20 − 25% in the energy range relevant to this work [188], driven by uncertainty in model-
ing hadronic interactions during showering. We thus conservatively include a 25% uncer-
tainty, independent of energy. A small additional uncertainty of 0.1% is contributed by the
uncertainty on the cosmic ray primary flux scaling due to solar modulation, as discussed
in Section 5.6.3, though this neglects shape-related uncertainty arising from the unknown
cosmic-ray/atmospheric-neutrino energy correlation matrix.

Uncertainty originating from cross sections and final-state generation is quantified using
the GENIE event reweighting framework, which allows for the propagation of systematic
uncertainties on GENIE model inputs through any analysis using GENIE interaction products.
For each atmospheric (anti)neutrino flavor, an ensemble of one hundred-thousand prompt
energy spectra is generated by sampling 75 GENIE input parameters, listed in Appendix A.
The parameters are sampled normally and uncorrelated, within ±3σ of their nominal values.
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Figure 5.8: Gross prompt energy spectra, both nominal and after propagating uncertainties
on GENIE inputs, of atmospheric neutrino interactions. The colored bands denote the sys-
tematic uncertainty due to interaction modeling, and the grey dashed lines demarcate the
analysis ROI.

The resulting uncertainty on the expected detected spectrum is approximately 15-20% across
the ROI, and is reflected in the uncertainty bands shown in Figure 5.8. The uncertainty on
the detector response is taken as 4.2%, uniform across energy, derived from the precision of
the simulations from which it was quantified.

5.7.2 Limit-setting routine
To set limits both on the astrophysical flux, a Markov-Chain-Monte-Carlo (MCMC), im-
plemented in PyMC [189], is used to approximate posterior distributions by generating one
million samples thereof, assuming a uniform prior on the flux in each energy bin. The model
convolves the candidate input astrophysical spectrum with the detector response via the
detector response matrix, and then adds the atmospheric background contribution, sampled
with the covariance detailed in Appendix A. 90% credible limits are then computed following
the Feldman-Cousins method [190], which here amounts to integrating the posterior up to
90% probability mass.

Model-independent limits on the astrophysical flux are also computed using a simpler
method common in the literature, wherein limits are first placed on the number of observed
events in each bin in reconstructed energy, after which the cross-section, exposure, and
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Figure 5.9: (Left) Observed prompt event energy spectrum, and expected atmospheric neu-
trino background, over 149.5 days of livetime. The shaded band denotes the systematic
uncertainty on the background prediction. (Right) Corresponding model-independent limits
on the flux of astrophysical ν̄e. Existing limits from other detectors are overlaid [114–118],
along with sensitivity projections for 5 years of exposure.

livetime are accounted for. We present these results to facilitate comparison with existing
limits, but note that this method fails to properly account for the lower detection efficiency
at the ROI boundaries, where events can misreconstruct out of the event selection window,
and does not naturally account for uncertainties on other quantities, in particular the large
uncertainty on the normalization of the atmospheric neutrino background.

5.8 Results
The total livetime remaining after applying the cosmic muon veto criteria defined in Sec-
tion 5.5 is approximately 149.2 days. The observed prompt event energy spectrum after
applying IBD event selection and the corresponding model-independent limit on the astro-
physical ν̄e flux are shown in Figure 5.9. Also shown are existing limits from other detectors
and the projected sensitivity, defined as the median limit in an ensemble of signal-free trials,
for 5 years of livetime. Two candidate events are observed in the ROI, with an expectation
of 3.2 background events. Posterior distributions for the excess number of IBD interactions
in each energy bin are available in Appendix B.

5.9 Interpretation and discussion
No excess of IBD events, and hence of electron antineutrinos, is observed in the 155.2 days
of data analyzed in this work, leading to model-independent astrophysical flux limits on
the order of 102 − 103 cm−2s−1MeV−1, dependent on energy. The two observed events are
separated by approximately 1.3 MeV, an interesting spectral feature which is observed in
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Figure 5.10: Limits on light dark matter thermally-averaged annihilation cross section and
sensitivity projections for 5 years of data-taking, with limits derived from existing flux from
SNO, KamLAND, Borexino, Super-Kamiokande, and Super-Kamiokande+Gd overlaid [114–
118].

a higher energy than that studied in previous experiments. The relevant p-value — that
is, the probability for two events sampled from the expected background spectrum to be
separated by no greater than 1.3 MeV — is 8.8%. A mature interpretation of this and any
other spectral features, however, must be deferred to an updated analysis performed on a
larger data set.

The model-independent flux limits can be easily converted to limits on the thermally-
averaged self-annihilation cross section of light dark matter. As discussed in Section 2.4 and
Section 3.4, the spectral signature of neutrinos from dark matter annihilation, local to the
galaxy, is monoenergetic below the muon mass, and hence we can limit the annihilation cross
section as

〈σv〉 =
6m2

χ

JavgRscρ2
DM

φ (5.12)

where mχ = Eν is the dark matter mass, Javg = 5.0 is the canonical angular-averaged
intensity, Rsc = 8.5 kpc is the galactic dark matter halo scale, and ρDM = 223.2 MeV/cm3 is
the local dark matter density, and φ = φ (Eν) is the upper limit on the astrophysical flux.
Limits from the current analysis and sensitivity projections for 5 years of data-taking are
shown in Figure 5.10 with comparison to existing limit derived from the flux limits of SNO,
Borexino, KamLAND, Super-Kamiokande, and Super-Kamiokande+Gd.

A feature unique to both light dark matter annihilation and black hole evaporative signa-
tures is the opportunity for a correlated analysis: searches for a spectrally-correlated excess in



59

both neutrino and antineutrino event samples are at increased sensitivity beyond that achiev-
able using e.g. an IBD-like event sample alone. Finally, it should be emphasized that the
model-independent limits shown in Section 5.8 were established using an ultra-conservative
fiducial volume — roughly one sixth of the full scintillator mass. With improvements to
energy reconstruction techniques, an extended fiducial volume can be utilized to achieve
limits comparable to the current-best from KamLAND and Super-Kamiokande+Gd with 5
years of data. Going further, the external water volume can be utilized to achieve a dra-
matic increase in target mass, a factor of ∼ 10, albeit with a lower signal efficiency [191].
Such an endeavor would require improvements to muon tagging and reconstruction to more
efficiently reject this background in an extended fiducial volume, but would likely result in
world-leading limits after 5 years of data-taking.
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Chapter 6

R&D toward Hybrid Detectors

6.1 Introduction
As described in Section 3.3, there are three principal avenues of ongoing lab-scale develop-
ment to enable hybrid Cherenkov/scintillation neutrino detection: i) the synthesis of novel
materials in which the identification of Cherenkov photons is an easier task, ii) the realization
of high-time-resolution photodetectors, and iii) the implementation of spectral photon sort-
ing devices. These axes constitute a basis for a priori hybrid detection, but a conventional
detector employing hybrid reconstruction techniques would be further aided by the addition
of any one of these technologies.

We present here measurements relevant to the first principal direction, namely properties
of a material known as water-based liquid scintillator (WbLS). The base solvent of the scin-
tillator cocktail deployed in SNO+, and other experiments, LAB, is an organic compound
similar to mineral oil. As such, its effective dilution in water was a novel chemical achieve-
ment [88], and results in an inexpensive liquid which scintillates with a relatively low, but
tuneable, light yield, and has optical properties near the desirable limit of pure water. In
order to evaluate the suitability of WbLS for deployment in a future hybrid detector, the
properties of its scintillation light must be measured and characterized. The light yield and
long time-scale emission profile in response to electrons, and emission spectrum have been
previously measured [192, 193], but many properties remain unknown. We present here
benchtop-scale measurements of: the light yield of 5% WbLS in response to protons; the
early-time emission time profiles in response to electrons with a high-time-precision photode-
tector of 1%, 5%, and 10% WbLS; and the emission time profiles in response to α particles
of WbLS and LAB+PPO samples.

6.2 Proton light yield
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6.2.1 Introduction
While electrons are the principal candidate for detecting low-energy neutrino interactions
in scintillators, protons play important roles of their own, both as signal and background.
As an example of the former, the cross section of elastic scattering of neutrinos off protons
is flavor-independent and, thus, offers a channel for undistorted flavor-inclusive spectral
measurements, which is acknowledged as an important observation for neutrinos emitted
from supernovae [194–196]. As to the latter, consider the following coincidence signal, which
can mimic the signal of IBD reactions used to detect antineutrinos: a ∼ 10 MeV external
neutron which enters the detector volume and scatters off protons as it moderates to thermal
energies and eventually captures. The scintillation light from the primary recoil protons is at
MeV-scale-positron-equivalent light levels, and thus presents as a background to, e.g., reactor
neutrino measurements. Because the fast neutron energy spectrum will generally differ from
an expected IBD energy spectrum, this can be accounted for with spectral analysis if the
proton light yield is known.

The proton light yield of LAB+PPO has been measured previously, at the Physikalisch-
Technische Bundesanstalt (PTB) [196], but this is the first measurement of WbLS sample,
which was made using a 5% scintillator-loaded sample. The proton light is here measured
in collaboration with the Bay Area Neutron Group (BANG) using a double-time-of-flight
technique [197, 198] at the 88-Inch Cyclotron at Lawrence Berkeley National Laboratory
(LBNL) [199]. The results of the LAB+PPO measurement are then compared to those of
the PTB measurement.

6.2.2 Experimental setup
A broad spectrum neutron beam was produced by a 33-MeV 2H+ beam incident on a 3-mm-
thick Be target. The LAB+PPO and WbLS samples to be characterized were placed, inde-
pendently, in the focus of the beam, roughly 7 m downstream of the breakup target. Eleven
auxiliary detectors, filled with EJ-309 [200], an organic liquid scintillator with pulse-shape-
discrimination (PSD) capabilities, were positioned out-of-beam to detect forward-scattered
neutrons from the target scintillator, each at a unique scattering angle. The geometry of
the experimental setup is visualized in Figure 6.1. The relevant neutron-trajectory lengths
and scattering angles for each measurement are listed in Table 6.1. The detector coordinates
defining the geometry were established using a laser-based distance meter, and are each
assigned a conservative 1 cm uncertainty. There is one exception in the z-position of the
breakup target, which is known to 5 mm.

Further details of the experimental hall, Be target, and auxiliary detector shielding can
be found in [201]. The neutron beam has a broad energy distribution dominated by breakup
neutrons centered at ∼ 15 MeV, which extends from ∼ 0 to 37.4 MeV. The tail of the distri-
bution is due mainly to compound and pre-equilibrium reactions, and the endpoint is defined
by sum of the the incident deuteron energy and the reaction Q-value. Further discussion and
measurements of comparable beams can be found in [202–205]. For each sample, data was
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LAB+PPO WbLS
Channel Distance [cm] Scattering angle [◦] Distance [cm] Scattering angle [◦]

Breakup to target 721.3± 1.4 – 716.6± 1.4 –
Target to 2 133.8± 1.8 80.0± 1.9 134.2± 1.8 78.0± 1.9

3 131.7± 2.1 65.0± 2.0 133.2± 2.1 63.1± 2.0
4 137.6± 2.2 52.2± 2.0 140.0± 2.1 50.5± 1.9
5 148.1± 2.2 41.9± 1.9 151.1± 2.1 40.4± 1.8
6 165.4± 2.1 32.3± 1.7 168.9± 2.0 31.2± 1.7
7 184.9± 2.0 25.1± 1.6 188.7± 1.9 24.2± 1.5
9 133.0± 1.7 78.1± 1.9 134.1± 1.6 76.2± 2.0
12 132.7± 1.9 61.4± 2.0 135.1± 1.9 59.7± 2.0
13 139.6± 2.0 48.7± 2.0 142.7± 1.9 47.3± 1.9
14 156.2± 2.0 35.9± 1.8 160.0± 1.9 34.9± 1.8
15 183.7± 1.8 24.4± 1.6 187.9± 1.8 23.8± 1.5

Table 6.1: Distances between various experimental apparatus, and nominal scattering angles
associated with each auxiliary detector.

acquired over a period of approximately 11 hours of constant beam running with a current
of approximately 55 nA. The period between beam extractions was approximately 111 ns.

The LAB+PPO and WbLS target scintillators were contained in cylindrical quartz cru-
cibles, of dimensions 50 mm diameter by 50 mm tall and 1 mm in wall thickness. A quartz
disk of the same thickness was used to seal the open face using a two-part epoxy. The side wall
and sealed face of the cells were wrapped in no less than 10 layers of polytetrafluoroethylene
(PTFE) tape to improve internal reflectivity, and thus light collection. The remaining trans-
parent face was optically coupled to a Hamamatsu H1949-51 photomultiplier tube (PMT)
using EJ-550 silicone grease. The sealed cells, both before and after wrapping with PTFE,
are shown in Figure 6.2.

The scintillator cells of the auxiliary detectors were right cylinders of diameter and height
50.8 mm, constructed of a thin aluminum housing and filled with EJ-309 [200], and were each
coupled to a PMT via a borosilicate glass window and EJ-550 silicone grease. All PMTs
used in these measurements were obtained from Hamamatsu Photonics (either Type No.
1949-50 or 1949-51), and were negatively biased using either a CAEN R1470ET or CAEN
NDT1470 power supply.

The data acquisition system triggered on a coincidence between the target PMT and
any of the auxiliary detectors within a 400 ns coincidence window. Upon triggering, digital
waveforms of a total length of 800 ns from all channels, as well as a waveform digitizing a
sinusoidal RF control signal provided by cyclotron operations, were recorded using a CAEN
V1730 500 MS/s digitizer. The scintillator signal timing was determined using the CAEN
digital constant fraction discrimination algorithm, with a 75% fraction and a 4 ns delay. The
timing pickoff for the cyclotron RF signal was determined using leading-edge discrimination.
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Figure 6.1: Experimental setup for proton light yield measurements. The neutron beam
travels along the axis designated with an arrow to the target scintillator cell, shown in green.
Eleven auxiliary detectors are positioned at forward scattering angles with respect to the
incoming neutron beam. The shortest and longest target-to-auxiliary trajectories are shown,
labeled as in the configuration for WbLS data-taking. The upper face and side walls of the
target cell, highlighted in green, was wrapped with Teflon tape; the lower face was unwrapped
and optically coupled to a PMT. Top and bottom panels show the experimental geometry
from lateral and from-above vantage points.

Figure 6.2: (Left) Sealed target cell containing LAB+PPO before wrapping with PTFE
tape. (Right) Both target cells after wrapping in PTFE.
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6.2.3 Analysis methods
Waveforms from the target and auxiliary detectors were integrated to compute the charge
collected in the associated PMT in units of summed analog-to-digital-converter readings
(adc), after correcting for nonlinearity of the target PMT as described in Section 6.2.4.
Waveforms in the target detectors were integrated for 140 ns, to ensure collection of ≥ 95%
of the observed charge. For the auxiliary detectors, waveforms were integrated for 300 ns,
and a PSD-metric was obtained by calculating the ratio of the charge of the prompt region
corresponding to the first 30 ns of the waveform, to the delayed region between 30 ns and
260 ns from the start of the waveform, providing good separation between γ-ray and neutron
signals for high-charge producing events. For coincident events, the high-level observables are
the charge and timing for the target and auxiliary detectors, a PSD-metric for the auxiliary
detector, and a timestamp corresponding to the cyclotron RF signal. To measure the PLY
as a function of energy, a conversion between charge in the target PMT and light produced
by the sample must be established, γ and neutron interactions distinguished, and the energy
deposited by neutron interactions reconstructed from the available timing and geometric
information. The methods employed herein were originally introduced in [197, 198] and are
further detailed below.

6.2.4 PMT linearity correction
A nonlinearity correction for the two PMTs coupled to the measurement samples was per-
formed using the method of Friend et al. [206]. In brief, each PMT was placed in the view of
two LEDs with peak wavelength 405 nm [207], which were flashed both independently and
in coincidence, thus recording the PMT response to two independent fluxes, as well as the
response to the summed flux. By repeating this procedure over a range of fluxes spanning
the range of the digitizer used in this measurement, the deviation from linear operation
was computed. A more detailed description of the methodology, and supplemental material
showing the intermediate data quality, is available in Appendix C. The measured nonlinear-
ities, interpreted as quartic polynomials, are shown in Figure 6.3 as a function of the true
waveform voltage. The nonlinearity correction was applied on a sample-by-sample basis to
waveforms collected during both reference charge calibration and neutron-beam running.

6.2.5 Reference charge calibration
To establish a measurement unit proportional to the number of scintillation photons, a
reference charge is defined and used to calibrate all observed light levels. Specifically, the
reference charge is that associated with a 477 keV electron, evaluated using the Compton edge
of the 662 keV γ ray emitted following 137Cs decay. Calibration data was collected using 137Cs
(662 keV γ) and 207Bi (1.770 MeV γ) sealed sources, as well as a 24Na (2.754 MeV γ) source
created by beam-activation of a sample of natural aluminum, placed at a distance ≥ 10 cm
from the center of each target scintillator cell. Because beam operation was required to
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Figure 6.3: Deviation of output current from linear operation of the PMTs used in this
measurement, as biased during runtime operations. The blue and orange curves correspond
to the PMTs mounted to the LAB+PPO and WbLS samples, respectively. The abscissa
spans the full scale range of the employed digitizer. The uncertainty bands are scaled up by
a factor of 20 for visualization.

produce the sample of 24Na, this source was not available before irradiation of the LAB+PPO
sample. For each other source used with the LAB+PPO scintillator, and for all sources used
with the WbLS, calibration data was taken both before and after irradiation. The 207Bi
and 24Na sources were used to quantify systematic uncertainty on the reference charge, and
facilitate comparisons with other measurements performed with different calibration schemes.

The charge associated with the Compton edge, the “Compton charge,” was determined
by fitting a model to the measured calibration data. The model consists of an electron
energy deposition spectrum following γ-ray interactions in the scintillator, generated using
the GEANT4 simulation toolkit [151], convolved with a three-parameter system resolution
function [208], summed with a power-law background term [209]. A linear charge response
was applied to the experimental data to convert the measured charge in units of summed adc,
Q, to that associated with a given electron recoil energy, E. The energy-charge relation is
an affine function, E = aQ+ b, which assumes that the electron light yield is approximately
linear in the energy range of interest, with b accounting for potential nonlinearity at lower
energies, which manifest as b 6= 0. The minimization was performed using the SIMPLEX
and MIGRAD algorithms from the ROOT Minuit2 package [210].

For each target scintillator, the measured calibration data before and after neutron irra-
diation were fit with the corresponding charge model independently, with the offset term, b,
fixed to zero. The best-fit charge models are compared to pre-irradiation 137Cs data in Fig-
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Figure 6.4: Best fit charge models compared to LAB+PPO (left) and WbLS (right) calibra-
tion data using a 137Cs source. Best-fit model parameters courtesy of T. A. Laplace [211].

ure 6.4, and the resulting Compton charges are reported in Table 6.2 for each γ-ray source.
Also reported is the statistical uncertainty, determined from the statistical uncertainty on
a, and systematic uncertainty, which stems from the uncertainties in the background shape
and electron light linearity, described in detail below.

The systematic uncertainty on the Compton charge is computed as the standard deviation
of the Compton charge determined using all available combinations of pairs and triplets of
calibration γ rays. Simultaneous fits to multiple Compton edges were performed without
any constraint on b. This accounts for low-energy electron light nonlinearity, which at higher
energies manifests as b 6= 0.

The gain stability of the target PMTs was investigated by chronologically partitioning
the full beam dataset for each scintillator into 10 distinct datasets and analyzing each sep-
arately. No systematic trends or significant fluctuations were observed in the PLY results
(see Appendix D). A strong ambient γ-ray background was present in the experimental hall
due to activation from previous experiments, which biases the measured Compton charge.
An associated systematic uncertainty was quantified by comparing the results of calibration
before and after data collection, for which data were taken in different locations in the ex-
perimental hall. The difference in the 137Cs Compton charge before and after irradiation is
1.8% and 1.5% for LAB+PPO and WbLS, respectively. Smaller differences were observed
for the 207Bi lines (0.1% and -0.3%) and the 24Al data (0.6%), which are each in a higher
energy region with lower background.

6.2.6 Auxiliary detector particle identification
The 11 auxiliary detectors located at forward scattering angles are filled with EJ-309 [200],
a commercial liquid scintillator with established particle-identification (PID) capabilities
achieved via PSD, in this case exploiting that γ-ray pulses have a higher ratio of prompt to
delayed light relative to neutron pulses. For each auxiliary detector, a constraint on the total
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Source Compton edge energy [keV] Compton charge [adc]
LAB+PPO WbLS

137Cs 477 2525.4 ± 1.3 ± 21.2 2131.9 ± 2.6 ± 53.9
207Bi 1547 8617.0 ± 22.8 ± 13.7 9741.2 ± 82.8 ± 94.7
24Na 2520 14219.5 ± 9.3 ± 44.5 16795.5 ± 15.7 ± 71.5

Table 6.2: Compton charges for both LAB+PPO and WbLS. The first uncertainty corre-
sponds to the statistical uncertainty obtained from parameter fitting. The second uncertainty
corresponds to the standard deviation of the Compton charge determined using simultane-
ous fits of multiple calibration spectra (i.e., all combinations of pairs and triplets). Best-fit
model parameters courtesy of T. A. Laplace [211].
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Figure 6.5: (Left) PSD metric vs charge collected in the PMT for beam events in an example
auxiliary detector, showing separation between neutrons and γ rays at high charge. (Right)
Projection onto the PSD-axis for events with charge above 15000adc, along with a normal-
lognormal fit and subsequently optimized discrimination threshold.

charge collected is chosen to reject events in the low-charge region where the distributions
of PSD values from pulses originating from neutron and γ-ray interactions overlap. These
constraints are then imposed on beam data, after which the PSD metric, i.e., the ratio
of delayed to prompt charge, is binned and fit with an empirical normal-plus-lognormal
form, where the former term models the distribution of γs and the latter neutrons. After
performing the fit, an optimal PSD value for distinguishing between the two components is
determined by minimizing the neutron contamination of γ selection, with the resultant purity
above 98% for high-charge events. Visualizations of the PSD achieved in each detector, and
normal-plus-lognormal fits used to optimize the PSD cut value, are available in Appendix D.

6.2.7 Time-of-flight calibration
In order to perform energy reconstruction, as described in Section 6.2.8, the time-of-flight
(TOF) measurements must be calibrated to correct for cable and system delays; this cali-
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Figure 6.6: Charge collected in target PMT vs uncalibrated time since beam extraction dur-
ing LAB+PPO data collection. Low energy beam-correlated γ rays appear as an isochronic
population at low charge. The selection window is illustrated using the red dashed lines.

bration must be performed independently to establish time differences between interactions
in the breakup target and the measurement cell (the “incoming TOF”), and from the mea-
surement cell to each of the 11 auxiliary detectors (the “outgoing TOF”). In all cases, the
calibration is achieved by selecting on beam-correlated γ rays and comparing the measured
clock differences to the true TOF, given the known speed of light and measured detector
positions. Selection of γ rays for the outgoing TOF is achieved by exploiting the PSD ca-
pabilities of EJ-309, as exemplified in Figure 6.5; γ-ray selection for the incoming TOF is
achieved by selecting low-charge events in the target cell in a given time window, as exem-
plified in Figure 6.6. Efforts to apply PSD-based neutron/γ-ray discrimination using the
target scintillators were not fruitful, likely attributable to the dissolved oxygen content of
the LAB+PPO sample, and the large water content of WbLS.

Example resultant distributions of measured γ-ray time differences are shown in Fig-
ure 6.7 and Figure 6.8 for the incoming and outgoing TOF, respectively. Each distribution
is fit with an empirical function comprised of a Gaussian signal term and a polynomial
background term. For the outgoing TOF, the background is modeled using a linear term
and is dominated by uncorrelated γ rays uniformly distributed in time; a nonzero slope is
allowed to account for a potential asymmetry around the γ-ray population introduced by
beam-correlated contamination. For the incoming TOF, there is an additional background
of beam-correlated neutrons from previous beam extractions, which have a nontrivial timing
structure associated with their energy spectra, and thus a quadratic background term is
allowed. The uncertainty in any measured neutron TOF, which propagates to uncertainty
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in proton recoil energy, is determined both by the uncertainty on the mean of the Gaussian
and its width. The width of the incoming TOF is dominated by the temporal profile of
the beam pulse. All calibration uncertainties are significantly below 1%, and the best-fit
standard deviations are provided in Table 6.3. The relatively poor quality of the fit to the
incoming TOF data may be due to the relatively high background rate and shortcomings of
the single-Gaussian signal model which, in reality, is modified by a number of effects, notably
perturbations to the beam profile due to multiple-extraction from the main cyclotron ring.
As neutron energy reconstruction is performed under the single beam extraction hypothesis,
the relevant quantity for the incoming TOF calibration is the centroid of the γ-ray popula-
tion, which is adequately quantified using the empirical model. A collection of the outgoing
TOF calibrations for each auxiliary detector is available in Appendix D.

Standard deviation [ps]
Channel LAB+PPO WbLS

Incoming - 2348.2 2608.8
Outgoing 2 406.6 811.1

3 431.7 914.1
4 448.5 727.9
5 430.3 943.4
6 399.9 896.3
7 420.7 899.5
9 502.8 1019.9
12 403.0 828.8
13 379.9 914.0
14 464.1 730.8
15 423.4 799.9

Table 6.3: Standard deviations of best-fit Gaussian models for TOF distributions of all neu-
tron trajectories, in both the LAB+PPO and WbLS datasets. Uncertainties on all Gaussian
parameters are significantly below 1%.

6.2.8 Energy reconstruction
The neutron beam employed in this work has a broad energy distribution, as discussed
in Section 6.2.2. While advantageous in allowing simultaneous measurement over a broad
energy range, this necessitates event-wise energy reconstruction, which is achieved via two
time-of-flight measurements, which translate to the neutron energy both before, and after,
interacting with the target scintillator volume. The detection of the scattered neutron in an
auxiliary detector establishes a scattering angle which, for single elastic scatters, kinemati-
cally overconstrains the system. For single scatters, the kinetic energy of the recoil proton,
Tp, may be reconstructed using the incoming neutron energy, Tn, outgoing neutron energy
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Figure 6.7: Distribution of measured time differences between the cyclotron RF signal and
γ-ray events in the measurement sample, with empirical fit overlaid, during LAB+PPO (left)
and WbLS (right) data collection.
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Figure 6.8: Distribution of measured time differences between γ-ray events in the mea-
surement sample and a representative auxiliary detector, with empirical fit overlaid, during
LAB+PPO (left) and WbLS (right) data collection. The data for each material is shown
for channel 2, which is located at nominal scattering angles of 80◦ and 78◦, respectively.
Analogous figures for all auxiliary detectors are available in Appendix D.
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T ′n, and scattering angle, θ, in three ways:

Tp = Tn sin2 θ (6.1)
= T ′n tan2 θ (6.2)
= Tn − T ′n. (6.3)

Each method of reconstruction is subject to a different uncertainty, owing to the different
uses of the fundamental timing and spatial observables:

δT 2
p =

(
∂Tp
∂Tn

δTn

)2

+
(
∂Tp
∂T ′n

δT ′n

)2

+
(
∂Tp
∂θ

δθ

)2

=


(
sin2 θ δTn

)2 + (2Tn sin θ δθ)2

(tan2 θ δT ′n)2 + (2T ′n tan θ sec2 θ δθ)2(
sin2 θ δTn

)2 + (tan2 θ δT ′n)2
. (6.4)

The uncertainty on the scattering angle associated with each auxiliar detector is listed in
Table 6.1. The uncertainty on the neutron energy is driven by uncertainty on both its time-
of-flight and distance traveled; for a neutron detected twice with separation and uncertainty
in time t0, δt, and space x0, δt, the uncertainty on the kinetic energy

T = m

 1√
1− (x0/t0)2

− 1

 = m (γ − 1) , (6.5)

can be written:

δT 2 =
(
∂T

∂x
δx

)2

+
(
∂T

∂t
δt

)2

, (6.6)

∂T

∂x
= mγ3 · x0

t20
, (6.7)

∂T

∂t
= −mγ3 · x

2
0
t30
, (6.8)

δT

T
= γ3

γ − 1

√
x2

0δx
2

t40
+ x4

0δt
2

t60
, (6.9)

where δt is taken as the width of the relevant TOF distribution (dominated by either the
beam profile or electronics), and δx is taken as the uncertainty on the path length between
detectors. This latter value is quantified conservatively, by combining a “center-to-center”
uncertainty, found by propagating a 1 cm uncertainty on all measured cell coordinates, with
an additional 3 cm uncertainty on the detection coordinates, which is slightly more than half
of the longest dimension of any cell used in this measurement. The resulting uncertainties on
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Figure 6.9: Uncertainty on neutron energy due to timing (left), cell coordinates (middle),
and both sources (right), for LABPPO (top) and WbLS (bottom) data. Differently colored
dashed lines refer to outgoing trajectories established using different auxiliary detectors.

both the incoming and outgoing neutron uncertainties and proton kinetic energy are shown,
as functions of energy, in Figure 6.9. The difference in resolution between the two datasets is
driven principally by the difference in the widths of measured γ time-of-flight distributions.

Due to its relatively long baseline, the incoming trajectory offers the most precise mea-
surement of neutron energy. In both datasets, it admits a resolution of . 5%, depending on
the energy scale. Outgoing paths suffer from resolutions of several percent in LABPPO, and
higher in WbLS.

The resolution on the proton recoil energy for the three different reconstruction methods
in Equation 6.3, i.e. the expressions in Equation 6.4, are shown in Figure 6.10, Figure 6.11,
and Figure 6.12, respectively. Reconstructing the recoil proton energy using the incident
neutron energy and nominal scattering angle generally provides the best available resolution,
owing to the relatively long neutron trajectory from production to target. The optimality
is corroborated by simulations performed for similar experimental geometries, such as those
described in [197].

There is ambiguity as to which beam extraction a given neutron detected in the target
cell was produced by, associated with the relatively short cyclotron extraction period of
∼ 111 ns. For comparison, the time for a 10 MeV neutron to travel from the production
target to the target scintillator cell is approximately 165 ns. A measured incoming TOF
can thus be interpreted only as measured modulo the cyclotron period. This ambiguity
is resolved by kinematically reconstructing an expected incoming TOF using the outgoing
TOF and the known scattering angle. If there is a multiple of the cyclotron period by which
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Figure 6.10: Uncertainty on proton energy calculated using the incoming neutron energy due
to neutron energy (left), scattering angle (middle), and both sources (right), for LABPPO
(top) and WbLS (bottom) data. Differently colored lines refer to trajectories established
using different auxiliary detectors.
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Figure 6.11: Uncertainty on proton energy calculated using the post-scatter neutron en-
ergy due to neutron energy (left), scattering angle (middle), and both sources (right), for
LABPPO (top) and WbLS (bottom) data. Differently colored lines refer to trajectories
established using different auxiliary detectors.
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Figure 6.12: Uncertainty on proton energy calculated as the difference between pre- and post-
scatter neutron energies due to the pre-scatter energy (left), post-scatter energy (middle),
and both sources (right), for LABPPO (top) and WbLS (bottom) data. Differently colored
lines refer to trajectories established using different auxiliary detectors.

the measured and reconstructed incoming TOFs agree to within less than 10 ns, the event
is considered kinematically consistent and the ambiguity resolved. An example distribution
showing the charge collected in the target PMT and the resolved incoming time-of-flight is
shown in Figure 6.13.

6.2.9 Proton light yield extraction
Signal events are selected by applying the kinematic consistency criteria described in Sec-
tion 6.2.8 and selecting neutron events via PID in each auxiliary detector. Two-dimensional
distributions of charge and deposited energy for the selected events are shown in Figure 6.14.
To extract the PLY relation, events are partitioned into energy bins, the widths of which are
guided by the resolution of single-scatter energy reconstruction presented in Section 6.2.8. A
representative charge is assigned to each energy bin by fitting its population of charge values
with an empirical distribution comprised of a Gaussian signal term and two exponential
background terms. The centroid of each Gaussian is the representative charge for a given
energy bin and, relative to the reference charge defined in Section 6.2.5, establishes the scale
of the relative proton light yield observed. Examples of such fits are shown in Figure 6.15;
a full collection of per-bin charge fits for each energy bin is available in Appendix D.

The fit is formulated as an unbinned maximum likelihood fit, and performed using a two-
step minimization wherein a global minimization based on a simulated-annealing technique
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Figure 6.13: Charge collected in the target PMT vs incoming time-of-flight for neutron-like
events in WbLS, which were tagged in channel 5.
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Figure 6.14: Charge collected in the target PMT vs energy deposited in the scintillator for
kinematically-consistent events in LAB+PPO (left) and WbLS (right) data.
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Figure 6.15: Distributions of charge values for kinematically consistent events, with empirical
fits overlaid, of individual proton energy bins: 4.0–4.5 MeV events in LAB+PPO (left) and
8.0–9.0 MeV events in WbLS (right). Analogous figures for all energy bins are available in
Appendix D.

(provided by SciPy [212]) is followed by a simplex-based local minimization (provided by
NLopt [213]). Uncertainties are computed using a resampling technique: the statistical
uncertainty is computed via bootstrapping [214], wherein the dataset is repeatedly refit under
resampling with replacement, and the total uncertainty, which includes systematic effects,
is computed similarly, but with analysis parameters which act as sources of uncertainty
simultaneously resampled at each iteration. The sources of systematic uncertainty included
are the experimental geometry and timing calibrations: the coordinates of the breakup
target, measurement cell, and each auxiliary detector, as well as the calibration value for
each possible neutron trajectory. Each is sampled from a normal distribution centered on its
nominal value, with standard deviations equal to its associated uncertainty. For each trial,
energy reconstruction of all events in the dataset is performed and each energy bin is refit to
extract a representative charge. This procedure generates a non-diagonal covariance matrix
reflecting correlations between energy bins, which stem from the different, but broad, energy
spectra associated with different auxiliary detectors.

6.2.10 Modeling ionization quenching
Ionization quenching refers to a reduction in scintillation output resulting from high exci-
tation and ionization densities produced by a recoiling ion in a scintillating medium. Birks
proposed the first phenomenological description for organic scintillators in 1951 [215], which
remains widely used today. For a charged particle stopping along a distance x in a scintil-
lating material, the rate of production of scintillation photons, L, is given by

dL
dx

=
S dE

dx
1 + kB dE

dx
, (6.10)
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where dE/dx is the stopping power of material to the particle, S establishes the conversion
between light produced and energy deposited in the limit of an unquenched system, and kB,
termed the Birks constant of the material, introduces nonlinearity with respect to primary
particle energy. Discrepancies have been observed between the Birks model and measured
PLY data, particularly below 1 MeV, for a variety of organic scintillators [216–218]. More
recently, it has been shown that the model fails to accurately describe the PLY of four
different samples for energies above 1 MeV when lower energy data are considered [66].
Chou extended the model by introducing an additional quenching term quadratic in the
stopping power [219] , often interpreted as accounting for energy loss through bimolecular
interactions:

dL
dx

=
S dE

dx

1 + kB dE
dx + C

(dE
dx

)2 . (6.11)

Using either model, the total photon yield for a fully stopped ion can be found by numerically
integrating the quenching relation using a table of stopping powers.

Quenching parameters are extracted by fitting each model to the measured PLY data via
χ2 minimization, with χ2 defined as:

χ2 =
∑
i,j

∆iHij∆j, (6.12)

where ∆i is given by:
∆i = (Yi − f (Ei;S, kB,C)) . (6.13)

Here, Ei and Yi are the centroid and relative PLY value of the ith proton energy bin, respec-
tively; f (E;S, kB,C) denotes the integration of the model up to energy E; and H is the
inverse of the covariance matrix of the dataset under consideration. Stopping power tables
were generated using the Stopping Range of Ions in Matter (SRIM) software package [220],
in which the stopping power of a compound material is calculated as a linear combination
of those of its atomic constituents, as suggested by [221]. For table-defined energies E, the
integral is performed using the trapezoidal rule. For non-table-defined energies, the yield
is computed by linearly interpolating between adjacent table-defined yields. Parameter un-
certainties and correlations are computed from the covariance matrix associated with the
curvature about minimum χ2.

6.2.11 Results

6.2.12 Proton light yield
The light yields of LAB+PPO and WbLS as a function of proton recoil energy are shown
in Figure 6.16 and listed in Table 6.4 and Table 6.5, respectively. The horizontal error
bars denote the energy bin widths and do not represent uncertainty. The relative PLY of
WbLS is consistently lower than that of LAB+PPO by 3.8%, although some energy bins
below 9.5 MeV are individually consistent to within 1σ. Systematic uncertainty generally
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Figure 6.16: Proton light yield of LAB + 2 g/L PPO and 5% WbLS, relative to that of
a 477 keV electron. A previous measurement of deoxygenated 2 g/L LAB+PPO by von
Krosigk et al. [196] is overlaid.
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Figure 6.17: Correlation matrices of proton light yield uncertainties in different energy bins,
for LAB+PPO (left) and WbLS (right) data.

dominates over statistical uncertainty, and is driven by the uncertainties on the experimental
geometry tabulated in Table 6.1. Correlation matrices for the proton light yield values are
tabulated in Table 6.6 and Table 6.7, and are visualized in Figure 6.17. Per-energy-bin time-
dependent results, which exhibit no systematic trends during data-taking, are available in
Appendix D.

Previous PLY measurements of several LAB+PPO formulations were performed by von
Krosigk et al. using a neutron beam at the Physikalisch-Technische Bundesanstalt (PTB)
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Energy range [MeV] Relative LY Stat. uncertainty [%] Ref. uncertainty [%] Total uncertainty [%]
2.00 – 2.25 1.57 ±0.27 ±0.84 ±4.85
2.25 – 2.50 1.87 ±0.25 ±0.84 ±4.51
2.50 – 2.75 2.16 ±0.24 ±0.84 ±4.32
2.75 – 3.00 2.48 ±0.25 ±0.84 ±4.47
3.00 – 3.25 2.82 ±0.24 ±0.84 ±4.00
3.25 – 3.50 3.14 ±0.25 ±0.84 ±3.89
3.50 – 3.75 3.46 ±0.25 ±0.84 ±3.82
3.75 – 4.00 3.82 ±0.26 ±0.84 ±3.55
4.00 – 4.50 4.33 ±0.20 ±0.84 ±3.60
4.50 – 5.00 5.08 ±0.19 ±0.84 ±3.19
5.00 – 5.50 5.80 ±0.19 ±0.84 ±3.17
5.50 – 6.00 6.57 ±0.19 ±0.84 ±2.96
6.00 – 7.00 7.74 ±0.16 ±0.84 ±2.84
7.00 – 8.00 9.38 ±0.17 ±0.84 ±2.59
8.00 – 9.00 11.05 ±0.20 ±0.84 ±2.68
9.00 – 10.00 12.72 ±0.21 ±0.84 ±2.27
10.00 – 12.00 15.09 ±0.19 ±0.84 ±1.99
12.00 – 14.00 18.56 ±0.25 ±0.84 ±1.91
14.00 – 16.00 21.86 ±0.34 ±0.84 ±1.89
16.00 – 18.00 25.71 ±0.49 ±0.84 ±1.87
18.00 – 20.00 28.84 ±0.76 ±0.84 ±1.75

Table 6.4: Light yield of proton recoils, relative to that of a 477 keV electron, in LAB + 2 g/L
PPO, and associated uncertainties (from left to right): statistical uncertainty, uncertainty
on reference charge, and total uncertainty including systematic effects.

[196]. The PTB measurement for a deoxygenated 2 g/L LAB+PPO scintillator is also shown
in Figure 6.16. The relative PLY data are systematically lower than the LAB+PPO PLY
obtained in this work by 15 − 20%. A discrepancy between the PLY of the two samples is
not unexpected, as the LAB+PPO measured at PTB was deoxygenated via bubbling with
gaseous argon, which removes molecular oxygen, whereas the sample measured in this work
was not. Such deoxygenation has been shown to impact ionization quenching [65, 222],
though the relative proton light yield would be expected to decrease in aerated samples,
opposite to the increase observed here. This is ultimately due to the preferential impact
of oxygen quenching on triplet states, given the higher fraction of delayed light for proton
recoils relative to electrons.

A number of factors may explain this discrepancy. The simple use of different integration
lengths in waveform processing can lead to significant differences in measured light yields
[198, 223]. due to differences in the scintillation temporal profiles of electrons and protons, as
well as potential variation in the proton pulse shape with recoil energy. Use of an integration
length that is too short results in a pulse integral that is not proportional to the total number
of scintillation photons. The integration length used in this work is 140 ns, which was chosen
to ensure that ≥ 95% of the light was collected. The integration length used in the PTB
measurement is not reported in [196].
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Energy range [MeV] Relative LY Stat. uncertainty [%] Ref. uncertainty [%] Total uncertainty [%]
2.00 – 2.25 1.51 ±0.58 ±2.54 ±5.68
2.25 – 2.50 1.81 ±0.45 ±2.54 ±5.15
2.50 – 2.75 2.10 ±0.43 ±2.54 ±5.23
2.75 – 3.00 2.39 ±0.40 ±2.54 ±5.05
3.00 – 3.25 2.71 ±0.37 ±2.54 ±4.78
3.25 – 3.50 3.04 ±0.37 ±2.54 ±4.66
3.50 – 3.75 3.36 ±0.40 ±2.54 ±4.49
3.75 – 4.00 3.68 ±0.38 ±2.54 ±4.45
4.00 – 4.50 4.17 ±0.28 ±2.54 ±4.25
4.50 – 5.00 4.90 ±0.29 ±2.54 ±4.18
5.00 – 5.50 5.64 ±0.28 ±2.54 ±3.92
5.50 – 6.00 6.34 ±0.28 ±2.54 ±3.90
6.00 – 7.00 7.45 ±0.24 ±2.54 ±3.88
7.00 – 8.00 9.01 ±0.24 ±2.54 ±3.60
8.00 – 9.00 10.65 ±0.25 ±2.54 ±3.35
9.00 – 10.00 12.17 ±0.27 ±2.54 ±3.39
10.00 – 12.00 14.51 ±0.26 ±2.54 ±3.10
12.00 – 14.00 17.87 ±0.32 ±2.54 ±3.01
14.00 – 16.00 21.00 ±0.39 ±2.54 ±3.14
16.00 – 18.00 24.54 ±0.64 ±2.54 ±3.05
18.00 – 20.00 27.89 ±0.90 ±2.54 ±3.14

Table 6.5: Light yield of proton recoils, relative to a 477 keV electron, in 5% WbLS, and
associated uncertainties (from left to right): statistical uncertainty, uncertainty on reference
charge, and total uncertainty including systematic effects.

The reference charge calibration also represents a potential source of bias. The electron
light yield of LAB+PPO has been shown to deviate from linearity below ∼ 400 keV [224].
The PTB group used multiple γ-ray sources and assumed perfect electron light linearity,
equivalent to fixing the offset parameter b = 0 in the model described in Section 6.2.5. For
LAB+PPO, the multi-source calibration performed in this work leads to an offset parameter,
b = 34.7 ± 1.2 keV, indicative of electron light nonlinearity. The average charge per unit
energy can be calculated for the single Compton edge fits described in Section 6.2.5. This
charge per unit energy is 5.2% greater when using the 1547 keV Compton edge from 207Bi
compared to the 477 keV Compton edge from 137Cs; this value is 6.6% greater if the 2520 keV
Compton edge from 24Na is used.

Finally, the edge characterization method employed in [196] to extract the PLY is known
to be subject to bias [198, 225]. In particular, the importance of neutron response modeling
to the PTB measurement necessitates the need to extrapolate the light yield curve to lower
energies in order to properly account for multiple neutron scatters, whereas the kinematic
consistency and signal extraction methods employed in this work are model independent.
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Bin # Bin 0 Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8 Bin 9 Bin 10 Bin 11 Bin 12 Bin 13 Bin 14 Bin 15 Bin 16 Bin 17 Bin 18 Bin 19 Bin 20
Bin 0 100.0 99.2 98.7 97.7 96.8 95.6 93.9 91.3 88.6 84.4 81.4 80.8 79.5 75.8 73.5 71.3 70.9 67.7 65.0 60.0 54.2
Bin 1 100.0 99.4 98.8 98.2 97.0 95.2 92.5 89.8 85.5 82.4 81.7 80.3 76.4 74.0 71.8 71.4 68.3 65.6 60.6 54.8
Bin 2 100.0 99.4 99.0 98.1 96.4 94.1 91.5 87.4 84.3 83.6 81.9 77.7 75.1 72.7 72.3 69.2 66.4 61.4 55.6
Bin 3 100.0 99.4 98.7 97.4 95.1 92.8 88.9 85.9 85.0 83.2 78.5 75.7 73.1 72.6 69.4 66.7 61.6 55.8
Bin 4 100.0 99.2 98.1 96.4 94.2 90.8 87.9 86.9 84.9 80.0 76.8 74.1 73.5 70.2 67.4 62.4 56.5
Bin 5 100.0 98.8 97.8 96.0 93.1 90.6 89.6 87.5 82.4 78.9 75.9 75.0 71.7 68.8 63.7 57.5
Bin 6 100.0 98.8 98.1 95.9 94.0 92.9 90.6 85.2 81.2 78.0 76.7 73.1 70.1 64.9 58.6
Bin 7 100.0 99.0 97.7 96.2 95.1 92.7 87.1 82.6 79.2 77.5 73.8 70.6 65.5 59.0
Bin 8 100.0 99.0 98.2 97.3 95.0 89.5 85.0 81.6 79.7 75.6 72.2 66.9 60.2
Bin 9 100.0 99.3 98.7 97.0 92.0 87.4 84.0 81.7 77.5 73.6 68.1 61.0
Bin 10 100.0 99.2 97.6 93.0 88.5 85.1 82.6 78.1 73.9 68.3 61.1
Bin 11 100.0 98.8 95.4 91.7 88.7 86.0 81.2 76.3 70.3 62.6
Bin 12 100.0 98.1 95.6 93.2 90.3 85.2 79.4 72.7 64.3
Bin 13 100.0 98.7 97.3 94.3 88.8 81.7 74.3 65.1
Bin 14 100.0 98.7 96.0 90.5 83.0 75.2 65.8
Bin 15 100.0 97.3 92.6 85.5 77.8 68.3
Bin 16 100.0 96.7 92.2 86.0 76.0
Bin 17 100.0 95.0 90.7 80.4
Bin 18 100.0 92.5 83.0
Bin 19 100.0 81.6
Bin 20 100.0

Table 6.6: Correlation matrix of proton light yield uncertainties in different energy bins, for
LAB+PPO data. Bins are ordered as in Table 6.4.

Bin # Bin 0 Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8 Bin 9 Bin 10 Bin 11 Bin 12 Bin 13 Bin 14 Bin 15 Bin 16 Bin 17 Bin 18 Bin 19 Bin 20
Bin 0 100.0 95.7 94.8 94.0 93.6 92.8 90.9 90.3 87.9 84.8 83.0 82.1 79.8 76.1 73.2 72.8 70.4 67.9 63.3 58.9 51.6
Bin 1 100.0 97.6 96.8 96.3 95.3 92.9 92.2 89.8 86.5 84.6 83.4 81.1 77.2 74.4 73.9 71.4 68.9 64.2 59.6 52.3
Bin 2 100.0 98.7 98.2 97.5 95.9 95.2 93.1 90.1 88.0 86.9 84.3 80.0 76.9 76.4 73.8 71.3 66.2 61.7 54.2
Bin 3 100.0 98.7 97.9 96.6 96.1 94.2 91.1 88.9 87.8 85.1 80.6 77.2 76.9 74.0 71.3 66.4 61.7 54.2
Bin 4 100.0 98.1 97.4 96.9 95.4 92.8 90.9 89.6 87.0 82.5 79.1 78.5 75.6 72.6 67.5 62.5 54.8
Bin 5 100.0 97.6 97.5 96.3 93.7 91.8 90.7 87.9 83.0 79.6 79.0 76.0 73.2 67.8 62.9 55.4
Bin 6 100.0 98.4 98.1 96.7 95.3 94.1 91.6 86.8 83.1 82.4 79.0 75.7 70.2 64.8 57.0
Bin 7 100.0 98.5 97.1 95.7 94.8 92.4 87.4 83.7 83.1 79.6 76.2 70.6 65.2 57.3
Bin 8 100.0 98.6 97.7 96.9 94.9 90.3 86.6 86.0 82.3 78.6 72.9 67.0 58.9
Bin 9 100.0 98.7 98.1 96.4 92.1 88.5 87.8 83.9 80.0 74.1 67.9 59.6
Bin 10 100.0 98.6 97.7 94.1 91.1 90.0 86.2 82.2 75.9 69.3 60.7
Bin 11 100.0 98.6 95.9 93.2 92.0 88.3 84.0 77.6 70.8 61.6
Bin 12 100.0 98.0 95.9 94.5 91.0 86.5 79.8 72.6 62.8
Bin 13 100.0 98.1 96.6 93.5 89.0 82.2 74.5 64.1
Bin 14 100.0 97.5 95.5 91.7 85.3 78.0 67.5
Bin 15 100.0 97.5 94.7 90.0 83.5 73.7
Bin 16 100.0 96.0 92.4 86.4 76.8
Bin 17 100.0 92.8 88.1 79.6
Bin 18 100.0 87.9 80.0
Bin 19 100.0 78.9
Bin 20 100.0

Table 6.7: Correlation matrix of proton light yield uncertainties in different energy bins, for
WbLS data. Bins are ordered as in Table 6.5.

6.2.13 Model compatibility
Figure 6.18 shows the best-fit quenching models for the LAB+PPO and WbLS relative pro-
ton light yield data obtained using the Birks and Chou parameterizations (see Equation 6.10
and Equation 6.11, respectively). The best-fit model parameters are listed in Table 6.8. The
Chou model provides a better fit for each material, and significant deviations are observed
for the Birks fit of the WbLS data below 3 MeV proton recoil energy. The parameter corre-
lation between S and kB in Birks’ model is 87.2% and 87.4% for the LAB+PPO and WbLS
datasets, respectively. Correlation matrices associated with the Chou model are provided in
Table 6.9.

The PLY of LAB + 2 g/L PPO (+ 15 mg/L bis-MSB, a secondary fluor) was measured
using a proton beam at the NASA Space Radiation Laboratory at Brookhaven National
Laboratory, and fit with Birks’ law in [226]. The reported best-fit Birks’ constant of kB =
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Figure 6.18: Best-fit quenching models compared to the measured PLY for LAB+PPO (left)
and WbLS (right), shown with both linear (top) and logarithmic (bottom) axes. The Birks
model fails to reproduce the low-energy behavior of both materials, which is better modeled
with the inclusion of the Chou bimolecular quenching term.

Birks Chou
LAB+PPO WbLS LAB+PPO WbLS

S [MeV−1] 2.193± 0.053 2.082± 0.071 1.963± 0.074 1.776± 0.079
kB [cm/GeV] 7.08± 0.45 5.95± 0.43 3.76± 0.91 1.65± 0.81
C [cm2/GeV2] - - 9.88± 2.74 13.30± 2.70

χ2/ndf 36.6/19 44.7/19 22.8/18 17.3/18

Table 6.8: Best-fit model parameters for the LAB+PPO and WbLS proton light yields,
relative to that of a 477 keV electron. Neither material is well modeled using the Birks
formalism, but both are adequately described using the Chou model.

(7.0± 0.1) cm/GeV) is consistent with the present result, although it should be noted that
the Brookhaven measurement was performed at energies above 20 MeV. The PTB study
investigated ionization quenching in LAB+PPO using the Chou model [196]. In that work,
scintillation light was quantified using an electron-equivalent energy in units of MeVee/MeV,
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LAB+PPO S kB C WbLS S kB C

S 100.0 93.9 -73.5 S 100.0 93.7 -70.2
kB 100.0 -87.0 kB 100.0 -84.9
C 100.0 C 100.0

Table 6.9: Correlation matrices of parameter uncertainties for the Chou quenching model,
in units of percent.

and S was fixed to a value of 1 MeVee/MeV. In this work, scintillation light was determined
relative to that produced by a 477 keV electron, which gives a value of S = (477 keV)−1 =
2.095 MeV−1 in the absence of electron light quenching. This is equivalent to the value of
S = 1 MeVee/MeV used in [196]. The best-fit model in the PTB study was consistent with
a quadratic coefficient, C, of zero, i.e., equivalent to the model provided in Equation 6.10,
although a metric directly quantifying the goodness-of-fit was not reported. In contrast, in
this work, a nonzero quadratic coefficient is preferred. The Birks constant extracted in the
PTB study, kB = 9.8 cm/GeV, is larger than that found in this work, while the fixed value
of S is smaller (though consistent to within 1σ). As the S and kB parameter errors are
positively correlated, a decrease in the estimate of S would result in a decreased estimate of
kB for the same predicted light yield. Hence, fixing S = 2.095 MeV−1 in this work would
result in a smaller value of kB for the Birks fit, representing an even larger discrepancy with
the PTB quenching parameter.

The PTB measurement extended a few hundred keV below the 2 MeV floor used in this
work, but the best-fit model failed in the high energy region, systematically predicting an
excess light yield above 12 MeV. Additional PLY measurements, particularly at lower energy
and with deoxygenated samples, would help resolve tension with the PTB study.

6.3 Precision scintillator time-profile measurements

6.3.1 Introduction
As described in Section 6.1, the scintillation emission time profile critically influences the
reconstruction of neutrino interactions in large-scale detectors. Determining the time profile
in-situ, however, is generally difficult. For example, the observed time profile is distorted by
optical effects, such as self-absorption and reemission by the scintillator itself — see, e.g. [87]
for concrete examples of this at play. Such effects are averaged over different path lengths
throughout the detector, and as such cannot be generally be factored out of the observed
timing. Scintillator time profiles hence must be measured ex-situ, using relatively small
volumes.

The scintillation time profile of two-component systems, containing a primary solvent
and secondary fluor, are typically modeled as a sum of exponentially-decaying terms, each
modified by a common “rise time,” which accounts for excitation of fluor molecules via



84

non-radiative energy transfer from solvent molecules, as described in [65]:

S (t) =
N∑
i=1

Ai
e−t/τi − e−t/tR

τi − tR
, (6.14)

N∑
i=1

Ai = 1, (6.15)

where t is the time of photon emission relative to solvent excitation, τi are the lifetimes of the
N observable decay modes, tR is the rise time, and S is normalized so that

∫∞
0 dt′ S (t′) = 1.

The theory of organic scintillators usually associates the observed scintillation with pri-
mary excitation and ionization of π-electrons [65]. Direct excitation is into a singlet state; in
the case of full ionization, electron pairs recombine preferentially into a relatively long-lived
triplet state [65]. The larger stopping power for heavier ions, such as αs relative to elec-
trons, thus translates to a higher proportion of triplet states, and hence a generically slower
scintillation time profile. This is the basis for timing-based PID, which allows for a priori
background rejection, without reliance on any spectral features.

In order to enable explorations timing-based PID capabilities, the time profiles of WbLS
and LAB+PPO samples in response to both electrons and α particles were measured. Mea-
surements of the response to electrons were made for 1%, 5%, and 10% WbLS formulations,
as well as LAB loaded with PPO at 0.6 g/L, 1.5 g/L, and 2.0 g/L. Measurements in response
to α particles were made for 5% and 10% WbLS formulations, and LAB + 2 g/L PPO.

6.3.2 Experimental setup and waveform processing
The experimental setup used to measure the emission time profiles, shown in Figure 6.19,
is built around a 1-inch right cylindrical acrylic vessel, which contains a hollow volume
in which the sample under study resides. There is no top face to the vessel; instead, a
radioactive button source, purchased from Spectrum Techniques [227], acts as a lid for the
container. Such a windowless design is necessary for α measurements — even a thin acrylic
window will stop the majority of decay αs before entering the sample. For electrons, the
windowless design has the benefit of maximizing the energy deposited in the sample, allowing
for maximal Cherenkov light collection.

The acrylic vessel is viewed by a collection of photodetectors, namely two PMTs and one
Large-Area Picosecond Photodetector (LAPPD), which operate in tandem to measure the
emission time profile. Each PMT is a Hamamatsu H11934-200 [229], which operate with
individual time resolutions of ∼ 115 ps. One PMT, termed the “trigger PMT,” is directly
coupled to the outer surface of the acrylic vessel using EJ-550 optical grease [230], and for
a typical source decay detects multiple photons. The other PMT is placed at a standoff
distance from the sample, such that for a typical decay, on average less than one photon
is detected. The sample itself sits on top of the face of the LAPPD, which is produced
by Incom [231]. The face of the LAPPD glass is masked off, with only a residual hole of
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Figure 6.19: Experimental setup used in scintillator time profile measurements, exemplifying
a sample, β-decay source, and available photoedetectors. Figure borrowed from [228].

∼ 1 mm diameter open to light, to similarly reduce the occupancy of the LAPPD to less
than one photon per event.

Signals from all photodetectors are digitized using a CAEN V1742 [232] collecting 1024
samples each at 5 GS/s, and triggering is accomplished by applying a fixed threshold to
the trigger PMT signal. Waveforms are processed to identify pulses by first applying a
5 mV threshold to each signal; if a signal is above-threshold, a time value is assigned ac-
cording to the following: for the trigger PMT, waveforms from which are comprised of
multi-photoelectron (multi-PE) pulses, the time value is the threshold-crossing time of a
3 mV threshold, which corresponds to the time-of-arrival of the first detected photon; for
the single-PE PMT and LAPPD, waveforms from which contain a single pulse associated
with a single photon, time values are calculated using a constant-fraction-discrimination
(CFD) algorithm — specifically, the time value is defined as the time at which the waveform
reaches 60% of its maximum amplitude. Further details relevant in defining “a time value”
for LAPPD data are given in Appendix E. The use of a CFD time for the single-PE chan-
nels improves the effective time resolution by suppressing the effects of electronic noise on
waveform processing, whereas the use of a constant-threshold time for the multi-PE trigger
channel allows for the system reference time to be interpreted as the time of the first de-
tected photon, which, as discussed below, is important for modeling the system response. A
charge value is assigned to each waveform by integrating the waveform over a 120 ns window
following the arrival of the pulse. Examples of single- and multi-PE waveforms are shown in
Figure 6.20.

For electron measurements, the radioactive source employed was an effective 90Y source:
the active material contains 90Sr, which β-decays to the ground state of 90Y with a 29-year
half-life and Q-value of 546 keV, which itself decays with a 64-hour half-life and Q-value
of ∼ 2.3 MeV. The primary strontium decays are removed from analysis using a cut on
trigger PMT charge, which is discussed below. For α particle measurements, a sample of
210Po was employed, which overwhelmingly decays directly to the ground state of 206Pb via
the emission of 5.3 MeV α, with a half-life of 138 days.



86

0 50 100 150 200
Time [ns]

10

8

6

4

2

0

2

Vo
lta

ge
 [m

V]

LAPPD left
LAPPD right
SPE PMT

0 50 100 150 200
Time [ns]

800

600

400

200

0

Vo
lta

ge
 [m

V]

Trigger PMT

Figure 6.20: Example single-PE waveforms from the LAPPD and SPE PMT (left), and
multi-PE waveform from the trigger PMT (right), sampled from 90Sr data taken with a LAB
+ 2 g/L PPO target.

6.3.3 Analysis strategy
The emission time profile of each sample under study is determined by fitting an analytic
model to the observed time profile, with particular attention paid to the form of the system
response, which is determined by the trigger scheme. At the finest level of detail, this entails
both modeling the effect on the system response of the occupancy levels of the trigger PMT
and the independent determination of the occupancy levels — though this level of precision
is only necessary in certain regimes, and approximations can be made in others. With the
form of the response taken as input, however, its dependence on the scintillation emission
time profile can be modeled. This improves sensitivity to the scintillation rise time, which
is often degenerate with features of the system response, and is important in assessing the
purity of detected Cherenkov light, emitted when the rise time dominates the strength of
scintillation emission.

The distribution of observed, or “measured,” SPE photodetector times, relative to the
system trigger, can conceptually be written as

M (t) = P (t)⊗R (t)� T (t)⊗ δ (t− t0) (6.16)

where P is the emission time profile; R is the response function of the photodetector; T is
the trigger profile, i.e. the distribution of times between data acquisition triggering and the
deposition of energy into the sample; t0 is an overall system delay; ⊗ denotes convolution,
i.e. F ⊗ G =

∫ +∞
−∞ dt′F (t′)G (t− t′); � denotes truncated anticonvolution, i.e. F � G =∫ +∞

0 dt′F (t+ t′)G (t′); and all operators are applied in the order reading from left to right.
The anticonvolution with the trigger profile must be truncated to respect causality, as the
system cannot trigger before any photons are detected. The photodetector response function
R is approximately Gaussian for both the PMTs and LAPPD [229, 233], but the trigger
profile T is, in general, asymmetric. Details of the techniques used to model the trigger
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profile are given in Section 6.3.4; what is important, generally, is that its shape depends on
the emission time profile of the sample, which should be accounted for when modeling the
shape of the observed time profile.

Details of the emission time profile, P , depend on the nature of the sample and source.
For α particles, which here are far below the threshold for Cherenkov production, P (t) =
f · S (t) + (1− f) · U (t), where f is the fraction of events due to scintillation light, S
is the scintillation emission time profile defined in Equation 6.15, and U (t) is a uniform
distribution, which models the constant “dark rate” of pulses generated by thermal electrons
inside the photodetector, which are uncorrelated with source decays. That is, for an analysis
window of length w,

U (t) = 1
w
. (6.17)

The emission time profile of electrons is defined similarly, with an additional term (and
accompanying fractional weighting) to model the presence of Cherenkov light: the time
scale for Cherenkov production is at the level of picoseconds, far below the scale of other
shape features, and we thus approximate the Cherenkov component as a simple δ-function,
δ (t). For both electrons and α particles, we allow for two scintillator deexcitation modes
(i.e. N = 2 in Equation 6.15).

Given this model and a histogram of observed time values, we define the joint negative
log-likelihood of the photodetectors participating in the measurement, often simply referred
to as “the likelihood” for brevity, as

− logL =
∑

photodetectors j

∑
bins i

µ
(j)
i − n

(j)
i + n

(j)
i log

(
n

(j)
i

µ
(j)
i

)
, (6.18)

where µ and n are the expected and observed counts in a bin, respectively, and i and j label
the histogram bins and photodetectors used in the measurement, respectively. In the limit
that the bin widths are small in comparison to the shape features of the model, the expected
counts for a bin centered with center time t and width ∆ and can be approximated as

µ =
∫ t+ 1

2 ∆

t− 1
2 ∆

dt′M (t′) ≈M (t) ·∆, (6.19)

which aids in evaluating the likelihood quickly and, ideally, analytically. The parameters of
the emission time profile are then determined by minimizing the joint likelihood.

6.3.4 Modeling the trigger profile
The reference time used in these measurements is, conceptually, the time that the first photon
reaches the multi-PE trigger PMT. The trigger profile T (t), is the distribution of such times
relative to the energy deposition in the sample, and as such is a function of the emission
time profile: the longer the time scale on which a scintillator emits light, the more time
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typically elapses before the system triggers. To be precise, T can be written in terms of the
first order-statistic (see, e.g., [234] for mathematical context) of the emission time profile P –
that is, given n photons detected by the trigger PMT, the probabilty density function of the
time the first detected photon. This can be written analytically: if Q (t) is the cumulative
distribution function associated with the probability distribution function P (t), then the
first order-statistic of P given n detected photons is

P
(n)
1 (t) = nP (t) (1−Q (t))n−1 . (6.20)

Using a scintillation time profile with a principal decay time of τ1 = 3 ns as an example,
the trigger profiles and resultant observed timing distributions in a single-PE photodetector
are shown for a variety of increasing trigger occupancies in Figure 6.21. Two features are
apparent: first, that the trigger profile narrows and becomes more symmetric as the trigger
occupancy increases; and second, that the degree of symmetry of the trigger profile correlates
with the slope of the rising edge of the observed time profile. The latter observation is critical
when interpreting scintillator rise time estimates and Cherenkov/scintillation separation in
such small-scale setups.
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Figure 6.21: Example trigger profiles (left) and observed time profiles (right) for increasing
trigger occupancy levels, for a pure scintillation emission time profile with the following
parameters: tR = 100 ps, τ1 = 3 ns, τ2 = 15 ns, A1 = 0.75. As the trigger occupancy
increases, the trigger profile becomes symmetric, and the rising edge of the observed time
profile steepens.

In the electron measurements presented here, accomplished using 90Y β-decays, high-
enough light levels are available in which the trigger profile can be approximated as a Gaus-
sian with a single free parameter, the standard deviation. Data in this regime is selected for
analysis by means of a cut on the trigger charge, which removes the primary strontium and
low-energy yttrium decays from analysis. The lower bounds on the trigger charge employed
for each material are listed in Table 6.10. In this regime, Equation 6.16 can be evaluated
analytically, using the expressions presented in Appendix F.
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WbLS LAB+PPO
1% WbLS 5% WbLS 10% WbLS 0.61 g/L 1.1 g/L 2.0 g/L

Trigger charge cut [pC] > 14.0 > 18.1 > 25.7 > 25.7 > 25.7 > 25.7

Table 6.10: Lower bound on charge collected in trigger PMT in electron data, to remove
low-energy yttrium and strontium decays from analysis. Lower values are used for 1% and
5% WbLS to recover statistics from the body of the β spectrum and establish reasonably-
sized data sets.

For measurements of α particles, which produce significantly less light than electrons,
owing to differences in energy deposition in the sample, the Gaussian approximation does
not hold and more detailed modeling is necessary. If the trigger PMT operated at a fixed
occupancy, then the trigger profile would simply be the first order-statistic defined in Equa-
tion 6.20. In practice, however, the number of photons collected by the trigger PMT is not
constant, but varies event-to-event. This owes fundamentally to Poisson statistics, but there
are higher-order effects which contribute to a non-Poisson shape, such as energy losses of the
α in the air and source surface, as well as contamination of thermal photoelectrons (“dark
hits”) which are uncorrelated with the scintillation response. If Wi is the fraction of events in
which the trigger PMT detected i photons, then the trigger profile can be written generally
as

T (t) = R′ (t)⊗
∞∑
n=1

WnP
(n)
1 (t) , (6.21)

∞∑
n=1

Wn = 1, (6.22)

where R′ (t) is the response function of the trigger PMT. The occupancy fractions (or oc-
cupancy spectrum) {Wi} can be determined by calibrating the SPE charge of the trigger
PMT, as described in Section 6.3.5, and fitting the observed multi-PE charge spectrum dur-
ing data-taking, as described in Section 6.3.6. With this formulation, the anticonvolution in
Equation 6.16 is then evaluated numerically, modeling the combined photodetector response
of the two PMTs, R ⊗ R′, as a Gaussian with σ =

√
2 · 115 ps ≈ 163 ps, corresponding to

the combined response of two identical devices operating at manufacturer specification [229].
The remaining dependence of the trigger profile T (t) = T (t; tR, τ1, τ2, A1) on the candidate
emission time profile, however, is explicitly modeled.

6.3.5 Trigger PMT Calibration
In order to determine the distribution of trigger PMT occupancies, as described in Sec-
tion 6.3.6, the SPE charge response of the trigger PMT must be parameterized and cali-
brated. This was accomplished using single-photon pulses provided by a blue LED. The
LED was pulsed so as to establish a low detection rate in the trigger PMT, which suppresses
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multiphoton contamination. Charge values were computed from the resulting waveforms
using an integration window of 18 ns, which captures the full width of SPE pulses but cir-
cumvents the degradation in resolution intrinsic to integrating over longer widnows, due to
the inclusion of more electronic noise. No threshold is applied to the data so as to avoid
biasing the calibration.

The distribution of SPE charge is shown in Figure 6.22, and is fit with a two-Gaussian
model, corresponding to pure noise, i.e. empty waveforms, and a single-photon signal. This
simple model adequately describes the observed charge distribution with best-fit signal pa-
rameters of µ = (0.731± 0.009) pC and standard deviation σ = (0.538± 0.007) pC; these
values are consistent with cross-check calibrations performed using longer integration lengths,
though the latter provide weaker constraints due to the higher level of electronic noise in-
cluded in the integration.
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Figure 6.22: Distributions of trigger PMT charge when flashing an LED, calculated using
18 ns integration window.

6.3.6 Determining the Occupancy Spectrum
The trigger occupancy spectrum, i.e. the distribution of the number of photons detected by
the trigger PMT, can be extracted from the trigger PMT charge spectrum collected during
data-taking, given models for both the SPE charge response and charge summation. As
discussed in Section 6.3.5, the distribution of SPE charge q is approximately a Gaussian
function G (q;µ, σ), with mean µ and standard deviation σ. We assume that SPE pulses
add perfectly linearly, so that the charge response associated with an n-PE pulse is also a
Gaussian G (q;nµ,

√
nσ) in accordance with the central limit theorem. Given an observed
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distribution P (q) of charge q, we can write

P (q; {Wi}) =
∞∑
n=1

WnG
(
q;nµ,

√
nσ
)

(6.23)

as a sum over multi-PE charge distributions, and identify the fractions {Wi} with those
which appear in Equation 6.22.

Regarding the fractions {Wi} as free parameters, Equation 6.23 can be fit to the dis-
tribution of trigger PMT charge observed during data-taking. The fit is formulated as a
least-square-difference minimization between the binned charge data and model. In prac-
tice, the infinite sum must be truncated at some finite maximum mode, nmax. In developing
the results presented in this work, several choices for nmax were used, and it was found that
the fit results are robust to changes to the exact value, as long as the mean charge of the
maximum mode, nmaxµ, is well-above the endpoint of the observed charge distribution. The
high dimensionality associated with the generality of this model (choosing nmax = 200, for
example, requires a 200-dimensional minimization) is dealt with by evaluating the model us-
ing the JAX [235] library, which allows the cost function, C0, to be differentiated analytically
via automatic differentiation. This allows for efficient minimization using gradient descent,
without the presence of the numerical error which accrues when approximating the gradient
using finite difference methods. In this work, we employ a basin-hopping algorithm, in which
simulated annealing is applied to repeated local gradient-descent-based minimizations.

It was observed that the best-fit occupancy spectra exhibit oscillatory behavior, wherein
the preferred occupancy varies between several local maxima and minima, as opposed to a
unimodal distribution, as might be expected from a monoenergetic source. This is believed
to be an artifact of imperfect minimization owing to the combinatorics of high-dimensionality
and large correlations between neighboring occupancy modes, intrinsic to the general model
defined by Equation 6.23: because neighoring occupancies are nearly-degenerate, there are
many minima, which we term “impostor minima,” in which one occupancy representative of
its neighborhood contains an excess weighting, but only one minima where the weighting is
correctly allocated between neighboring modes. Whether the minima identified are sufficient
to properly model the trigger response was studied by manually enforcing unimodality in
the occupancy spectrum via a constraint term in the cost function, which penalizes spectra
according to the difference between neighboring modes. That is, we instead minimize a
penalized cost function

Cλ ({Wi}) = C0 + λ
∞∑
n=1

(Wn+1 −Wn)2 , (6.24)

where the penalization strength λ controls level of constraint on the spectrum shape: λ = 0
results in the ordinary least-squares cost function defined previously, whereas in the limit λ→
∞ the preferred occupancy spectrum is uniform across all allowed modes. The scintillation
time profile results presented in this work are robust to machine precision for different choices
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of λ spanning 10 orders of magnitude, indicating that the small difference between the
impostor and true global minima is below the sensitivity of our timing data to the trigger
profile.

Observed trigger charge spectra and best-fit models are shown in Figure 6.23, which
demonstrate that a single Gaussian adequately models the SPE charge response. A small
mismodeling is present in the transition region between pure noise and SPE pulses, which this
does not affect this analysis as the dta is collected in a strictly multi-PE regime, wherein the
small discrepancy is further suppressed by repeated self-convolutions of the SPE spectrum
with itself. Best-fit occupancy spectra, for a selection of penalization strengths, are shown
in Figure 6.24. Note that the heavily penalized spectra interpolate the weakly penalized
spectra, but maintain probability mass is the same occupancy regions.
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Figure 6.23: Distribution of trigger PMT charge during α data-taking, with best-fit multi-PE
charge model overlaid, for 5% WbLS (left), 10% WbLS (middle), and LAB+PPO (right).
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Figure 6.24: Best-fit spectra of trigger PMT occupancies during α data-taking, for 5% WbLS
(left), 10% WbLS (middle), and LAB+PPO (right), under different modality-penalization
strengths.

6.3.7 Results
The collected timing data and best-fit time profile models are shown for electrons in WbLS
and LAB+PPO samples in Figure 6.25 and Figure 6.26, respectively, and for α particles in
Figure 6.27. The best-fit model parameters are listed in Table 6.11 and Table 6.12.
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Of particular note are the features of the Cherenkov light observed in the electron data.
The value of the effective system resolution in each channel, σX , is determined principally by
the shape of the observed Cherenkov contribution, and decreases with increasing scintillator
fraction in WbLS samples, or PPO concentration in pure-LAB based samples. This is
due to the increased scintillation light yield in higher-loaded samples, which increases the
trigger occupancy and hence narrows the trigger profile, as described in Section 6.3.4. The
magnitude of the Cherenkov contribution follows the reverse trend, in that samples with
lower-scintillator/fluor loadings naturally produce less scintillation light, and the Cherenkov
contribution is more pronounced. This leads to improved Cherenkov selection, as quantified
in Section 6.3.8. Note also that the PMT detects less Cherenkov light, in all cases, than
does the LAPPD — this is due to the geometry of the setup, wherein the β is, on average,
directed downward toward the LAPPD.
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Figure 6.25: Distribution of detected times relative to trigger, with best-fit
Cherenkov/scintillation model overlaid, for 1% (top), 5% (middle), and 10% (bottom) WbLS
data, in the peak region of the LAPPD (left), full analysis window of the LAPPD (middle),
and full analysis window of the timing PMT (right).
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Figure 6.26: Distribution of detected times relative to trigger, with best-fit
Cherenkov/scintillation model overlaid, for LAB loaded with PPO at 2.0 g/L (left), 1.1 g/L
(middle), and 0.61g/L (right), in response to electrons, in the LAPPD (top) and PMT (bot-
tom) channels.

WbLS LAB+PPO
1% 5% 10% 0.61 g/L 1.1 g/L 2.0 g/L

σL [ps] 334+4
−4 298+4

−3 273+3
−3 390+8

−8 317+8
−10 294+11

−12
σP [ps] 495+13

−7 381+8
−5 372+5

−4 373+13
−16 370+9

−34 341+16
−12

fC,L [%] 38.8+0.7
−0.6 22.3+0.5

−0.5 16.1+0.3
−0.3 4.6+0.1

−0.2 4.3+0.2
−0.2 4.2+0.3

−0.3
fC,P [%] 22.4+1.9

−1.0 8.4+1.5
−0.7 6.2+0.6

−0.6 1.2+0.2
−0.2 2.5+0.2

−0.7 2.1+0.5
−0.5

τR [ps] 270+26
−20 209+10

−11 276+7
−7 756+19

−17 672+28
−14 577+17

−20
τ1 [ns] 2.22+0.02

−0.02 2.25+0.01
−0.01 2.36+0.01

−0.01 8.77+0.08
−0.09 7.15+0.07

−0.08 5.06+0.07
−0.05

τ2 [ns] 17.7+1.3
−1.1 23.5+1.0

−0.9 22.8+0.7
−0.7 28.9+0.9

−0.9 25.7+1.1
−1.1 23.1+1.1

−0.8
A1 [%] 95.6+0.3

−0.3 94.8+0.1
−0.1 94.9+0.1

−0.1 80.9+0.8
−0.8 87.8+0.7

−0.7 78.6+0.8
−0.6

χ2 2967.6 3031.1 3373.2 2586.8 2563.2 2664.1
ndf 2388 2388 2388 2388 2388 2388

Table 6.11: Best-fit electron time profile model parameters for WbLS and LAB+PPO sam-
ples. Subscripts L and P refer to the LAPPD and PMT channels, respectively; σ refers to
the effective system resolution; and fC refers to fractional contribution of Cherenkov light.

6.3.8 Cherenkov/Scintillation Separation
It is instructive to quantify the level of Cherenkov/Scintillation separation achievable for
electron interactions in each material, so as to gain insight into how different materials
may compare when deployed in a hybrid detector aiming to use advanced reconstruction
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Figure 6.27: Distribution of detected times relative to trigger, with best-fit scintillation model
overlaid, for 5% WbLS (left), 10% WbLS (middle), and LAB+PPO (right), in response to
α radiation, in linear (top) and logarithmic (bottom) scales.

5% WbLS 10% WbLS LAB + 2 g/L PPO
τR [ps] 169+15

−15 129+13
−13 709+49

−49
τ1 [ns] 1.82+0.01

−0.01 1.92+0.01
−0.01 4.13+0.13

−0.13
τ2 [ns] 24.7+0.8

−0.8 26.1+0.5
−0.5 20.3+0.8

−0.8
A1 [%] 89.6+0.1

−0.1 88.1+0.1
−0.1 79.8+0.4

−0.4
χ2 1430.3 1685.0 1316.3

ndf 1194 1194 1194

Table 6.12: Best-fit α time profile model parameters for WbLS and LAB+PPO samples.

techniques. The appropriate metric is context-dependent — depending on how photon clas-
sification is achieved, what is considered “optimal” may change. For example, applying
spectral sorting in a pure scintillator detector may be more tolerant to losses of scintillation
light, since it is relatively abundant compared to a WbLS deployment. Because only timing
information is considered in this work, we consider the performance achieved with classifica-
tion using a simple timing-cut: for a threshold time tc, we classify light arriving with t < tc
as Cherenkov light, and at later times t ≥ tc as scintillation light. Under this classification
method, we calculate the maximum statistical significance of the selected Cherenkov light as
a metric for separation. This significance, and the associated Cherenkov purity, is compared
across different materials. To be concrete, we define C (t) and S (t) as the Cherenkov and
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scintillation time profiles comprising the best-fit models of Section 6.3.7, and determine

tc = max
t

∫ t
−∞C (t′) dt′√∫ t

−∞ (C (t′) + S (t′)) dt′
, (6.25)

from which we calculate an associated purity

P =
∫ tc
∞ C (t′) dt′∫ t

−∞ (C (t′) + S (t′)) dt′
. (6.26)

This is performed independently for the time profiles observed in the LAPPD and PMT,
which reflect “best-case” and “baseline” levels of performance, respectively, owing to the
different timing characteristics and geometric Cherenkov acceptances of the two photode-
tectors. The significances, as a function of the timing cut value, are shown in Figure 6.28,
and the optimal significances and associated purities are listed in Table 6.13 and Table 6.14.
The dominant determinant of the Cherenkov significance and purity is, naturally, the scin-
tillation light yield of the material. Secondary is the rise time of the scintillator, as slower
rise times allow for a longer Cherenkov-dominant regime and more generous selection cut to
be used. The PMT exhibits lower performance than the LAPPD principally because of the
lower geometric acceptance, but also because of its relatively poor timing resolution.

It should be noted that, while the normalized-significance and purity quantities provide
a comparison between different materials, care should be taken in extrapolating to different
scenarios, such as large-scale detectors. Putting aside time profile distortions from optical
effects, the significance, being a statistical quantity, scales proportionally with

√
N , where

N is the total number of photons collected in any detector deployment, and this depends on
many factors: the light yield of the material, the length scales present in and photocoverage
of the detector, etc. The purity is properly normalized across light levels, and so offers a
more transparent extrapolation in certain scenarios, though care should still be taken to
consider how optical effects may impact the observed timing, and e.g. the absolute amount
of Cherenkov light collected.

WbLS LAB+PPO
1% 5% 10% 0.61 g/L 1.1 g/L 2.0 g/L

tc [ps] 553 409 352 500 387 352
Significance /

√
N 0.548 0.383 0.319 0.174 0.165 0.162

Purity [%] 81.6 71.7 70.3 73.1 71.1 69.9

Table 6.13: Maximal statistical significance of Cherenkov selection, and associated Cherenkov
purity, for electron time profiles detected in WbLS and LAB+PPO samples using the
LAPPD. The cut time tc is defined relative to the peak of the Cherenkov time profile.
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Figure 6.28: Statistical significance of Cherenkov selection, as a function of the timing cut
value, for WbLS and LAB+PPO samples observed with the LAPPD (left) and PMT (right).
The dashed lines denote the optimal cut value for each material.

WbLS LAB+PPO
1% 5% 10% 0.61 g/L 1.1 g/L 2.0 g/L

tc [ps] 596 333 296 304 346 293
Significance /

√
N 0.351 0.174 0.144 0.072 0.110 0.095

Purity [%] 61.8 44.6 42.4 52.1 57.8 53.2

Table 6.14: Maximal statistical significance of Cherenkov selection, and associated Cherenkov
purity, for electron time profiles detected in WbLS and LAB+PPO samples using the PMT.
The cut time tc is defined relative to the peak of the Cherenkov time profile.

6.4 Summary of R&D measurements
The development of new technology, generally, is an iterative process — prototype behavior
must be characterized and assessed for fitness, before refining the design to iterate closer to
an optimum. In the case of material formulation for hybrid Cherenkov/scinllation neutrino
detectors, assessment for fitness includes Monte Carlo simulations of detector performance
and medium-scale deployments in a real detector, both of which require material characteri-
zations as input. We have presented measurements of the scintillation light yield in response
to protons and the scintillation time profile in response to electrons and α particles, for
samples of WbLS and LAB+PPO, the former being a candidate for hybrid detection. This
includes the first demonstration of high-purity Cherenkov selection in WbLS, using only tim-
ing information. Such high-purity selection is a prerequisite for directional reconstruction,
one of the core goals of hybrid technology. The quantitative results of this characterization,
in conjunction with additional measurements of the scintillation light yields in response to
electrons and α particles, are currently being used as input to simulations and analysis of
data from Eos, a ton-scale detector which will demonstrate advanced reconstruction using
hybrid detection technology [95], as well simulations to predict the performance of Theia,
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a tons-of-kiloton-scale hybrid detector currently under design which will address a broad
physics program [37].
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Chapter 7

Concluding Remarks

Once thought to have been inconsequential beyond the nature of β-decay spectra, neutrinos
have come to support a vast research program, spanning fundamental physics to terrestrial
applied science and searches for new astrophysical phenomena in the cosmos. The resolu-
tion of the SNP at the turn of the century revealed the first definitive shortcoming of the
Standard Model of Particle Physics, the correction for which the scientific community is
still in pursuit of. In the years since, the nature of neutrino flavor transformation has been
robustly characterized and quantified to a precision level. This means that, on the one hand,
the detection of neutrinos can confidently be used as a probe of both man-made and nat-
ural phenomena, inluding nuclear reactor activity and astrophysical processes and, on the
other, that future experimental programs will be limited intrinsically by their backgrounds
and detector designs. This dissertation addresses both limitations in presenting a charac-
terization of the dominant cosmogenic background in large-scale neutrino detectors using a
new target material, a search for new astrophysics manifesting as high-energy antineutrinos,
and a lab-scale R&D program toward hybrid detector technology via characterization of the
scintillation properties of WbLS.

The measurement of cosmogenic neutrons in SNO presents a distinct data point — while
systematic studies of neutron production in muon interactions in have been performed in
high-Z / thin-geometry targets, little is known about its general nature over large length
scales, and virtually all existing studies utilize similar organic liquid scintillators as target
media. The neutron yield result from SNO offers both a novel test point for nuclear modeling,
as the deuteron is uniquely the most weakly bound of all stable nuclei, and establishes the first
in a program of measurements to be made in the same detector, as the SNO+ experiment has
completed operations with pure water and is currently operating with a liquid scintillator.
The eventual establishment of three data sets taken with three different materials in the
same detector will allow for the first systematic study of the neutron production rate as a
function of material over large distances, which will doubtless be of use in the design and
analysis of data from ultra-large-scale detectors with exchangeable target material, such as
Theia.

Farther from Earth, impressive high-energy processes occurring out in the universe have
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made themselves known via new experimental signatures, including neutrinos. This, coupled
with the absence of significant signals of dark matter in direct-detection, collider-based, and
indirect optical measurement campaigns have positioned neutrinos as a modern candidate
for probing the presence of dark matter indirectly, either as annihilation products of new
particles or Hawking radiation from black holes formed early in the universe. The search
for an excess of high-energy antineutrinos in SNO+ has yielded no significant excess above
background, consistent with the results of previous searches, but the two events detected are
outside of the energy ranges considered in previous work and are closely-spaced in energy.
The interpretation of this spectral feature must be deferred to after the accumulation of
more data, which will be achieved with increased livetime and an expanded fiducial volume
made available by improved reconstruction algorithms.

Finally, the dream of a hybrid optical detector, which consciously detects both Cherenkov
and scintillation photons to be treated preferentially with novel reconstruction techniques,
is fast becoming a reality. As part of a larger campaign to develop high-timing-resolution
photodetectors suitable for a large detector volume, and spectral sorting devices to pro-
duce Cherenkov- and scintillation-rich data streams chromatically, using optical hardware,
characterization of candidate scintillators to be used as target material is underway.

The investigation both of new formulations, such as WbLS, and conventional scintillator
cocktails, such as LAB+PPO, using state-of-the-art LAPPD technology has demonstrated
an impressive level of Cherenkov/scintillation separation, using timing information alone, at
the benchtop scale — and such results will only improve with refinements to the material
composition and in combination with spectral sorting. Such Cherenkov/scintillation sepa-
ration is key to achieving directional reconstruction in a scintillator detector, which then
enables the selection of a high-purity signal in real detector data, for applications including
searches for neutrinoless double-β decay, solar neutrinos, and potentially reactor neutrino
monitoring.

The scintillation time profiles of both WbLS and LAB+PPO samples in response to
electrons and α particles have been measured, which is a prerequisite for modeling real
detectors and performing event reconstruction. Differences in the time profiles can be used to
distinguish between the two species, enabling background rejection via particle-identification,
studies of which are ongoing. Additionally, the scintillation light yields in response to protons
have been measured using the 88-Inch Cycltron at LBNL, which enables flavor-inclusive
spectral measurements of supernova neutrinos via ν − p elastic scattering, and enhances
reactor neutrino measurements by allowing for efficient rejection of fast neutron backgrounds.

The results of the measurements presented in this work advance the sensitivities of future
detectors by enabling more accurate predictions of background rates and studies of signal
selection, on the basis of vertex and directional reconstruction. As part of a larger hybrid
R&D campaign, the characterization of scintillation properties of WbLS have led to imminent
ton-scale demonstrations of hybrid technology. This includes deployment of WbLS in the
ANNIE detector, and the construction of the Eos detector, both of which will adapt the
results of this lab-scale work to prepare for scaling to larger volumes.
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Appendix A

GENIE systematic uncertainties

The input parameters to GENIE which are considered sources of uncertainty are listed in
Table A.1. The prompt-energy-bin-wise correlations are shown in Figure A.1.

0 20 40 60 80
Reconstructed prompt energy [MeV]

0

10

20

30

40

50

60

70

80

R
ec

on
st

ru
ct

ed
 p

ro
m

pt
 e

ne
rg

y 
[M

eV
]

20

30

40

50

60

70

80

90

100

C
orrelation [%

]

Figure A.1: Correlation matrix of bin-wise correlations of systematic uncertainties on atmo-
spheric neutrino event rates.
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GENIE identifier Description
MaNCEL NCEL axial mass, affects dσNCEL/dQ2 both in shape and normalization
EtaNCEL NCEL η, affects dσNCEL/dQ2 both in shape and normalization

NormCCQE Energy-independent CCQE normalization
NormCCQEenu Energy-dependent CCQE normalization

E0CCQE CCQE E0 running axial mass, affects dσCCQE/dQ2 both in shape and normalization
ZNormCCQE Energy-independent CCQE Z-expansion CCQE normalization
ZExpA1CCQE CCQE Z-expansion coefficient 1, affects dσCCQE/dQ2 both in shape and normalization
ZExpA2CCQE CCQE Z-expansion coefficient 2, affects dσCCQE/dQ2 both in shape and normalization
ZExpA3CCQE CCQE Z-expansion coefficient 3, affects dσCCQE/dQ2 both in shape and normalization
ZExpA4CCQE CCQE Z-expansion coefficient 4, affects dσCCQE/dQ2 both in shape and normalization
NormCCRES CCRES normalization
MaCCRES CCRES axial mass, affects dσCCRESdWdQ2 both in shape and normalization
MvCCRES CCRES vector mass, affects dσCCRESdWdQ2 both in shape and normalization

NormNCRES NCRES normalization
MaNCRES NCRES axial mass, affects dσNCRESdWdQ2 both in shape and normalization
MvNCRES NCRES vector mass, affects dσNCRESdWdQ2 both in shape and normalization
MaCOHpi Axial mass in coherent π production
R0COHpi R0 in coherent π production

NonRESBGvpCC1pi Non-resonant CC νp background 1-π weighing
NonRESBGvpCC2pi Non-resonant CC νp background 2-π weighing
NonRESBGvpNC1pi Non-resonant NC νp background 1-π weighing
NonRESBGvpNC2pi Non-resonant NC νp background 2-π weighing
NonRESBGvnCC1pi Non-resonant CC νn background 1-π weighing
NonRESBGvnCC2pi Non-resonant CC νn background 2-π weighing
NonRESBGvnNC1pi Non-resonant NC νn background 1-π weighing
NonRESBGvnNC2pi Non-resonant NC νn background 2-π weighing

NonRESBGvbarpCC1pi Non-resonant CC ν̄p background 1-π weighing
NonRESBGvbarpCC2pi Non-resonant CC ν̄p background 2-π weighing
NonRESBGvbarpNC1pi Non-resonant NC ν̄p background 1-π weighing
NonRESBGvbarpNC2pi Non-resonant NC ν̄p background 2-π weighing
NonRESBGvbarnCC1pi Non-resonant CC ν̄n background 1-π weighing
NonRESBGvbarnCC2pi Non-resonant CC ν̄n background 2-π weighing
NonRESBGvbarnNC1pi Non-resonant NC ν̄n background 1-π weighing
NonRESBGvbarnNC2pi Non-resonant NC ν̄n background 2-π weighing

AhtBY Bodek-Yang DIS parameter Aht, including both shape and normalization effects
BhtBY Bodek-Yang DIS parameter Bht, including both shape and normalization effects

CV1uBY Bodek-Yang DIS parameter C(u)
V,1, including both shape and normalization effect

CV2uBY Bodek-Yang DIS parameter C(u)
V,2, including both shape and normalization effect

NormDISCC Inclusive CC DIS normalization
RnubarnuCC Ratio of CC (anti)neutrino cross sections, i.e. σ(ν̄)/σ(ν)

NC Non-resonant non-quasi-elastic non-DIS NC event weighting
AGKYxF1pi AGKY DIS model xF distribution for low multiplicity N + π final-state production
AGKYpT1pi AGKY DIS model pT distribution for low multiplicity N + π final-state production

MFP pi INUKE model π intranuclear mean free path
MFP N INUKE model nucleon intranuclear mean free path

FrCEx pi Incident π charge exchange probability, for given total rescattering probability
FrInel pi Incident π inelastic probability, for given total rescattering probability
FrAbs pi INUKE model incident π absorption probability, for given total rescattering probability

FrPiProd pi INUKE model incident π π-production probability, for given total rescattering probability
FrCEx N INUKE model incident nucleon charge exchange probability, for given total rescattering probability
FrInel N INUKE model incident nucleon inelastic probability, for given total rescattering probability
FrAbs N INUKE model incident nucleon absorption probability, for given total rescattering probability

FrPiProd N INUKE model incident nucleon π production probability, for given total rescattering probability
CCQEPauliSupViaKF Pauli suppression in Fermi gas nuclear modeling

CCQEMomDistroFGtoSF Momentum distribution of Fermi gas nuclear modeling
RDecBR1gamma Branching ratio for nuclear resonant production of single γ

RDecBR1eta Branching ratio for nuclear resonant production of single η
Theta Delta2Npi Distortion of π angular distribution in ∆→ N + π resonance
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GENIE identifier Description
EmpMEC Mq2d Empirical meson-exchange cross section Mq2d parameter
EmpMEC Mass Empirical meson-exchange cross section mass parameter

EmpMEC Width Empirical meson-exchange cross section width parameter
EmpMEC FracPN NC Fraction of empirical NC meson-exchange events with inital p+ n pair
EmpMEC FracPN CC Fraction of empirical CC meson-exchange events with inital p+ n pair
EmpMEC FracCCQE Fraction of empirical meson-exchange events which are CCQE-mediated
EmpMEC FracNCQE Fraction of empirical meson-exchange events which are NCQE-mediated
EmpMEC FracPN EM Fraction of empirical meson-exchange events which are electromagnetically-mediated
EmpMEC FracEMQE Fraction of empirical meson-exchange events which are EMQE-mediated

NormCCMEC CC via meson-exchange cross section normalization
NormNCMEC NC via meson-exchange cross section normalization
NormEMMEC Electromagnetic meson-exchange cross section normalization
DecayAngMEC Distortion of nucleon angular distribution in meson-exchange nucleon cluster decay

FracPN CCMEC Fraction of CC meson-exchange events with initial p+ n pair
FracDelta CCMEC Fraction of CC meson-exchange events with internal ∆ resonance
XSecShape CCMEC CC via meson-exchange cross section shape parameter
ThetaDelta2NRad Distortion of photon angular distribution in ∆→ N + nγ

Table A.1: List of identifiers and descriptions of systematic uncertainties in GENIE modeling.
Reproduced as a subset of [187].

Lower energy [MeV] 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
10 100.0 99.7 98.9 99.4 99.4 99.6 98.3 97.8 97.6 98.7 96.9 98.7 98.2 98.6 97.1 97.5 97.6 96.1 97.5 92.5 87.6 93.8 95.4 94.4 94.4 92.7 93.8 93.8 88.8 93.0
11 100.0 99.4 99.1 99.2 99.4 98.2 96.7 96.8 98.2 96.7 99.1 98.0 99.1 96.9 96.9 97.6 96.9 97.5 91.8 86.5 94.2 95.6 93.6 94.1 92.9 93.1 94.1 87.7 92.9
12 100.0 98.0 98.3 98.5 97.7 94.4 94.5 96.6 96.8 99.3 96.7 98.9 95.3 95.5 97.1 98.0 97.5 89.7 83.7 94.0 95.3 91.0 92.9 91.3 91.3 93.1 84.2 91.6
13 100.0 99.9 99.9 98.2 98.7 98.8 99.6 96.3 98.7 98.9 98.8 98.3 98.7 98.6 95.9 97.8 94.4 90.1 94.4 96.2 96.3 96.0 94.1 95.2 94.9 91.8 94.3
14 100.0 99.9 98.3 98.5 98.7 99.6 96.5 98.9 99.0 99.0 98.7 98.8 98.6 96.2 98.0 94.5 90.1 95.0 96.5 96.3 96.3 94.6 95.3 95.4 91.8 94.5
15 100.0 98.5 98.2 98.5 99.4 96.8 99.0 98.8 99.0 98.3 98.5 98.5 96.4 98.0 93.9 89.2 94.8 96.1 95.7 95.8 93.9 94.8 95.0 90.8 94.0
16 100.0 96.5 96.9 97.6 98.9 98.0 97.5 97.8 97.2 97.5 97.0 96.6 96.9 93.8 87.7 95.8 95.3 93.9 95.3 92.8 94.1 94.7 88.4 93.0
17 100.0 99.6 99.3 94.5 95.3 98.1 95.8 98.2 98.4 96.3 91.5 95.3 95.2 92.1 92.6 94.2 97.5 95.4 93.9 95.8 93.6 94.7 93.6
18 100.0 99.4 94.6 95.8 98.3 96.4 98.9 99.0 96.6 92.0 95.5 96.0 92.6 93.8 94.5 97.9 96.2 94.4 95.8 94.6 95.1 93.9
19 100.0 95.6 97.6 98.8 97.8 98.9 98.8 97.9 94.3 96.9 95.1 91.1 94.2 95.8 97.2 96.2 94.6 95.8 94.7 93.5 94.2
20 100.0 96.9 96.5 96.6 95.5 96.1 95.6 96.3 96.7 92.7 87.3 95.9 94.9 92.4 94.9 92.2 93.6 94.1 86.8 93.4
21 100.0 97.7 99.5 96.6 97.1 98.9 98.8 98.8 92.5 87.1 95.0 96.9 93.5 95.3 93.2 93.8 95.4 87.7 94.2
22 100.0 98.5 99.1 98.7 98.2 95.9 98.4 97.0 93.6 96.8 97.9 97.8 98.1 97.3 97.2 97.6 94.3 96.7
23 100.0 97.8 97.3 98.6 98.5 99.0 93.8 88.6 96.6 97.6 94.9 96.7 95.3 94.3 96.5 89.3 95.0
24 100.0 99.0 97.4 94.4 97.1 97.4 93.9 96.6 97.3 98.4 98.4 97.5 97.2 97.5 95.4 96.1
25 100.0 98.4 94.7 97.6 96.9 94.1 94.9 96.9 97.9 97.6 95.3 97.3 96.5 94.9 96.5
26 100.0 97.5 99.3 95.2 92.0 94.2 98.1 95.9 97.1 94.7 96.6 96.3 91.4 96.8
27 100.0 98.4 91.4 85.2 95.6 97.1 91.2 94.9 92.9 92.2 95.4 84.7 93.9
28 100.0 95.2 91.8 95.9 99.0 95.5 97.8 96.0 96.6 97.3 90.8 97.4
29 100.0 97.4 95.1 96.4 98.1 98.1 97.3 98.1 97.8 96.9 96.5
30 100.0 89.0 93.7 96.4 95.5 94.9 97.4 94.5 97.0 96.3
31 100.0 95.8 94.2 97.4 96.7 93.2 97.1 89.9 93.9
32 100.0 96.3 98.4 97.9 97.9 98.5 92.5 98.2
33 100.0 98.4 97.3 97.9 96.9 98.2 96.9
34 100.0 98.7 98.0 98.6 95.6 98.3
35 100.0 97.3 98.2 95.3 97.1
36 100.0 97.4 96.4 98.3
37 100.0 94.1 97.6
38 100.0 94.7
39 100.0

Uncertainty [%] 19.6 19.9 20.6 19.7 19.4 19.8 19.5 18.1 18.4 18.8 17.3 18.5 17.6 19.1 17.6 16.7 18.4 18.2 17.6 15.4 14.3 17.7 15.9 14.8 16.1 16.7 14.7 14.6 14.5 14.0

Table A.2: Correlation matrix of per-bin systematic uncertainties on atmospheric neutrino
events, labeled by the energy of the lower bin edges. The bottom row quotes the uncertainty
for each bin.
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Figure A.2: Distribution of atmospheric neutrino events in various energy bins, under re-
samplings of GENIE inputs. The grey dashed line denotes the nominal prediction, and the
blue dashed line denotes the mean resampled prediction.
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Appendix B

Excess IBD interaction posterior
distributions

Posterior distributions for the number of excess antineutrino interactions in each energy bin
are shown in Figure B.1.
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Figure B.1: Posterior distribution of excess atmospheric neutrino interactions in various
energy bins, sampled using MCMC. The dashed line denotes the 90% probability mass
upper limit.
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Appendix C

Proton light yield PMT linearity
measurement

C.1 Overview of methodology
In the context of the PLY measurement, the fundamental observable measured in-beam and
with calibration sources must be proportional to the number of photons incident on the
PMT. For a perfect PMT, the total charge collected at the anode would be such a quantity.
A number of effects, however, prevent this from being the case. One principal imperfection
are space-charge effects at the anode: the presence of existing charge acts to retard further
charge collection, which affects a degradation in marginal PMT response. Critically, this
narrative implies that the degradation in charge collected is a function not just of the total
light collected, but also of how that light is distributed in time, i.e. the pulse shape. Such
these effects should clear on a smaller time scale than the typical transit time of the PMT,
which on the order of nanoseconds. This means that due to the 500 MS/s sampling rate
used in this measurement, the nonlinearity exhibited in different samples are effectively
uncorrelated. Coupled with the understanding that a charge-coordinated correction is only
valid if measured using pulse-shapes compatible with those encountered during measurement,
this demands that the nonlinearity be measured as a departure of individual sample response
from ideal.

The methodology applied to measure the nonlinearity is adapted from Friend et al [206],
who suggest the use of two LEDs, fired both simultaneously and out-of-phase, to measure
the response to two distinct numbers of photons separately, and also the response to the
summed photon count. Analytically, these photon counts do not need to be known a priori.
One postulates the existence of a response function, f , which maps the number of photons
incident on the PMT to “the response,” which is some property of the pulse output from
the digitizer. For a given configuration of the two LEDs, producing m and n photons,
respectively, one measures f (m), f (n), and f (m+ n). If one assumes some particular (and
invertible) form for f , its incompatibility with the measured responses can be quantified
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via the difference ∆ (m,n) = fm+n − f (f−1 (fm) + f−1 (fn)), where the terms fx = f (x)
are measured quantities. By making measurements at various (m,n) and parameterizing
(visualized by ξ) a sufficiently flexible f (x; ξ), one can fit f to the data by minimizing the
gross incompatibility, e.g. D (ξ) =

∑
m,n ∆ (m,n; ξ)2.

In the present context, we choose the maximum sample of the pulse as “the response,” as
it encodes only single-sample information, as is required by the above, is easily identifiable
for a given pulse, and, generally, is unique within each pulse (though this may be due, in
some part, to the particular LEDs used in this work). The difficulty brought by this choice is
the necessity to, for coincident measurements (i.e. f (m+ n)), accurately and reliably align
the two pulses in time. Of course, the three response measurements which constitute a single
“data point,” i.e. f (m), f (n), and f (m+ n), are each measured statistically, as the mean
of a population of individual measurements. In practice, m was varied so as to cover the full
dynamic range of the digitizer used, and n was fixed to a relatively small value, ∼ 5% of the
dynamic range.

C.2 Hardware
Two LEDs, each with peak wavelength 405 nm [207], are arranged inside of a dark box
containing the PMT to be characterized. The LEDs are driven by custom-soldered circuits,
in which a capacitor is charged by a constant power supply, and discharged via the breakdown
of a transistor subject to a trigger signal. An approximate schematic of the circuit design
is shown in Figure C.1. The circuits were constructed principally by Josh Brown and Gino
Gabella. Each circuit is arranged as follows: an external power supply (BK Precision 9174B)
holds a capacitor at some positive voltage, with a path to ground intercepted by a transistor.
The opposite side of the capacitor is connected to an LED. An external driving pulse fed
directly to the transistor “opens the gate,” and the capacitor drains to ground. The draining
of the opposite side of the capacitor powers the LED with a prompt pulse, upwards of 10 V
in magnitude. One important feature of the circuits is that because they are fundamentally
capacitors, there is a characteristic recharge time associated with each. If driven on timescales
less than or comparable to this recharge time, but not at a constant frequency, then the
pulses generated will be of systemically different sizes, which would introduce a bias into the
measurement.

Two DG535 pulse generators, here also called “delay boxes,” produced by Stanford Re-
search Systems (SRS) provide the heart of the electronics chain. Each box is capable of
producing two square pulses of variable magnitude (< 4 V) and duration (& 1 ns), each
delayed from a trigger signal (generated either internally or externally). In order to generate
two pulse trains, one for each driving circuit, such that the two LEDs alternately fire in
and out of coincidence, the following scheme was implementated, developed by Josh Brown
[237]: a third function generator provides logic pulses at a constant system frequency f0,
or, put another way, with system period t0. Each input pulse is 5-way multiplexed; three of
the fan-outs are delayed in NIM boxes by 0, 1

3t0, and 2
3t0, and fed into one delay box; the
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Figure C.1: Schematic for the LED-driving circuitry. Note that the passive component
specifications may differ from those used in the final measurement. Figure courtesy of T. L.
Laplace [236].

other two fan-outs are delayed by 0 and 1
2t0 and fed into the other delay box. Each delay

triggers externally, with constant frequencies 3
2f0 and 2f0, respectively. Because the pulses

ultimately originate from a single source, the delay-box output associated with the 0-delayed
copy from each route are, up to small differences in cable length (which are accounted for),
naturally aligned in time (up to a time-walk effect, which is discussed in detail below). The
delayed copies then constitute the rest of a pulse train of length 3, which in total provide
one measurement of the coincident response, one measurement of the response to one LED,
and two measurements of the response the other LED. The resulting pulse trains are shown
in Figure C.2. If each LED were truly driven at a constant frequency, there would be no
expected bias due to recharge-time effects. However, the NIM-level delays are hand-tuned,
and as such there are biases in the interpulse timing for each separate pulse train. The
system frequency is thus set to 30 Hz, which makes the fastest period encountered 10 ms —
this is roughly the full recharge-time associated with the slower of the two circuits used in
this measurement.

The strength of each pulse (i.e. m and n) is set by the voltage used to bias the associated
driving circuitry. As n is held fixed, the size of the pulse associated with m is controlled
using a single voltage setting, termed the supply voltage.

C.3 Time walk
A source of bias is the degree of coincidence to which the two LEDs fire simultaneously.
Because the response metric used here is the pulse maximum, if the individual photon pulses
do not reach maximum at the same time, then the measured maximum in coincidence is
biased low relative to the true sum. This was investigated by repeating measurement at a
single data point (i.e. (m,n) pair), systematically changing the delay on the output of one
of the SRS boxes, to see to how precisely the pulse alignment could be performed. This
revealed that the proper alignment changes as a function of (m,n). This is because the time
for a pulse to transition from 0 to maximum is a function of the amplitude of the pulse, and
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Figure C.2: Diagram visualizing the construction of interweaving pulse trains via multiplex-
ing a common system signal. Reproduced from [237].

only the beginning of the transition can be explicitly triggered. In order to eliminate the bias
this introduces to nonlinearity measurements, data is taken, for each (m,n), in dedicated
scans over the interpulse delay. The fully-aligned amplitude deficit ∆ (m,n) is then taken as
the maximum deficit of a quadratic fit to the measured deficits, as a function of delay. The
expected (assuming perfect linearity) and observed coincident pulse heights, and associated
amplitude deficits and quadratic fits, are available in Appendix D.
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Appendix D

Supplementary material for proton
light yield measurement

Per-auxiliary-detector particle-ID capabilites are summarized in Figure D.1, Figure D.2, Fig-
ure D.3, and Figure D.4. Outgoing TOF calibrations are shown in Figure D.5 and Figure D.6.
Nominal per-energy-bin fits of proton recoil charge models are shown in Figure D.7 and Fig-
ure D.8, and time-series of the associated representative charges are shown in Figure D.9
and Figure D.10.

Scans of the predicted and measured coincident pulse amplitudes relevant to the PMT
linearity characterization, as a function of the interpulse delay, are shown in Figure D.11 and
Figure D.12. Quadratic fits to the deficit, in the neighborhood of the minimum, are shown
in Figure D.13 and Figure D.14.
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Figure D.1: Two-dimensional distributions of charge and PSD metric in each scatter cell, in
LAB+PPO data, with semi-optimized PID discriminants overlaid.
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Figure D.2: Two-dimensional distributions of charge and PSD metric in each scatter cell, in
WbLS data, with semi-optimized PID discriminants overlaid.
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Figure D.3: Normal/log-normal fits to charge-selected PSD metrics in each scatter cell, in
LAB+PPO data.
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Figure D.4: Normal/log-normal fits to charge-selected PSD metrics in each scatter cell, in
WbLS data.
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Figure D.5: Gaussian signal and linear background fits to LAB+PPO coincidence data.
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Figure D.6: Gaussian signal and linear background fits to WbLS coincidence data.
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Figure D.7: Gaussian signal and double-exponential background fits to LAB+PPO proton
charge data.
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Figure D.8: Gaussian signal and double-exponential background fits to WbLS proton charge
data.



141

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

2.00 - 2.25 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

2.25 - 2.50 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

2.50 - 2.75 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

2.75 - 3.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

3.00 - 3.25 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

3.25 - 3.50 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

3.50 - 3.75 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.5

0.0

0.5

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

3.75 - 4.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.75

0.50

0.25

0.00

0.25

0.50

0.75

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

4.00 - 4.50 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.75

0.50

0.25

0.00

0.25

0.50

0.75

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

4.50 - 5.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.75

0.50

0.25

0.00

0.25

0.50

0.75
De

vi
at

io
n 

fro
m

 m
ea

n 
[%

]
5.00 - 5.50 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.75

0.50

0.25

0.00

0.25

0.50

0.75

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

5.50 - 6.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.50

0.25

0.00

0.25

0.50

0.75

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

6.00 - 7.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.75

0.50

0.25

0.00

0.25

0.50

0.75

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

7.00 - 8.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

0.5

0.0

0.5

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

8.00 - 9.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

10

5

0

5

10

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

9.00 - 10.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

10

5

0

5

10

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

10.00 - 12.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

10

5

0

5

10

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

12.00 - 14.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

1.0

0.5

0.0

0.5

1.0

1.5

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

14.00 - 16.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

10

5

0

5

10

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

16.00 - 18.00 MeV

0 20 40 60 80 100
Fraction of dataset [%]

10

5

0

5

10

De
vi

at
io

n 
fro

m
 m

ea
n 

[%
]

18.00 - 20.00 MeV

Figure D.9: Difference in LAB+PPO per-energy-bin relatively PLY as a function of chrono-
logical place in data set.
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Figure D.10: Difference in WbLS per-energy-bin relatively PLY as a function of chronological
place in data set.
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Figure D.11: Predicted and measured coincident pulse amplitudes, as a function of the
interpulse delay, for the PMT used in LAB+PPO data-taking, at various supply voltages.
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Figure D.12: Predicted and measured coincident pulse amplitudes, as a function of the
interpulse delay, for the PMT used in WbLS data-taking, at various supply voltages.
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Figure D.13: Deficit of measured coincident pulse amplitudes, and quadratic fit as a function
of interpulse delay, for the PMT used in LAB+PPO data-taking, at various supply voltages.
The fit is performed over the 15 central data-points about the maximum pulse amplitude.
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Figure D.14: Deficit of measured coincident pulse amplitudes, and quadratic fit as a function
of interpulse delay, for the PMT used in WbLS data-taking, at various supply voltages. The
fit is performed over the 15 central data-points about the maximum pulse amplitude.
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Appendix E

LAPPD strip-level reconstruction

Large-area Picosecond Photodetectors are the product of a nearly decade-long effort to ex-
tend the picosecond-scale timing resolution of microchannel plate (MCP) photodetectors to
larger sensitive areas [90]. Current models [231] offer timing resolution below 100 ps over
sensitive areas of nearly 400 cm [231]. A modular design decouples the microchannel plates,
in which signal multiplication occurs, from the anode configuration, which allows for various
readout schemes implementing different degrees of pixelation across the sensitive area.

The LAPPD used in this work employed the conventional strip-line anode design, in
which the anode is partitioned into 28 discrete strips, which run the full 20 cm length of one
dimension and are ∼ 5 mm wide (see Figure E.1). Dual readout of both ends of each strip
allows for reconstruction of the time and position of the photoelectron cloud touchdown,
improving the effective timing resolution.

3

Table 1: LAPPD design characteristics

window 5 mm thick borosilicate

photocathode potassium, sodium, antimony

0.345 µm thick

photocathode - first MCP gap 2.8 mm created via X-spacers

first MCP borosilicate, 65% open area ratio

1.2 mm thick

gap between first and second MCP 1.1 mm created via X-spacers

second MCP borosilicate, 65% open area ratio

1.2 mm thick

second MCP - anode gap 6.6 mm created via X-spacers

anode 3.8 mm borosilicate with 12 µm thick silver strips

Figure 1: A schematic of the LAPPD layers described in Table 1.

The capacitive coupling between pixels and anode may be described as follows. The

incident photoelectron creates a MCP pulse. The pulse strikes the resistive anode and

propagates to ground at the edge of the anode. The propagation time is longer than the

typical width of an MCP pulse. The arrival of the pulses is promptly detected on a pixel

located beneath the LAPPD baseplate on a signal board. This pulse is then routed to

Figure E.1: Diagram of typical LAPPD layered construction, showing (from top to bottom):
glass window and multialkali photocathode, structural spacer, first MCP, structural spacer,
second MCP, structural spacer, silver strip-line anode. Figure reproduced from [238].
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Let L be the full length of the strip; t0 and x0 the global time and position of the PE
cloud touchdown, where x0 is measured relative to the strip center; ∆L = x0, ∆R =  L− x0
the touchdown position measured relative to the left and right terminals, respectively; tL and
tR the global times of signal detection on at the left and right terminals (“channel times”),
respetively; τL and τR the signal propagation times from the touchdown location to the left
and right terminals, respectively; and v the signal propagation speed along the stripline. We
then have

tL = t0 + τL (E.1)
tR = t0 + τR

relating the propagation and channel times, and

∆L = vτL (E.2)
∆R = vτR

relating the propagation times and distances. The average channel time is

tL + tR
2

= 2t0 + τL + τR
2

(E.3)

= t0 + ∆L + ∆R

2v
= t0 + L

2v
,

i.e. the global touchdown time, shifted by a constant offset. The difference in channel times
is

tR − tL = τR − τL (E.4)

= ∆R −∆L

v

= x0

v
,

i.e. the touchdown location. All LAPPD detection times used in the scintillator time profile
measurements presented in this work refer to global times reconstructed using Equation E.4.
The timing response of the device used in this work, measured using a picosecond laser
with trigger resolution ∼ 30 ps, admits a Gaussian resolution of ∼ 40 ps, and is shown in
Figure E.2. An exponential tail accounts for ∼ 25% of the response, and is associated with
primary photoelectrons which backscatter off the upper MCP before amplifying within a
microchannel.
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Figure E.2: Single-PE time response of LAPPD # 93, with a Gaussian fit to the prompt
region overlaid. Data courtesy of Incom [233].
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Appendix F

Analytic scintillator timing model

The generic model outlined in Equation 6.16 can be evaluated analytically when the photde-
tector response function and trigger profile are both Gaussian, as is the case for the electron
measurements presented in Section 6.3.7. In the case that the trigger profile is non-Gaussian,
the other factors of the model can be evaluated efficiently by performing the convolutions
analytically, and implmenting only the anticonvolution with the trigger profile numerically.
The core mathematical element is the convolution of a Gaussian distribution G (t;σ) with
an exponential distribution E (t; τ). This can be evaluated by “completing the square” in
the exponent:

G (t;σ)⊗ E (t; τ) =
∫ ∞

0
dx 1√

2πσ
e−

1
2( t−xσ )2

· 1
τ
e−

x
τ (F.1)

= 1
τ

∫ ∞
0

dx 1√
2πσ

e−
1

2σ2 (t2+x2−2tx)−xτ

= 1
τ
e−

t2
2σ2

∫ ∞
0

dx 1√
2πσ

e−
1

2σ2 (x2−2tx)−xτ

= 1
τ
e−

t2
2σ2

∫ ∞
0

dx 1√
2πσ

e
− 1

2σ2

(
x2−2

(
t−σ

2
τ

)
x
)

= 1
τ
e−

t2
2σ2

∫ ∞
0

dx 1√
2πσ

e
− 1

2σ2

((
x−

(
t−σ

2
τ

))2
−
(
t−σ

2
τ

)2)

= 1
τ
e−

t2
2σ2 e

1
2σ2

(
t−σ

2
τ

)2 ∫ ∞
0

dx 1√
2πσ

e
− 1

2σ2

(
x−

(
t−σ

2
τ

))2

= 1
τ
e
σ2
2τ2−

t
τ

∫ ∞
1

2τ−
t

2σ2

dx 1√
2πσ

e−
1
2( xσ )2

.
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We recognize the remaining integral as the cumulative distribution function of a normal
distribution and rewrite it in terms of the error function:∫ ∞

1
2τ−

t
2σ2

dx 1√
2πσ

e−
1
2( xσ )2

= 1√
π

∫ ∞
σ√
2τ
− t√

2σ

du e−u2 (F.2)

= 1
2
· 2√

π

∫ ∞
1√
2(στ − t

σ )
du e−u2

= 1
2

erfc
(

1√
2

(
σ

τ
− t

σ

))
.

Hence, we have

G (t;σ)⊗ E (t; τ) = 1
2τ
e
σ2
2τ2−

t
τ · erfc

(
1√
2

(
σ

τ
− t

σ

))
.

This applies to any convolution of a Gaussian photodetector response with an exponential
term in a scintillation time profile.

For electrons, the anticonvolution in Equation 6.16 can be extended to −∞, as the
trigger profile is a relatively Gaussian. By the symmetry of the Gaussian distribution, the
anticonvolution can be evaluated as a regular convolution, so that the system response is
also a Gaussian, with standard deviation σ =

√
σ2
P + σ2

T , where P and T refer to the
photodetector and trigger components, respectively.
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