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Abstract

Implicit solvent models based on the Poisson-Boltzmann equation (PBE) have been widely used to 

study electrostatic interactions in biophysical processes. These models often treat the solvent and 

solute regions as high and low dielectric continua, leading to a large jump in dielectrics across the 

molecular surface which is difficult to handle. Higher order interface schemes are often needed to 

seek higher accuracy for PBE applications. However, these methods are usually very liberal in the 

use of grid points nearby the molecular surface, making them difficult to use on high-performance 

computing platforms. Alternatively, the harmonic average (HA) method has been used to 

approximate dielectric interface conditions near the molecular surface with surprisingly good 

convergence and is well suited for high-performance computing. By adopting a 7-point stencil, the 

HA method is advantageous in generating simple 7-banded coefficient matrices, which greatly 

facilitate linear system solution with dense data parallelism, on high-performance computing 

platforms such as graphics processing unit (GPU). However, the HA method is limited due to its 

lower accuracy. Therefore, it would be of great interest for high-performance applications to 

develop more accurate methods while retaining the simplicity and effectiveness of the 7-point 

stencil discretization scheme. In this study, we have developed two new algorithms based on the 

spirit of the HA method by introducing more physical interface relations and imposing the 

discretized Poisson’s equation to the second order, respectively. Our testing shows that, for typical 

biomolecules, the new methods significantly improve the numerical accuracy to that comparable to 

the second-order solvers, and with ~65% overall efficiency gain on widely available high-

performance GPU platforms.

Graphical Abstract
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Supporting Information. 1. Quality of the χ approximation on the analytical octupole model and a small molecule DMP. 2. Both 
proposed methods are released in the PBSA program in the Amber 2019 and AmberTools 2019 releases.
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High-order interface schemes are often needed for accurate modeling of electrostatic solvation 

interactions for biomolecules due to their complex electrostatic environments with Poisson-

Boltzmann continuum solvent models. However, these methods demand significant amount of 

computing resources and are difficult to port to high-performance computing platforms. We have 

explored simpler strategies and developed new methods that give similar accuracy, but with 

dramatically reduced computing time.

1. Introduction

Electrostatic interactions are of great significance in biophysical processes, such as protein-

protein and protein-ligand associations. Thus, accurate and efficient treatment of 

electrostatics is crucial to computational studies of biomolecular structures, dynamics, and 

functions. Since water molecules are always involved in biophysical processes, effectively 

modeling their electrostatic interactions with biomolecules has been under active 

exploration. Implicit solvation modeling scheme has been such an attempt, which models 

solvent molecules in a structureless dielectric medium but biomolecular solute in atomic 

details. In this scheme, the solvent and solute molecules are often modeled as high and low 

dielectric regions, respectively, or as Gaussian-based smooth dielectrics in an interface-free 

manner1–3. Because most atoms are used to represent solvent molecules in explicit all-atom 

simulations of biomolecular systems under physiological conditions, modeling solvent 

molecules implicitly would allow higher computational efficiency without sacrificing the 

atomic resolution for the biomolecules. Among all the attempts, Poisson-Boltzmann 

equation (PBE) based implicit solvent models have proven to be among the most successful 

and are widely used in computational studies of biomolecules.

For biomolecular applications, numerically solving PBE is always inevitable because its 

analytical solution is only possible in a few specific cases with extremely simple solute 

geometries. Beside semi-analytical generalized Born approaches,4–15 most common 

numerical strategies include the following: finite-difference methods (FDM),16–31 finite-

element methods32–41 and boundary-element methods.42–59 FDM, out of its simplicity and 

physical transparency in the discretization process, is one of the most popular schemes. 

However, if a direct discretization is used without considering the discontinuity of the 

dielectric constant, the numerical solutions tend to have large errors, especially at locations 
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near the solute-solvent interface. In order to overcome this difficulty, Davis and McCammon 

proposed a harmonic average (HA) method to alleviate the dielectric discontinuity near the 

interface in 1991.60 Since then further efforts have also been reported to develop better 

interface schemes, such as the immersed interface method (IIM) by Li and co-workers,61–64 

and the matched interface and boundary (MIB) method by Wei and co-workers.65–68 The 

idea of IIM is to enforce the interface conditions into the finite-difference schemes at grid 

points near the interface; while that of MIB is to enforce the lowest-order jump condition 

repeatedly to achieve an high-order jump condition. In addition to these higher-order 

numerical methods, some other approaches have also been proposed to improve the implicit 

solvent models, such as using level set functions to define the interfaces for dielectric 

assignment,69–71 and coupling electrostatic and nonelectrostatic interactions within the 

implicit solvation treatment.72–79

Apparently higher order interface schemes such as IIM and MIB in principle would lead to 

higher accuracy for PBE applications.80–81 However, they are expensive to use. For 

example, the IIM is quite involving for complex biomolecular environment due to its 

extensive use of the level set method to compute interface geometric properties.61–64 This is 

because the second-order solvers (e.g. IIM and MIB) are usually very liberal in the use of 

grid points nearby the interface to improve the numerical accuracy.61–68 For example IIM 

uses 27 grid points for interface grid points, leading to 27-banded matrices. This is different 

from the first-order HA method, which only uses six nearest grid points to set up discretized 

linear equations with 7-banded matrices. Interestingly, the HA method shows surprisingly 

good global convergence property, particularly at typically used coarse grids (e.g. 0.5 Å).

However, even with the advantages of simplicity and effectiveness, the HA method is clearly 

limited due to its lower accuracy. Thus, it would be of great interest if the accuracy of 

simpler 7-point-stencil methods such as HA can be further improved. Furthermore, the 7-

banded matrix feature is also advantageous for high-performance computing platforms, such 

as graphics processing units (GPUs).82 GPUs have a parallel architecture that is suited for 

high-performance computation with dense data parallelism and have been used to accelerate 

linear PBE solutions for biomolecular systems with impressive speedup.82–84 The compact 

7-banded matrix is more favorable in GPU implementation than the complex 27-banded 

matrix due to its denser data parallelism. In addition, in the latter case 20 bands out of the 

27-banded matrix have non-zero entries only for grid points nearby the interface, which 

leads to huge waste of memory if implemented in the band-optimal diagonal matrix format 

on GPUs. Therefore, improving the accuracy of 7-point stencil discretization schemes such 

as HA while still maintaining the simplicity and effectiveness will greatly promote 

applications of PBE implicit modeling on modern GPU computing platforms.

In this study, we have developed two new algorithms in the 7-point stencil discretization 

scheme by introducing better physical interface relations and imposing the discretized 

Poisson’s equation to the second order, respectively. To achieve this goal, we first re-derived 

the HA relations in a more general scheme and then developed further extensions from the 

original idea. Our testing data show that the new methods significantly improve the accuracy 

to that comparable to the second-order IIM. Meanwhile, the excellent convergence property 

of the HA method is still maintained. Finally, we present our implementation of the new 
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method onto GPU platforms, which shows impressive efficiency enhancement, making the 

new methods capable of high-performance biomolecular computational studies.

2. Methods

2.1 Finite Difference Method

As widely used for numerically solving partial differential equations (PDE), the FDM uses a 

uniform Cartesian grid to discretize the PDE. The grid points are numbered as (i, j, k), where 

i = 1, … , xm, j = 1, … , ym, k = 1, … , zm, and xm, ym and zm are the numbers of points 

along the three axes. The grid spacing between neighboring points can be uniformly set to h.

To discretize Poisson’s equation,

∇ ⋅ ε∇ϕ = − 4πρ, (1)

the charge density ρ(i, j ,k) can be expressed as q(i, j ,k)/h3, where q(i, j ,k) is the total 

charge within the cubic volume centered at (i, j ,k). The final discretized Poisson’s equation 

is,

ε i − 1
2, j, k ϕ i − 1, j, k − ϕ i, j, k

+ε i + 1
2, j, k ϕ i + 1, j, k − ϕ i, j, k

+ε i, j − 1
2, k ϕ i, j − 1, k − ϕ i, j, k

+ε i, j + 1
2, k ϕ i, j + 1, k − ϕ i, j, k

+ε i, j, k − 1
2 ϕ i, j, k − 1 − ϕ i, j, k

+ε i, j, k + 1
2 ϕ i, j, k + 1 − ϕ i, j, k /ℎ2 = − 4πq i, j, k /ℎ3,

(2)

where, ϕ(i, j ,k) is the potential at grid (i, j ,k), and ε i − 1
2 , j, k  is the dielectric constant at 

the mid-point of the grids (i, j ,k) and (i −1, j ,k), and all other ϕ and ε are defined similarly 

here.

A key feature of the discretized PDE is that the coefficient matrix of the linear equation 

system is in a 7-banded structure, and thus can be naturally wrapped into the diagonal 

(DIA)85 matrix format. The advantage lies in that for a banded matrix, the DIA format is the 

most efficient sparse matrix form for matrix-related linear operations in terms of both 

memory and CPU time. For example, comparing to the widely used compressed sparse row 

(CSR)85 format, the DIA format uses only about half of the memory since it does not store 

the coefficient indices for the matrix. It is also advantageous for matrix operations, such as 

matrix-vector multiplications, as there is no need to retrieve index information from 

memory. The simplicity and orderliness in matrix operations in the banded format further 

promote the performance on GPUs as our recent analysis of multiple PB solvers has shown.
82 Thus an important motivation of the current study is to explore how to preserve the 

banded structure in the coefficient matrix while achieving higher-order accuracy numerical 

solutions.
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2.2 Harmonic Average Method in Terms of General Discretization Scheme

In Eqn (2), the dielectric constants are defined at the mid-points of all grid edges. As each 

edge is flanked by two grid points, it is natural to assign the dielectric constant to that of 

solute (or solvent) if both grid points belong to solute (or solvent). The complication arises 

when the two flanking grid points belong to different regions, i.e. the grid edge is across the 

solute/solvent interface.

A pioneering idea was the Harmonic Average (HA) method as proposed by Davis and 

McCammon in 1991. The HA method was derived from an infinite parallel plate capacitor 

model.60 Although it is an excellent simple model to capture the basic physics of the PBE, it 

is limited in generality for further development. Thus, the HA relation is first re-derived in a 

more general scheme for discretized PDEs below.

As PBE is a 3-d (dimensional) second order PDE, the 7-point stencil is the simplest way to 

discretize the equation to achieve the second-order accuracy in both solvent and solute 

regions, but not at the interface. The goal of HA is to achieve an accuracy level as high as 

possible while still using the simplest 7-stencil scheme. To illustrate its idea, consider a 1-d 

interface illustrated in Figure 1. The general form of a discretized PDE in 1-d can be written 

as

γ1ϕ1 + γ2ϕ2 + γ3ϕ3 + C = 0, (3)

where ϕi and γi are potentials on the grid points and coefficients to be determined, 

respectively, and C is a constant.

First, consider the 1-d (or the x-direction) interface geometry in Figure 1A. Expressing ϕi in 

the Taylor expansion at the interface point yields

ϕ1 = ϕ − 1 − a ℎ ⋅ ϕx
− + 1

2 1 − a 2ℎ2 ⋅ ϕxx
−

ϕ2 = ϕ + aℎ ⋅ ϕx
+ + 1

2a2ℎ2 ⋅ ϕxx
+

ϕ3 = ϕ + 1 + a ℎ ⋅ ϕx
+ + 1

2 1 + a 2ℎ2 ⋅ ϕxx
+

, (4)

where “–” and “+” denote the solute (inside) and solvent (outside) regions, respectively. ϕ, 

ϕx and ϕxx denote the potential, the first and the second derivatives of the potential at the 

interface point, respectively. Similar expressions in y and z directions can also be obtained 

simply by changing subscripts. In the HA method, the following interface relations are 

assumed

ϕx+ =
ϵu
ϵv

ϕx−
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ϕxx
+ = ϵu

ϵv
ϕxx

−
(5)

Here, ϵu means the dielectric constant of the solute region (inside), and ϵv means that of the 

solvent region (outside). These interface relations actually imply a conductor-like 

approximation, i.e. with all tangential components assumed to be zero. Of course, this is 

different from a conductor-like solvent model with an infinitely large dielectric constant. 

Substituting Eqn (4) into Eqn (3) and applying the interface relations Eqn (5), we obtain

γ1 + γ2 + γ3 ⋅ ϕ + − 1 − a ℎγ1 + ϵu
ϵv

aℎγ2 + ϵu
ϵv

1 + a ℎγ3 ⋅ ϕx
−

+ 1
2 1 − a 2ℎ2γ1 + 1

2
ϵu
ϵv

a2ℎ2γ2 + 1
2

ϵu
ϵv

1 + a 2ℎ2γ3 ⋅ ϕxx
− + C = 0

(6)

Eqn (6) should be consistent with the PBE in 1-d so that the coefficients for the 0th- and 1st-

order terms are all zero. These conditions lead to

C = 4πq2/ℎ 

γ1 + γ2 + γ3 = 0

− 1 − a ℎγ1 + ϵu
ϵv

aℎγ2 + ϵu
ϵv

1 + a ℎγ3 = 0
(7)

Eqn (7) cannot uniquely determines all coefficients. However, it is obvious that the 

coefficients used in the HA method, shown in Eqn (8) below, are a set of special solutions of 

Eqn (7),

γ1 = 1
a
ϵv

+ 1 − a
ϵu

γ2 = − 1
a
ϵv

+ 1 − a
ϵu

− ϵo

γ3 = ϵv

(8)

For the interface geometry in Figure 1B, a similar result can also be obtained by the same 

argument as

γ1 = ϵu

γ2 = − 1
a
ϵu

+ 1 − a
ϵv

− ϵu

γ3 = 1
a
ϵu

+ 1 − a
ϵv

(9)
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It is clear from the above derivations that the HA method makes two vital approximations: 

utilizing the conductor-like interface conditions in Eqn (5) and imposing the discretization 

conditions only on the 0th- and 1st-order terms with the 2nd-order term ignored. The 

omission in principle does not guarantee that Eqn (6) is consistent with PBE at any finite 

value for the grid spacing, though it is possible as the grid spacing approaches zero. In this 

study, we aim to develop new methods by modifying these two approximations, while 

maintaining the simplicity of a 7-point stencil as in the HA method for GPU 

implementations.

2.3 First Modification: Imposing Discretization Conditions up to the Second Order

A straightforward modification can be proposed by imposing the discretization conditions in 

Eqn (6) to the 2nd-order, which yields

C = 4πq2/ℎ 

γ1 + γ2 + γ3 = 0

− 1 − a ℎγ1 + ϵu
ϵv

aℎγ2 + ϵu
ϵv

1 + a ℎγ3 = 0

1
2 1 − a 2ℎ2γ1 + 1

2
ϵu
ϵv

a2ℎ2γ2 + 1
2

ϵu
ϵv

1 + a 2ℎ2γ3 = ℎ2ϵu

(10)

This replaces Eqn (7) in the HA method as the new coefficient relations for the interface in 

Figure 1A. It is clear that the 2nd-order term of Eqn (6) is also used as a constraint to 

determine the discretized equation, so that Eqn (6) is consistent with the PBE regardless the 

grid spacing used, different from the HA method. Here the right-hand side of the fourth 

equation above can be arbitrarily set to any nonzero constant. The choice of h2 is for the 

simplicity of canceling the same factor on the left-hand side, and the use of ϵu is to make 

sure that the coefficients of the new discretized linear equation reduce to those of the 

standard 7-point stencil when there is no interface. It should be noted that even if the new 

discretization is imposed to the second order in each dimension, this is rather different from 

the second-order IIM, as IIM considers more detailed 3-d interface relations and utilizes a 

27-point stencil.80

Solving Eqn (10) yields,

γ1 = 2ϵu
ϵu
ϵv

1 + a a + 2 + a 1 − a

γ2 = − 2ϵu
1 + a + ϵv

ϵu
1 − a

ϵu
ϵv

1 + a a + 2 + a 1 − a

γ2 = 2ϵu
a + ϵv

ϵu
1 − a

ϵu
ϵv

1 + a a + 2 + a 1 − a

(11)

Wei et al. Page 7

J Chem Theory Comput. Author manuscript; available in PMC 2020 May 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Similarly, for the interface in Figure 1B, the following solutions can be obtained,

γ1 = 2ϵu
a + ϵu

ϵv
1 − a

1 + a a + ϵu
ϵv

2 + a 1 − a

γ2 = − 2ϵu
1 + a + ϵu

ϵv
1 − a

1 + a a + ϵu
ϵv

2 + a 1 − a

γ2 = 2ϵu

1 + a a + ϵu
ϵv

2 + a 1 − a

(12)

Obviously, the modification only scales the coefficients of the classical HA method. Thus, it 

is reasonable to assume this modification would improve the accuracy without jeopardizing 

its other properties, such as the stability and convergence behaviors. In addition, the 

proposed change retains the compact 7-banded structure of the final coefficient matrix, 

which is favorable for GPU implementations. For simplicity, we term this revised method as 

the second-order HA method and will refer to it throughout the manuscript.

2.4 Second Modification: Relaxing the Conductor-like Interface Conditions

The interface relations in Eqn (5) are similar to those on a conductor surface,

ϕτ
− = 0, (13)

where τ denotes the tangential direction of the electric field on the interface. However, the 

outside region obviously does not have an infinitely large dielectric constant (ϵv = 80 for 

water). As a result, the tangential electric field cannot be exactly zero. The physical interface 

relations for the first derivatives of electric potential are,

ϕx− = ϕξ−cos ξ , x + ϕτ−cos τ, x

ϕx
+ = ϵu

ϵv
ϕξ

−cos ξ , x + ϕτ
−cos τ, x (14)

where ξ denotes the normal direction of the electric field on the interface. The above 

equations show that the factor 
ϵu
ϵv

 in Eqn (5) should be replaced by a more physical term, χ, 

because 
ϕx+

ϕx−
 is no longer equal to 

ϵu
ϵv

 as in the conductor-like interface,

χ = ϕx
+

ϕx
− =

ϵu
ϵv

ϕξ
−cos ξ , x + ϕτ

−cos τ, x

ϕξ
−cos ξ , x + ϕτ

−cos τ, x
(15)

Wei et al. Page 8

J Chem Theory Comput. Author manuscript; available in PMC 2020 May 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Now the challenge is to evaluate ϕξ
− and ϕτ

− in Eqn (15). This requires a careful look at the 

conductor approximation. For a perfect conductor (ϵv goes to infinity), ϕC
±, the electric field 

generated by free charges (Coulomb field), and ϕRF
± , the electric field generated by induced 

charges (reaction field), satisfy the following relations on the interface,

ϕξ
±

C = ∓ ϕξ
±

RF

ϕτ
±

C = − ϕτ
±

RF . (16)

The first equation of (16) shows that the normal field is zero inside the conductor (i.e. the 

solvent region) and is twice the magnitude of the Coulomb field outside the conductor (i.e. 

the solute region). The second equation of (16) shows that the tangential field is always zero 

as the two terms cancel out. However, for a dielectric medium such as water (ϵv = 80), the 

above relations in the normal direction may still be similar for the two fields, while in the 

tangential direction the induced field cannot fully cancel the Coulomb field and thus a non-

zero residual component exists. The tangential residual component may be small, but 

definitely not zero. Therefore, we use the following approximations to evaluate the normal 

and tangential components ϕξ
− and ϕτ

−,

ϕξ− ≈ 2 ϕξ− C

ϕτ
− ≈ 2ϵu

ϵv
ϕτ

−
C (17)

and thus χ can be approximated as,

χ = ϵu
ϵv

ϕξ
−

Ccos ξ , x + ϕτ
−

Ccos τ, x

ϕξ
−

Ccos ξ , x + ϵu
ϵv

ϕτ
−

Ccos τ, x
(18)

It is obvious that the above relations reduce to the conductor-like interface relations when ϵv 

goes to infinity. While the first relation in Eqn (17) has a reasonable physical basis, the 

second relation is an approximation proposed after comparing with the simple sphere 

geometries that can be solved analytically, as many proteins are shaped (approximately) as 

spheres (globular proteins). The derivation is offered in the section 2.5, and we also provide 

validations, on an analytical octupole model imbedded in a sphere and a small molecule 

(DMP) with 13 atoms, in the Supporting Materials.

Once factor χ is obtained, substituting it into Eqn (8) and Eqn (9) yields
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γ1 = ϵv
1

a + 1 − a
χ

γ2 = − ϵv
1

a + 1 − a
χ

− ϵv

γ3 = ϵv

(19)

γ1 = ϵu

γ2 = − ϵu
1

a + χ 1 − a − ϵu

γ3 = ϵu
1

a + χ 1 − a

(20)

This modification would also keep the simple 7-banded coefficient matrix from a standard 7-

point stencil, suitable for GPU implementations. Also, because this modification involves 

only a minor change (replacing 
ϵu
ϵv

 with χ) to the classical HA method, we assume it would 

not compromise other properties, such as fast convergence, good stability etc., while 

improving its accuracy. In the following, we term this modification as the χ-factor HA 

method and will refer to it throughout the manuscript.

2.5 Analytical Test Cases and the Determination of χ Factor

An analytical model of a single dielectric sphere embedded with point charges was used to 

validate the accuracy and precision of the proposed methods. The analytical reaction and 

total fields of the inside region in spherical coordinates are,62

∂ϕRF− r, θ, φ
∂r = ∑l = 0

∞ ∑m = − l
l 4π

2l + 1
l

R2l + 1
l + 1 εu − εv

εu lεu + l + 1 εv
Qlmrl − 1Ylm θ, φ

∂ϕRF− r, θ, φ
∂θ = ∑l = 0

∞ ∑m = − l
l 4π

2l + 1
1

R2l + 1
l + 1 εu − εv

εu lεu + l + 1 εv
Qlmrl∂Y lm θ, φ

∂θ

∂ϕRF− r, θ, φ
∂φ = ∑l = 0

∞ ∑m = − l
l 4π

2l + 1
1

R2l + 1
l + 1 εu − εv

εu lεu + l + 1 εv
Qlmrl∂Y lm θ, φ

∂φ

∂ϕ − r, θ, φ
∂r = ∑l = 0

∞ ∑m = − l
l εv

εu
−4π l + 1

lεu + l + 1 εv
Qlm

1
Rl + 2Ylm θ, φ
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∂ϕ − r, θ, φ
∂θ = ∑l = 0

∞ ∑m = − l
l 4π

lεu + l + 1 εv
Qlm

1
Rl + 1

∂Ylm θ, φ
∂θ

∂ϕ − r, θ, φ
∂φ = ∑l = 0

∞ ∑m = − l
l 4π

lεu + l + 1 εv
Qlm

1
Rl + 1

∂Ylm θ, φ
∂φ

witℎ,   Qlm = ∑k = 1
Nq qkrk

l Y lm* θk, φk (21)

where R is the radius of the sphere with the center set to the origin, Nq is the number of 

charges, and Y lm is the spherical harmonic function.

With the above analytical results, we are able to estimate the new jump condition, i.e. the χ 
factor. From Eqn (21), we can obtain the electric fields of the inside region on the interface 

as,

∂ϕRF− r, θ, φ
∂r = ∑l = 0

∞ ∑m = − l
l 4π

2l + 1
l + 1 εu − εv

εu lεu + l + 1 εv
Qlm

l
Rl + 2Ylm θ, φ

∂ϕRF− r, θ, φ
∂θ = ∑l = 0

∞ ∑m = − l
l 4π

2l + 1
l + 1 εu − εv

εu lεu + l + 1 εv
Qlm

1
Rl + 1

∂Ylm θ, φ
∂θ

∂ϕRF− r, θ, φ
∂φ = ∑l = 0

∞ ∑m = − l
l 4π

2l + 1
l + 1 εu − εv

εu lεu + l + 1 εv
Qlm

1
Rl + 1

∂Ylm θ, φ
∂φ

∂ϕ − r, θ, φ
∂r = ∑l = 0

∞ ∑m = − l
l εv

εu
−4π l + 1

lεu + l + 1 εv
Qlm

1
Rl + 2Ylm θ, φ

∂ϕ − r, θ, φ
∂θ = ∑l = 0

∞ ∑m = − l
l 4π

lεu + l + 1 εv
Qlm

1
Rl + 1

∂Ylm θ, φ
∂θ

∂ϕ 
− r, θ, φ

∂φ = ∑l = 0
∞ ∑m = − l

l 4π
lεu + l + 1 εv

Qlm
1

Rl + 1
∂Y lm θ, φ

∂φ (22)

From the analysis of Eqns (16) and (17), we have,
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∂ϕ 
− r, θ, φ

∂r ≈ 2∂ϕRF
− r, θ, φ

∂r ≈ 2∂ϕC
− r, θ, φ

∂r
(23)

Comparing Eqn (23) with Eqn (22), we obtain,

∂ϕ − r, θ, φ
∂θ ≈ −

2εu
εv

∂ϕRF− r, θ, φ
∂θ ≈

2εu
εv

∂ϕC− r, θ, φ
∂θ

∂ϕ 
− r, θ, φ

∂φ ≈ − 2εu
εv

∂ϕRF
− r, θ, φ

∂φ ≈ 2εu
εv

∂ϕC
− r, θ, φ

∂φ (24)

Eqn (23) and (24) lead to the approximations used in Eqn (17).

Note that although Eqn (24) is a good approximation for spherical cases, its correctness and 

effectiveness for complex biomolecular systems can only be validated by actual numerical 

experiments. A good approximation should have at least the following two features. First, 

the estimated χ values follow the trend of true χ values relatively well, so they can capture 

more accurate interface geometries and field distributions. Second, the systematical error 

should be as small as possible. The tests and analyses of the approximation are shown in 

Supporting Materials.

3. Computation Details

The potentials at grid points are obtained by solving PBE numerically. Then the potential at 

any position (x,y,z) is obtained with a one-sided least-squares interpolation method.62 The 

linear Poisson-Boltzmann energy (PB energy) can then be obtained as the summation of the 

charges multiplying their respective reaction field potentials as

ΔG = 1
2 ∑cℎargesqiϕRF (25)

For the analytical test cases, four off-center charge models were used, which are monopole, 

dipole, quadrupole, and octupole, respectively. The radius of the sphere was set to 1.6 Å, 

which is about the size of a carbon atom. The Cartesian coordinates of each charge model 

are listed in Table 1. The inside and outside dielectric constants were set to 1.0 and 80.0, 

respectively. The truncation order in Eqn (21) was chosen to be 120, which gives a precision 

of 10−6.

In addition, a total of 573 biomolecular structures from the Amber PBSA benchmark suite 

were used to study the overall accuracy and efficiency of the new methods.29 Of these 

molecules, eight small proteins of about 1000 atoms from the suite were selected to analyze 

the properties of the new method in more details, so that computational jobs could be 

handled on our local compute nodes at the finest grid spacings tested. These biomolecules 

were assigned with charges of Cornell et al86 and the modified Bondi radii. The probe radius 
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was set to 1.4 Å. All testing jobs were performed with the following conditions unless 

specified otherwise. The convergence criterion of 10−4 was used for the biconjugate gradient 

(BiCG) linear solver. The default grid spacing was set to 0.5 Å for most calculations, except 

that in the convergence analysis it was set to a range of values of from 1.0 Å to 0.1 Å. The 

ratio of the grid dimension to the solute dimension (the fillratio keyword in Amber) was set 

to 1.5 and 4.0 for biomolecules and analytical test cases, respectively. No electrostatic 

focusing was applied. The free boundary condition was used to assign the finite-difference 

grid boundary potentials and the charge singularity was removed. The dielectric constants 

were set to 1.0 and 80.0 for solute and solvent, respectively. All other parameters were set as 

default in the PBSA module in Amber 18 package.25, 27, 29–30, 69–71, 82, 84, 87–96

A BiCG linear system solver for GPUs was also implemented using the Nvidia CUDA 

Sparse Matrix (cuSPARSE) and CUSP libraries, which provide basic linear algebra 

procedures for sparse matrix operations.97 The DIA matrix format was used for the non-

symmetric coefficient matrix as in our previous publication.82 All GPU and CPU tests were 

conducted on a dedicated compute node with two Nvidia RTX 2080Ti GPU cards, one Intel 

Xeon E5–1620 v3 CPU, and 16GB main memory. Our time measurements for all solvers 

include all execution time of the solver routines, i.e. time elapsed on the device (GPU) and 

on the host (CPU) and also for transferring data between the device and the host.

4. Results and Discussion

We extended the classical HA method by two improvements, i.e. imposing the discretization 

conditions to the second order and relaxing the conductor-like interface relation, 

respectively. These efforts resulted in the second order and the χ-factor HA methods. In the 

following, we report the numerical experiments to study the quality of the approximations, 

and also compare their accuracy and performance with the classical HA method and the 

analytical IIM. Specifically, analytical models were first used to evaluate the quality of the 

approximations. Then eight small proteins were studied to evaluate their convergence 

behaviors, which refer to the convergence of PB energies as a function of grid spacing. This 

notation is used throughout the manuscript. Next the robustness and correctness of these 

methods were investigated using a large set of biomolecular structures at the widely used 

numerical conditions. Furthermore, the BiCG linear solver was implemented for the two 

new methods utilizing the compact 7-banded structure of the coefficient matrices to boost 

their efficiency on GPUs. Finally, both the improvement and limitation of the new methods 

are also discussed.

4.1 Analytical Evaluation of the Approximations

We first tested the new methods using analytical models from monopole to octupole and 

compared them with the classical HA method and the analytical IIM. The convergence 

trends of PB energies over the tested grid spacing for all the methods are shown in Figure 2. 

Clearly, all tests converge well except for the classical HA method on the monopole model. 

This indicates that the classical HA method may give inaccurate solvation energies even for 

simple spherical cases, yet the two new HA methods were found to overcome the limitation.
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More detailed convergence properties are shown in Table 2, where the extrapolated PB 

energies at the grid spacing of zero are listed for all models by the four tested methods. The 

analysis confirms that the PB energies of all the four methods converge to the analytical 

values reasonably well except the monopole case with the classical HA method.

As interface plays a critical role in the PBE modeling, we further examined the abilities of 

these methods to capture the interface property by calculating the electric field on the 

molecular surface. The root mean squared error (RMSE) values were calculated by 

comparing the numerical electric fields with the analytical results obtained from Eqn (21). 

Here the surface electric field was interpolated with the one-dimensional method, shown to 

perform the best for these analytical systems.98 Figure 3 indicates that all 7-stencil methods 

agree well with analytical values, though not as accurate as the analytical IIM as expected. It 

is also worth noting that the χ-factor HA method is better than the classical HA method on 

every test point, though not by much. In summary, it is clear that the two approximations 

work well for all tested analytical systems with no systematic biases.

4.2 Convergence Analysis of the New Methods

To assess the quality of the two new methods on biomolecules, we studied their numerical 

behaviors with eight small proteins. The convergence trends of PB energies for all the 

methods are shown in Figure 4 and the detailed extrapolation analysis is presented in Table 

3. Figure 4 shows that all tested methods converge smoothly but to two different limiting 

values: the classical HA method and the second-order HA method converge to more negative 

values; and the χ-factor HA method and the analytical IIM converge to more positive 

values. More specifically, the difference between the extrapolated PB energies for the latter 

two methods are mostly within 1 kcal/mol as shown in Table 3. As the analytical IIM is the 

most accurate method of the four since there is no approximation in its discretization 

scheme,99 this means the second-order and the classical HA methods tend to give more 

negative PB energies than the true values for molecular systems. Note that this behavior has 

been observed for the classical HA method in the analytical monopole test already (Figure 

2). However, the behavior is a new observation for the second-order HA method since it 

performs well in the analytical tests. This shows that the second-order HA method tends to 

degenerate to the classical HA method when it is applied to complicated molecular 

geometries such as proteins. In contrast, the χ-factor HA method still maintains its excellent 

numerical behaviors even on proteins, and almost produces the same accuracy as the high-

order IIM does with its 27-point stencil.

Another observation from Figure 4 is that the classical and the χ-factor HA methods have 

much flatter convergence curves than the second-order HA method. A closer look of the PB 

energies at the grid spacing of 0.5 Å in Table 4 shows that the relative errors with respective 

to methods’ own limiting values are 0.1%, 0.14%, and 0.21%, respectively, for the classical, 

the χ-factor, and the second-order HA methods. This behavior is rather different from what 

is observed in the analytical spherical tests, where the second-order HA method converges 

the fastest among the three HA methods.

Taken all the observations together, we can conclude that when dealing with realistic 

molecular systems such as proteins, the χ-factor HA method preserves the overall good 
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convergence behavior of the classical HA method while it converges to the correct limiting 

values. Worth noting is that the χ-factor HA method performs even better than the IIM with 

overall flatter convergence curves. It is worth pointing out that the slower convergence of the 

second-order methods may result from their overly precise description of the local complex 

interface geometries in typical proteins.80 It is likely that fuzzy handling of complex 

geometries as done in simpler methods may lead to a good apparent convergence trend 

simply because the methods are not designed to detect complex geometries. However, what 

the χ-factor HA method gained over the classical HA method is that it converges to the 

correct limiting values as those from the analytical IIM, while still preserving the good 

convergence trend of the classical HA method. As a result, its simplicity, good convergence 

property, and numerical stability make the χ-factor HA method an outstanding scheme 

among the four investigated methods in practices.

4.3 Robustness of the New Methods

To examine the robustness, i.e. the success rate, of these methods under typical numerical 

conditions, we computed the PB energies with 573 biomolecular structures from the Amber 

PBSA benchmark suite at the commonly used grid spacing of 0.5 Å. No failure to obtain PB 

energy (NaN or positive numbers as energy values) was observed for any of the 573 test 

cases, which confirms that our new methods are robust enough for various biomolecules.

To confirm the correctness of the new methods, we analyzed the correlations between the PB 

energies from the three HA methods with those from the analytical IIM. As shown in Figure 

5, the linear fitting slopes are 1.004, 0.998, and 1.000 for the classical, the χ-factor, and the 

second-order HA methods, respectively. This indicates that compared to the IIM, the 

classical HA method has a systematic tendency to give more negative results and the χ-

factor HA method reduces the error to about a half, and the second-order HA method has 

almost no systematic tendency at the tested condition. Interestingly, the second-order HA 

method is the closest to the IIM at the tested condition, which may seem to be more accurate 

than the other two HA methods. However, note that the calculations were carried out at the 

grid spacing of 0.5 Å, where these methods may deviate from the limiting values (i.e. at the 

grid spacing of 0.0 Å). While it is difficult and impractical to obtain extrapolated limiting PB 

energies for all 573 biomolecular structures, the results from the eight representative proteins 

as discussed in section 4.2 can serve as a guidance. As shown in Figure 4, the convergence 

trendlines of the IIM and the second-order HA method cross over near the grid spacing of 

0.5 Å and thus their PB energies are closer to each other.

To quantitively measure the accuracy of each method at the tested grid spacing, we 

calculated the relative error of the PB energy from each method (see Table 4) with respective 

to the IIM’s limiting values (see Table 3). The medium relative errors are 0.6%, 0.2%, 0.1% 

and 0.13% for the classical, the χ-factor HA, the second-order HA, and the IIM, 

respectively. This means that at the grid spacing of 0.5 Å, a common choice for practical 

biomolecular applications, the χ-factor and the second-order HA methods are with very 

similar errors as the IIM. This further illustrates the impressive improvements achieved in 

the two new HA methods. It is interesting that the second-order HA method coincidently 

behaves well at the widely used grid spacing even if its limiting convergence is closer to the 
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classical HA method. However, we expect that in a wider range of conditions, the χ-factor 

HA method would be more accurate and stable as it has better convergence behavior with 

various grid spacings as discussed above.

4.4 GPU Implementation

An important motivation in developing the new HA methods is to utilize their compact 7-

banded structure in the coefficient matrices to improve computational efficiency on high-

performance platforms such as GPUs. We implemented the BiCG linear solver on GPUs for 

the two new HA methods, as the BiCG algorithm is suitable for asymmetric matrices. The 

DIA matrix format was used to store the matrices in the new methods. In contrast the CSR 

matrix format was used in the analytical IIM. The timing results for 573 biomolecules are 

shown in Figure 6, with the timings of the BiCG solver implemented with the IIM on GPUs 

as the benchmark. The results show that the average solver time (Figure 6 top two) for the 

χ-factor and the second-order HA methods is about 35% and 39% of that of the IIM, 

respectively. This means that by using a more compact matrix structure, the solver time can 

be reduced by about two thirds. As simpler interface schemes, the new methods also reduce 

the setup time significantly (Figure 6 bottom two). This is because the IIM uses a multistep, 

complicated setup procedure,80 which requires the interface geometry parameters up to the 

second order (curvatures) and the Coulomb field parameters of the second order (gradients). 

While for the two new methods, all these parameters (interface normal directions and 

Coulomb field) are required only to the first order. As a result, the intrinsically simpler HA 

methods leads to significant efficiency gain in PBE modeling on GPU platforms.

5. Conclusion

In this study, we explored new 7-stencil algorithms based on the spirit of the classic HA 

method for PBE modeling, namely, the χ-factor HA method and the second-order HA 

method by introducing better physical interface relations and imposing the discretized 

Poisson’s equation to the second order. The new methods improve on the original one and 

still maintain the compact 7-banded structure for the discretized equations. As a result, the 

advantages of fast matrix operation and reduced memory requirement are obtained for 

numerical implementation, especially on GPUs for parallel computation.

We first tested our new methods on multiple analytical test cases to serve as a primary check 

for the quality of the approximations used in the new methods. The results showed that the 

new methods overcome the limitation of the classical HA method in the monopole case by 

giving more accurate limiting PB energy. In addition, the new methods also give correct 

electric field on the interface, showing that the new methods are overall consistent with 

theory for the tested analytical systems.

We further analyzed the convergence of the new methods on small proteins using the 

analytical IIM as reference, to study their advantages on biomolecules. The results show that 

the χ-factor HA method performs very well in both accuracy and convergence with its 

limiting PB energies mostly within 1 kcal/mol difference from the reference values. 

Therefore, its simplicity, good convergence property, and stability on complex protein 

molecules make χ-factor HA an outstanding scheme among the four investigated methods.
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We next examined the robustness and correctness of the new methods with 573 biomolecular 

structures at the commonly used grid spacing of 0.5 Å. The results show that all tests passed 

with no failure, confirming that our new methods are robust enough for various complex 

interface geometries in biomolecules. Interestingly, the second-order HA method agrees the 

best with the IIM in terms of PB energies. Our further analysis of the relative error of the PB 

energies with respective to the IIM limiting values shows that two new HA methods are with 

very similar errors as the analytical IIM at the widely used numerical conditions. We further 

pointed out that though the second-order HA method performs well at the grid spacing of 

0.5 Å, it is expected that the χ-factor HA method will be more accurate and stable in a wider 

range of application conditions.

Finally, we implemented the BiCG linear solver for the new HA methods and tested their 

performance on GPUs. The results show that by using a more compact 7-banded matrix 

structure, the solver time can be reduced by about two thirds, and the setup time are also 

significantly reduced over the IIM method. As a result, the intrinsic simple design of the HA 

methods leads to significant efficiency gain of PBE modeling on GPU platforms, which 

makes the new methods more suitable for high-performance biomolecular computational 

studies.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Two types of interface geometries. The left side of the interface is considered the solute 

region with the dielectric constant ϵu, and the right side the solvent region with the dielectric 

constant ϵv h is the grid spacing and 0 < a < 1.
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Figure 2. 
PB energies (kcal/mol) versus grid spacing (Å) for analytical sphere models. Energy results 

were obtained by averaging energy values from 30 runs of different grid orientations/offsets 

of the molecules, and error bars denote standard deviations of the 30 sampled energies. All 

trend lines were obtained by fitting data to functions in the form of y=a*x^b+c. Only data 

points at grid spacing ≤ 0.33 Å were included in the fitting. The stars on the y axles denote 

the analytical values.
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Figure 3. 
RMSEs of normal surface electric fields between the computed and the analytical values 

(kcal/mol-e-Å) versus grid spacing (Å). The surface fields were obtained by one-

dimensional interpolation.

Wei et al. Page 25

J Chem Theory Comput. Author manuscript; available in PMC 2020 May 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 4. 
PB energies (kcal/mol) versus grid spacing (Å) for the 8 selected protein molecules. Energy 

results are obtained by averaging energy values from 30 runs of different grid orientations/

offsets of the molecules, and error bars denote standard deviations of the 30 sampled 

energies. All trend lines were obtained by fitting data to functions in the form of y=a*x^b+c. 

Only data points at grid spacing ≤ 0.5 Å were included in the fitting.
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Figure 5. 
Tests of PB energies (kcal/mol) at 0.5 Å for 573 biomolecules. The data were fitted linearly 

and the intercepts were set to zero.
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Figure 6. 
Timing (seconds) tests of GPU implementation at 0.5 Å for 573 biomolecules. The data 

were fitted linearly. The fitting line of the χ factor HA method solver time is y=0.3526x

+0.2069, and that of the second-order HA method is y=0.3917x+0.1819. The fitting line of 

the χ factor HA method setup time is y=0.7397x-2.405, and that of the second-order HA 

method is y=0.3355x+0.1703. The dashed lines are diagonal.
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Table 1.

Cartesian coordinates of charges for the analytical monopole, dipole, quadrupole, and octupole models.

Model Positive Charge Coordinates Negative Charge Coordinates

Monopole (−0.10, −0.10, 0.90)

Dipole (−0.10, −0.10, 0.90) (−0.10, −0.10, −0.90)

Quadrupole (0.90, −0.90, −0.10) (0.90, 0.90, −0.10)

(−0.10, 0.90, −0.10) (−0.10, −0.90, −0.10)

Octupole (0.90, −0.10, 0.90) (0.90, 0.90, 0.90)

(−0.10, 0.90, 0.90) (−0.10, −0.10, 0.90)

(0.90, −0.10, −0.10) (0.90, 0.90, −0.10)

(−0.10, 0.90, −0.10) (−0.10, −0.10, −0.10)
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Table 2.

Extrapolated and analytical PB energies (kcal/mol) for the analytical sphere models. Extrapolated values are 

from Figure 2. Analytical PB energies were calculated using Mathematica 7.0.

Methods HA 2nd order HA χ factor HA IIM Analytical

Monopole −151.6 −151.3 −151.2 −151.3 −151.3

Dipole −55.74 −55.74 −55.69 −55.73 −55.73

Quadrupole −35.35 −35.31 −35.32 −35.32 −35.31

Octupole −89.91 −89.91 −89.84 −89.87 −89.91
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Table 3.

Extrapolated PB energies (kcal/mol, at the limiting grid spacing of 0 Å) for the 8 selected protein molecules 

from Figure 4.

Methods HA 2nd order HA χ factor HA IIM

1aci −1029 −1028 −1025 −1024

1ah9 −1015 −1013 −1010 −1009

1b22 −747.9 −747.5 −745.5 −745.4

1aw0 −1063 −1060 −1059 −1058

1bbi −1108 −1107 −1105 −1101

1bdc −795.2 −794.9 −793.6 −793.8

1bw6 −1509 −1506 −1503 −1503

1c75 −902.4 −900.4 −898.4 −898.2
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Table 4.

PB energies (kcal/mol) and standard deviations (kcal/mol in parenthesis) for the 8 selected protein molecules 

at the grid spacing of 0.5 Å. The average energies and standard deviations were obtained from 30 runs of 

different grid orientations/offsets of the molecules.

Methods HA 2nd order HA χ factor HA IIM

1aci −1030.38(0.73) −1025.26(0.69) −1026.63(0.76) −1025.37(0.88)

1ah9 −1015.32(0.94) −1011.52(0.89) −1010.66(0.93) −1010.84(1.1)

1b22 −749.49(0.61) −745.64(0.64) −746.93(0.65) −746.32(0.71)

1aw0 −1064.12(0.59) −1058.73(0.60) −1060.93(0.59) −1059.01(0.55)

1bbi −1109.95(0.90) −1103.83(0.85) −1106.20(0.98) −1101.10(1.2)

1bdc −797.71(0.71) −793.18(0.67) −795.81(0.70) −796.21(0.60)

1bw6 −1509.01(0.83) −1503.28(0.81) −1503.83(0.78) −1504.29(0.90)

1c75 −903.08(0.70) −898.59(0.72) −899.27(0.69) −899.27(0.73)
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