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ABSTRACT OF THE DISSERTATION

Probabilistic Methods to Quantify Spatiotemporal Patterns and Categorize Dysfunction
in Cutaneous Multi-Electrode Gastric Neuromuscular Recordings

by

Anjulie Agrusa

Doctor of Philosophy in Bioengineering

University of California San Diego, 2021

Professor Todd P. Coleman, Chair

One of the primary components of GI motility is the gastric slow wave, which travels

along the surface of the stomach and locally actuates smooth muscle contractions, known as

peristalsis. Pathological slow wave patterns, detected through intrasurgical recordings, have been

shown in high incidence with GI disease and symptoms. The ability to non-invasively detect

pathological slow wave patterns is of high clinical interest, as this could significantly enhance

diagnostics and lead to tailored treatment regimens. In four parts, we develop statistical analysis

methods to infer spatial slow wave patterns from cutaneous high-resolution electrogastrogram

(HR-EGG) waveforms.
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We first establish a deep three-dimensional convolutional neural network (3D-CNN)

framework to classify normal and abnormally initiated slow waves from in silico multi-electrode

waveforms. We develop a linear discriminant classifier using spatial features of wave propagation

to compare performance. We report the first successful classification study and show robustness

across recording and anatomical variability.

Second, we develop a transfer learning framework, in silico, to build a 3D-CNN classifier

robust to heterogeneity in both the location of the slow wave abnormal initiation as well as the

recording start times with respect to slow wave cycles. We find that by building complexity in

training sets, transfer learning one model to the next, the final network exhibits high classifi-

cation accuracy on data with closer resemblance to human physiologic recordings, suggesting

downstream potential for use as widely deployable clinical screening tools for GI disorders.

Third, we establish an optimal transport theory-based philosophical framework for the

detection of anomalous probability distributions. We demonstrate a rigorous mathematical proof

and show an example algorithm within the framework of our methodology to detect an anomaly

in a set of probability distributions that model slow wave direction estimates from HR-EGG

recordings on human subjects.

Finally, we implement robust regression and clustering methods on optimal transport-

based features of probability density estimates of slow wave directions from HR-EGG recordings

on human subjects. We report highly accurate robust regression and suggest the ability to predict

treatment response and underlying disease etiology. This methodology may provide clinicians

with an opportunity to screen patients and optimize treatment regimens.

xvi



Chapter 1

Introduction

1.1 Clinical Background

Gastrointestinal (GI) problems are the second most common reason for someone to

miss school or work, after the common cold [29]. Two of the most prevalent GI functional

and motility disorders are functional dyspepsia (FD) and gastroparesis (GP), which affect 10%

and 1.5-3% of the U.S. population, respectively [42, 77]. Multiple disease etiologies underlie

the umbrella diagnoses of GP and FD, including but not limited to i) antral hypomotility, ii)

pylorospasms, iii) gastric myoelectric dysfunction [56], and iv) autonomic dysfunction. Tailored

treatments for such causes include i) prokinetic medications, ii) botulinum toxin injection [85],

gastric neuromodulation [2, 20, 91, 98, 89, 13, 122], and iv) vagus nerve stimulation [58, 59],

respectively. The common occurrence of treatment regimens tailored to the wrong etiology or to

symptom mitigation results in repetitive visits to the clinic and adverse effects on quality of life

with vast economic, social, and healthcare consequences. There is a desire and unmet need to

sub-type GP and FD in terms of underlying etiologies to improve prediction of treatment response

and enable targeted interventions [86, 73].

Current diagnostic tools are typically not etiology-specific. For instance, the PAGI-SYM

1



questionnaire on foregut symptoms, which includes the gastroparesis cardinal symptom index, is

used to manage treatments but shows a high degree of symptom overlap with underlying disease

etiologies [56]. Alternatively, the gastric emptying test, a clinical gold standard, typically involves

ingestion of a meal containing a radioactive tracer and imaging at fixed time intervals to assess

the duration of time required for the tracer to empty the stomach. However, gastric emptying

shows inconsistent correlation with symptoms or symptom improvement [123, 74] and multiple

medications have been shown to improve symptoms but not gastric emptying and vice versa

[39, 97, 21].

1.2 Gastric Myoelectric Physiology

Gastric neuromuscular activity involves the interplay between electrical activity on the

stomach’s surface and smooth muscle contractions that propel food from the esophagus to the

intestines. Gastric pacemaker cells, or interstitial cells of Cajal (ICCs), receive modulatory

inputs from enteric neurons and undergo spontaneous cyclical depolarization, similar to cardiac

pacemaker cells in the heart. These oscillatory membrane potentials excite neighboring smooth

muscle cells, causing contractions at regular intervals, and excite adjacent downstream ICCs in

their network [46, 161, 120]. This results in a traveling electrical wave, called the gastric slow

wave [158, 80, 153].

Slow waves, in healthy individuals, originate in the pacemaker region of the stomach

and propagate in an anterograde direction toward the duodenum. This propagation occurs in

equipotential rings along the outer surface of the stomach, at a frequency of 3 cycles per minute

(0.05 Hz) [80, 28, 66]. Abnormalities in slow wave initiation and propagation patterns arise from

loss or deterioration of ICCs [113, 19]. These pathological slow waves can spontaneously arise

from locations other than the pacemaker region (i.e. the antrum) and/or propagate in aberrant

directions (i.e. in a retrograde direction towards the esophagus or a bifurcated combination of

2



anterograde/retrograde propagation). These abnormal initiation and propagation patterns disrupt

the spatial coordination of smooth muscle contractions and have been observed in GP/FD patients

[110].

1.3 Previous Work

High-resolution spatiotemporal mapping of the gastric slow wave has been performed with

electrodes placed directly on the surface of the stomach during open-abdominal surgery. These

findings indicated normal slow wave behavior in control subjects (n=12) [109] and abnormalities

in slow wave initiation and propagation in > 80% of GP subjects (n=12) [110]. Whereas

these studies demonstrated spatial slow wave abnormalities as possible explanations for foregut

disorders, the involvement of surgical procedures limits the technique’s scalability.

A non-invasive alternative is the electrogastrogram (EGG), which involves electrodes

placed on the surface of the abdomen (as opposed to the stomach) and measures electrical activity

that reaches the abdominal surface via volume conduction. Conventional EGG is comprised of

3-4 electrodes and is analyzed via spectral methods (i.e. power-frequency) [80, 118]. However,

it has been shown that i) spectral features do not reliably correlate with symptoms or disease

[69, 107] and ii) spatial slow wave abnormalities (which do have high correlation with disease

and symptoms) are undetectable by spectral analyses [110, 53, 19, 23].

The high-resolution EGG (HR-EGG) has recently been established to overcome the

pitfalls of traditional EGG. This approach is comprised of a dense cutaneous electrode array and

subsequent signal processing methods for artifact rejection [52]. HR-EGG has been shown to

capture slow waves with high spatial resolution and extract meaningful spatial (as opposed to

spectral) features, including the instantaneous slow wave direction at each electrode [50]. With

the advent of these new techniques, in addition to novel artifact rejection methods [52], spatial

features have been shown to correlate with symptom incidence and severity in gastroparesis and
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functional dyspepsia patients [54].

1.4 Contributions of Chapter 2

Taking it a step further than symptom correlation, it has yet to be determined if one

can classify a normal from abnormal slow wave with HR-EGG recordings. Training a machine

learning algorithm requires that data be labeled with ground-truth metrics. There are no current

methods to obtain cutaneous EGG recordings labeled with spatial gastric slow wave abnormalities.

Symptom reports, for example, cannot be used to label data, as symptoms can arise from a

variety of disease etiologies [56]. In addition, a small subset of patients with diagnosed functional

and motility disorders lack spatial slow wave abnormalities [110], so clinical diagnoses cannot

be used to robustly label the data either. Currently accepted approaches to label these spatial

abnormalities involve placing electrodes directly on the serosal surface of the stomach during

an open abdominal surgical procedure [109, 110]. Because of this, simultaneous cutaneous and

serosal recording has yet to be performed in humans. Thus, a simulation for which ground truth

labels are established a priori makes possible the training of a machine learning algorithm with

multi-electrode EGG waveforms.

Recent advances in deep learning have enabled breakthrough performance in the analysis

of physiological signals [4, 129, 5, 6, 132, 103]. The state-of-the-art class of neural network

architecture used in image-classification tasks is a convolutional neural network (CNN) [82,

152, 37, 149]. Similarly, three-dimensional CNNs (3D CNNs) are an accepted best-practice in

video-classification tasks [75, 156, 96]. In a video recognition task, the 3D CNN ‘sees’ the video

as an ‘N’ by ‘N’ grid of discrete pixels with varying intensity values over time. The data collected

by a square multi-electrode array, as seen in this study, is an ‘N’ by ‘N’ grid of voltage values over

time. Here, we make the novel analogy of a multi-electrode recording to a video so that we can

subsequently apply these video classification techniques from deep learning. We hypothesize that
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a 3D CNN, can also be used to accurately classify normal versus abnormal slow wave propagation

from cutaneous HR-EGG recordings.

In Chapter 2, we establish a deep CNN framework to disambiguate normal from abnormal

slow wave initiation with cutaneous multi-electrode data. We also investigate the effects of non-

idealized measurements on classification accuracy, which include shifted array positioning with

respect to the true center of the stomach, smaller array sizes, high BMI, and low signal-to-noise

ratio (SNR). Finally, we compare the performance of our deep CNN to a traditional machine

learning approach using spatial HR-EGG features of slow wave propagation. These objectives

are carried out through a series of simulations of the normal and abnormal slow wave on a variety

of computed tomography (CT)-extracted stomachs from human research subjects, propagated to

virtual electrodes on the surface of subject-specific abdominal models. These findings suggest

that the use of multi-electrode cutaneous abdominal recordings combined with machine learning

algorithms may serve as a promising avenue of further research in developing widely-deployable

clinical screening tools for gastrointestinal foregut disorders.

1.5 Contributions of Chapter 3

In Chapter 2, we demonstrated the first study in the field to use HR-EEG waveforms

to classify, with a 3D convolutional neural network machine learning approach, normal versus

abnormal spatial slow wave patterns [7]. However, there was still an unmet need to build methods

and assess classification performance when considering other forms of variability reflective of

human recordings, including location of spatial slow wave abnormalities and recording start times

relative to slow wave phase.

In Chapter 3, we use transfer learning from the 3D CNN developed in Chapter 2 [7] to

build a method that is robust to heterogeneity in both the location of the abnormal initiation on the

stomach surface as well as the recording start times with respect to slow wave cycles. Specifically,
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using the simulation framework in Chapter 2 as a starting point, we now introduce variability in

five different possible locations of the abnormal initiation. We also shuffle the ‘start’ time of every

recording, so that the gastric slow wave was not at the same point in its cycle at the beginning of

every recording.

Transfer learning within the context of deep learning is the process by which a neural

network is trained for a particular classification task using ‘source’ data and then re-trained in

some capacity with new ‘target’ data in order to perform a different classification task, the ‘target’

task [72, 11, 15, 40, 168, 145]. The theory behind this approach is that information learned in the

source task is beneficial for model fitting in the target task [72, 11, 15], even when the source

and target tasks vary significantly [145], and with low availability of target data to train with

[40, 72, 15]. The first layers in a sequential deep neural network select for general high-level

features in the data, whereas the final layers select for patterns that are highly-specific to the

training data. As such, the degree of similarity between the source and target classification tasks

can impact which features of the source model are transferred to the target task [168].

We find that by starting with training lowest-complexity models and building complexity

in training sets, transfer learning one model to the next, the final network exhibits high accuracy

and low type-I error probabilities across all locations. Altogether, this work showcases the

potential of developing non-invasive assessment tools that are more robust to variability in human

EEG recordings, and may propel scalable approaches to non-invasively screen for spatial slow

wave abnormalities and improve the tailoring of etiology-specific treatment strategies.

1.6 Contributions of Chapter 4

The methods explored in Chapters 2 and 3 operate under a supervised framework. Super-

vised methodologies require ground truth labels, which, in this dissertation, were derived from

invasive studies [109, 110] that powered in silico modeling. While we assert that these invasive
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metrics provide a good framework for describing normal and pathological slow wave physio-

logical phenotypes, we also note the fundamental limits with regard to sample sizes within the

realm of intrasurgical human recordings. As such, we explored unsupervised and semi-supervised

methodologies, which did not require recordings to be labeled with slow wave abnormalities,

in the remaining two chapters of this dissertation with analyses in the domain of probability

distributions.

We propose an anomaly detection methodology in Chapter 4 that can be applied across

a diverse range of fields, such as computer security, defense, and medicine [10, 33, 124, 150],

in addition to problems in Gastroenterology discussed in this dissertation. Traditional anomaly

detection methods operate under the paradigm of first defining ‘normal’ behavior and subsequently

identifying anomalies that deviate from normal patterns, in both supervised and unsupervised

manners [162, 45]. We will restrict our discussion to unsupervised clustering algorithms, as these

methods do not required labeled datasets. In clustering methods, such as the K-Means algorithm

[64], data are aggregated into groups with high inter-class and low intra-class variability. One of

the most significant pitfalls of K-Means in the context of anomaly detection is that it performs

grouping over the entire dataset, and does not directly attempt to identify anomalies [64, 43].

Optimal transport theory is a state-of-the-art framework to establish a metric between

probability distributions [159] and has powered state-of-the-art studies in broad applications of

mathematics, data science, and economics [159, 141, 127, 48]. The ‘optimal transport’ map is

that which minimizes the cost of transporting all of the mass in one distribution to another. The

cost associated with this distance-minimizing transportation map is referred to as the Wasserstein

(squared) distance. Since clustering operates on a metric between samples, within the context

of clustering probability distributions it is natural to use the Wasserstein metric. There have

been multiple studies in the field that have followed a K-Means clustering framework with the

Wasserstein metric between probability distributions [99, 100, 166]. Instead of cluster centriods,

as is standard in K-Means clustering, these methods form clusters around Wasserstein barycenters.
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However, the main drawback of the K-Means algorithm as it pertains to anomaly detection still

applies: anomalies are not directly accounted for.

There is an unmet need to design an anomaly detection technique that i) operates on a

set of probability distributions as an input, ii) directly targets the identification of anomalies, and

iii) is unsupervised. One of the well-established principles in the field of anomaly detection is

that specific algorithmic needs can vary significantly on a study-by-study basis [10, 68]. As such,

instead of proposing a specific algorithm, in this work we propose a philosophical framework

for detecting anomalies in a set of probability distributions. Namely, we examine a framework

in which we partition subsets of the set of distributions, compute a Wasserstein barycenter

between distributions in each subset, and finally compute Wasserstein distances between each

distribution in a subset and the subset barycenter. We hypothesize that anomaly distributions will

be consistently ‘far’ from corresponding subset barycenters. The main contribution to this work

is a rigorous mathematical proof to show that the largest possible Wasserstein distance between a

probability distribution and a subset barycenter, given theoretical set parameters, is the distance

between an anomaly distribution and the barycenter of a subset containing the anomaly. We

propose that the mathematical proof will allow future studies to design algorithms in a tailored

way, using this philosophical framework. Finally, we demonstrate an example of an algorithm

derived from this framework along with an example in Gastroenterology.

1.7 Contributions of Chapter 5

The final contribution of this dissertation builds off of previous work in the field which

established the first preliminary linear correlation between incidence of non-anterograde slow

wave propagation and symptom severity [53]. This finding has has some key limitations. Since

multiple disease etiologies underlie GP and FD, a ‘one size fits all’ regression paradigm is likely

inadequate to explain symptom severity solely from spatial slow wave features. For instance,
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in patients with high symptom severity arising from etiologies other than gastric myoelectric

dysfunction, spatial slow wave features would likely resemble those of healthy controls although

their symptom severity score would exceed that of control subjects [53].

This line of reasoning calls for the implementation of a “robust regression” method which

involves a mathematically rigorous approach to determine an inclusion criterion of data to be

used in regression, and an exclusion criterion of data to be considered outliers. Robust regression

has been widely used in the current literature to fit highly-accurate regressions in the presence of

outliers by assuming the probability distribution of residuals has multiple modes [137, 18, 32, 35].

Optimization of model-fitting parameters typically involves maximizing a multi-modal likelihood

function over the residual errors, with at least one mode near zero [137, 18, 32]. This method

optimizes regression fit over the data assumed to represent ‘signal’ rather than ‘noise.’

Another potential improvement to the preliminary correlation study in [53] involves

estimating an entire probability distribution of wave directions for each recording. This provides

more information, pertaining to modality and overall distributional structure, that may lead to

improved characterizations of recordings. Furthermore, utilizing the full probability distributions

enables the use of an optimal transport framework to build metrics between distributions.

We use robust regression of features pertaining to Wasserstein distances between proba-

bility distributions and standardized patient symptom metrics in order to identify and exclude an

“outlier” class of patients for which we hypothesize that their underlying GP or FD etiology is

not gastric myoelectric dysfunction. We then perform clustering of linearly transformed features

of the outlier class to isolate a subset of patients with i) features that are indistinguishable from

healthy controls and ii) symptoms that exceed regression predictions. While the regression

is supervised, the clustering and detection of this patient subset is unsupervised, and as such

the methodology in this chapter is semi-supervised (and does not require recordings that are

labeled with respect to slow wave abnormalities). We report a highly accurate correlation between

symptoms and slow wave features in the non-outlier group of subjects and give an indication
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of this method’s ability to predict treatment response, which has the potential to rapidly guide

effective treatments and promote good clinical outcomes.
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Chapter 2

A Deep Convolutional Neural Network

Approach to Classify Normal and

Abnormal Gastric Slow Wave Initiation

from the High Resolution

Electrogastrogram

2.1 Introduction

Gastric motility and functional disorders are abundantly common, with functional dys-

pepsia and gastroparesis, the most common of such disorders, affecting 10% and 1.5-3% of the

population, respectively [42, 77]. One way in which these disorders are currently classified is

based on symptom criteria, an insufficient metric due to patient subjectivity and symptom overlap

between varying disease etiologies [56]. The clinical gold standard for diagnosing upper GI disor-

ders is gastric emptying, which typically involves imaging after ingestion of a meal containing
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a radioactive tracer. Gastroparesis, or delayed gastric emptying, is diagnosed if an insufficient

amount of the tracer has emptied out of the stomach, and occurs in a majority of Parkinson’s and

diabetes patients [65, 70]. However, published findings have had limited success in demonstrating

correlation between gastric emptying and symptoms [123] or symptom improvement [74]. As

some drugs improve symptoms but not gastric emptying and vice versa [39, 97, 21], the NIH

Gastroparesis Consortium has recently recommended that improvement in gastric emptying not

be considered a requirement for clinical drug trials in gastroparesis [123].

It has been proposed that gastric motility disorders (including gastroparesis) should be

sub-typed to improve treatment efficacy [86, 73]. One such etiology arises from abnormalities in

the neuromuscular patterns of the gut. Much like the electrical rhythms of the brain and heart,

the gastroenterological (GI) tract has electrical activity, governed by the enteric nervous system.

The electrical wave propagating along the serosal (outer) surface of the stomach, the gastric

slow wave, oscillates at approximately 3 cycles per minute (0.05 Hz) and coordinates the smooth

muscle contractions of peristalsis during digestion [80]. Recent findings from invasive electrode

recordings [109, 110] placed directly on the stomach surface describe a ‘normal functioning’

slow wave, with initiation in the pacemaker region and anterograde propagation of equipotential

rings, as well as ‘abnormal initiation’, with slow waves generated outside the pacemaker region,

propagating simultaneously in both anterograde and retrograde directions (Fig. A.1).

This archetypal dysrhythmia, as well as others, has been associated with gastric functional

and motility disorders, including gastroparesis and functional dyspepsia [90, 34, 25, 144, 87, 111,

114]. Other work, also involving electrodes placed directly on the surface of the stomach, has

shown the ability of gastric slow wave abnormalities to predict states of nausea and vomiting

[105]. Recent advances in the development of gastric pacemaking devices [2, 108, 12, 125] that

can initiate, entrain and/or normalize propagation of the gastric slow wave has added impetus

to the identification of patients with gastric arrhythmias who may benefit from an electrical

pacing intervention. While monitoring the slow wave with electrodes placed on the stomach
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during invasive surgery is not clinically scalable as a screening tool, it does provide validation for

electrode-based characterization of the slow wave.

There is an unmet need to develop a widely-deployable screening tool that is i) non-

invasive, ii) able to make direct claims on gastric myoelectric dysfunction, and iii) able to guide

effective treatments. In a similar fashion to that of the brain and heart, waves generated at

the stomach’s surface propagate to the skin via volume conduction. These voltages can be

measured with cutaneous electrodes, namely the electrogastrogram (EGG) in the case of gastric

electrophysiology. Traditionally, the EGG is comprised of a small number of electrodes (typically

3-4) and spectral analysis within the 0.05 Hz frequency range is performed [80]. Whereas some

findings based upon these spectral analyses have shown separation between patients with GI

symptoms and healthy controls [143, 119, 81], others have found no such differences [69, 107].

Although it is non-invasive, the EGG has not encountered widespread clinical adoption

because of these contradictory findings and because of a lack of consistency with invasive clinical

gold standards [3, 118]. Numerous findings have shown that spatial dysrhythmias, including the

abnormal initiation, typically occur within the normal frequency range of the gastric slow wave

(0.05 Hz) [110, 19, 23]. As such, current literature has converged on the notion that spectral-

based analyses are unable to capture these spatial abnormalities [41, 112]. This may explain why

spectral analyses have been inconsistent in their findings.

Since the most significant features of the slow wave in terms of classifying spatial

abnormalities are its initiation location and propagation direction, it is reasonable to hypothesize

that a multi-electrode recording system with higher spatial resolution may be beneficial in

detecting such abnormalities. Indeed, recently the high-resolution EGG (HR-EGG), a multi-

electrode array of 25 or more electrodes, has been shown to capture slow waves with high

spatial resolution and extract meaningful spatial (as opposed to spectral) features, including the

instantaneous slow wave direction at any given point in space [50]. With the advent of these

new techniques, in addition to novel artifact rejection methods [52], spatial features have been
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shown to correlate with symptom incidence and severity in gastroparesis and functional dyspepsia

patients [54].

Taking it a step further than symptom correlation, it has yet to be determined if one can

classify a normal from abnormal slow wave with HR-EGG recordings. Since the HR-EGG has

been a recent development, modern machine learning has been seldom employed to analyze EGG

waveforms and attempt ‘normal’ and ‘abnormal’ classification. Training a machine learning

algorithm requires that data be labeled with ground-truth metrics. Unlike in the field of cardiology,

where electrophysiological abnormalities can be detected by visual inspection of an ECG, there

are no current methods to obtain cutaneous EGG recordings labeled with spatial gastric slow

wave abnormalities. Symptom reports, for example, cannot be used to label data, as symptoms

can arise from a variety of disease etiologies [56], one of which being dysrhythmias of the enteric

nervous system. In addition, a small subset of patients with diagnosed functional and motility

disorders lack spatial slow wave abnormalities [110], so clinical diagnoses cannot be used to

robustly label the data either. Currently accepted approaches to label these spatial abnormalities

involve placing electrodes directly on the serosal surface of the stomach during an open abdominal

surgical procedure [109, 110]. Because of this, simultaneous cutaneous and serosal recording has

yet to be performed in humans. Thus, a simulation for which ground truth labels are established a

priori makes possible the training of a machine learning algorithm with multi-electrode EGG

waveforms.

The simulation of electrical conduction patterns on an organ’s surface is not unprecedented.

Recent studies in cardiology, for example, simulate abnormal cardiac electrophysiology along with

normal cardiac function on subject-specific MRI-constructed and CT-constructed heart models to

perform subsequent analysis, some of which even simulate volume conduction and propagation of

voltages to virtual cutaneous electrodes [169, 160, 67]. With an analogous methodology, in this

work we simulate underlying conduction patterns on the stomach and propagate voltages to virtual

cutaneous electrodes in a human subject-specific manner. Once labeled waveforms are obtained,
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machine learning is possible. Machine learning studies in cardiology [4, 129, 5, 146, 130] follow

the premise that within the same class, the conduction pattern on the organ is consistent, and

across different classes, the conduction pattern is different. This same paradigm can be applied to

gastric electrophysiology.

Recent advances in deep learning have enabled breakthrough performance in healthcare

applications [47], including the analysis of physiological signals such as the electrocardiogram

[4, 129, 5], electroencephalogram [6, 132, 103], and electromyogram [14, 165]. We hypothesize

that such tools can also be used to accurately classify normal versus abnormal slow wave

propagation from cutaneous HR-EGG recordings, with robustness to high anatomical variability

between subjects, including BMI, stomach shape, and stomach position relative to cutaneous

landmarks. Specifically, we hypothesize that a three-dimensional convolutional neural network

(3D CNN) will succeed in such a classification task, with reasoning as follows.

The state-of-the-art class of neural network architecture used in image-classification tasks

(i.e. classifying animal images) is a convolutional neural network (CNN) [82, 152, 37, 149].

Similarly, three-dimensional CNNs are an accepted best-practice in video-classification tasks

[75, 156, 96]. In a video recognition task, the 3D CNN ‘sees’ the video as an ‘N’ by ‘N’ grid

of discrete pixels with varying intensity values over time. The data collected by a square multi-

electrode array, as seen in this study, is an ‘N’ by ‘N’ grid of voltage values over time. Here, we

make the novel analogy of a multi-electrode recording to a video so that we can subsequently

apply these video classification techniques from deep learning.

In this paper, we establish a deep CNN framework to disambiguate normal from abnormal

slow wave initiation with cutaneous multi-electrode data. We also investigate the effects of non-

idealized measurements on classification accuracy, which include shifted array positioning with

respect to the true center of the stomach, smaller array sizes, high BMI, and low signal-to-noise

ratio (SNR). Finally, we compare the performance of our deep CNN to a traditional machine

learning approach using spatial HR-EGG features of slow wave propagation. These objectives
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are carried out through a series of simulations of the normal and abnormal slow wave on a variety

of computed tomography (CT)-extracted stomachs from human research subjects, propagated to

virtual electrodes on the surface of subject-specific abdominal models.

With an ECG, identification of certain cardiac abnormalities can be done via visual inspec-

tion of the waveform. This is not the case for the EGG. Therefore, the methodology presented

in this study involving machine learning of features was necessary in order to separate normal

and spatially abnormal EGG waveforms. This is the first study to attempt, and moreover succeed,

in using a deep CNN to disambiguate normal and abnormal gastric slow wave patterns with

HR-EGG waveforms. These findings suggest that the use of multi-electrode cutaneous abdominal

recordings combined with machine learning algorithms may serve as a promising avenue of

further research in developing widely-deployable clinical screening tools for gastrointestinal

foregut disorders.

2.2 Methods

2.2.1 The Forward Model

We simulated two modalities of the gastric slow wave on stomach geometry extracted

from CT scans from 40 human research subjects: (i) normal initiation and propagation, and (ii)

abnormal initiation with bifurcated retrograde and anterograde propagation (Fig. A.1b-c). First,

we defined a novel ‘Medial Curve’ that captured the stomach’s characteristic shape (Section 2.2.1).

We then sliced the stomach geometry into thin planes, with each plane containing a discrete point

on the Medial Curve and oriented organoaxially (such that a normal vector to the plane was

parallel to the Medial Curve’s tangent vector at the aforementioned point). We solved for the

serosal stomach voltage at each point on the Medial Curve, then applied it to all points within the

corresponding slice (Section 2.2.1), creating equipotential rings across the entire stomach surface.

Next, we calculated subject-specific abdominal boundaries (Section 2.2.1) and propagated the
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serosal voltages to electrodes placed at these abdominal boundaries (Section 2.2.1). Finally, we

perturbed the simulations by varying electrode placement, abdominal tissue depth, signal-to-noise

ratio (SNR), and electrode array size, with combinations of these yielding more than 2,400

independent simulations from each stomach model (Section 2.2.1). Ethical approval for this work

was obtained from the institutional review board at the University of California, San Diego.

Defining the Medial Curve

The Medial Curve provided the backbone for traveling slow wave propagation. This curve,

C : [−1,1]→ R3, is a collection of (x,y,z) points on the surface of the stomach – parameterized

from the esophageal to pyloric end – that traces the stomach’s unique characteristic shape

(Fig A.2). To find this curve, we manually extracted and voxelized the three-dimensional stomach

model from CT images [106, 101]. The voxelized representation of the stomach was iteratively

thinned to its ‘geometric skeleton’ [116, 102] (Supplemental Materials Section A), which is a

set, B = {p1, p2, . . . , pM}, of M points where each pm ∈ R3. The geometric skeleton preserves

stomach topography and consists of a central spine and branches, similar to the vasculature

of a leaf. The spine of the geometric skeleton best approximates the characteristic shape of

the stomach. M was 5374 points, on average. Although via visual inspection, the spine of the

geometric skeleton roughly traces the organoaxis of the stomach, it is unknown which points in B

comprise the spine and which comprise the branches. Furthermore B is not parameterized from

the esophageal end to the pyloric end. Considering this, and since gastric slow wave propagation

occurs organoaxially, we developed a method using all points in B to construct a continuous and

differentiable function C(ζ) that roughly traces the organoaxis of the stomach.

The Medial Curve, C(ζ), was constructed as a linear combination of Legendre polynomials

(φk : k ≥ 0):

φ0(ζ) = 1, φ1(ζ) = ζ, φ2(ζ) =
1
2
(3ζ

2−1), . . .
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We chose to construct C(ζ) using Legendre polynomials because they each are continuous and

differentiable and form an orthogonal basis of functions on the [-1,1] interval. As such, the

weighted combination of the Legendre polynomials used to define the Medial Curve is still

continuous and differentiable. Continuity allowed for mapping of slow wave propagation along

the organoaxis. Differentiability allowed us to build equipotential rings as thin planes comprising

a point on the Medical Curve and its associated tangent vector, for full serosal propagation.

A vector-valued coefficient gk ∈ R3 is associated with the kth Legendre polynomial φk so

that by defining the composite matrix G containing vector-valued coefficients as column vectors,

G =
[
g1 g2 . . . gK

]
, we can succinctly describe the curve for any matrix G as:

C(ζ;G) =
K−1

∑
k=0

gkφk(ζ). (2.1)

There exists a matrix, G∗, for which C(ζ;G∗) best fits the spine of the geometric skeleton. To find

G∗, we defined the objective function JB(G) to be minimized in (2.2) below. It was necessary to

incorporate both (2.2a) and (2.2b) into JB(G) in order to ensure that each point on the geometric

spine was near some point on the Medial Curve, (2.2a), and each point on the Medial Curve

was near some point on the geometric spine, (2.2b). Without the inclusion of (2.2b), there are

an infinite number of curves, C(ζ), for which (2.2a) holds that extend past the esophageal and

pyloric boundaries.

JB(G) =

(
M

∑
m=1

min
ζ∈[−1,1]

‖C(ζ)− pm‖2
2

)
(2.2a)

+

(∫ 1

−1
min

m∈{1,...,M}
‖C(ζ)− pm‖2

2dζ

)
(2.2b)

We solved for G∗ by minimizing (2.2), using the Broyden-Fletcher-Goldfarb-Shanno (BFGS)

algorithm:

G∗ = argmin
G∈R3×K

JB(G). (2.3)
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The optimal Medial Curve was given by C∗(ζ)≡C(ζ;G∗).

Serosal Voltage Simulation

We simulated voltage potentials on the full serosal surface of the stomach (Fig A.3). We

modeled the normal and abnormal wave initiation and propagation patterns to be consistent with

recent findings from invasive human recordings [109, 110]. This was implemented by solving the

one dimensional wave equation (2.4) at discrete points along the Medial Curve via finite difference

analysis with a temporal step size calculated using the Courant-Friedrichs-Lewy condition [50]:

∂2S(ζ, t)
∂t2 = c2(ζ)

∂2S(ζ, t)
∂ζ2 . (2.4)

In (2.4), S(ζ, t) is voltage as a function of both time t and position ζ on the Medial Curve.

Wave speed, c(ζ), is a function of the Euclidean position C∗(ζ) corresponding to position ζ on the

Medial Curve, which is highest in the pacemaker region (6.0 mm/s), second-highest in the antrum

(5.9 mm/s), and lowest in the corpus (3.0 mm/s). We also imposed trends in wave amplitude

consistent with the current literature [109, 110]; amplitudes in the pacemaker, antrum, and corpus

regions were 0.57 mV, 0.52 mV, and 0.25 mV, respectively. At the two boundaries, we employed

Mur’s boundary condition to prevent waves from reflecting back into the stomach. Finally, we

applied each discrete voltage, S(ζ, t), in equipotential rings oriented organoaxially on the stomach

associated with points on the Medial Curve (C∗(ζ) : ζ ∈ [−1,1]). Altogether this defined the

potential at all points on the stomach’s serosal surface.

Abdominal Boundaries and Electrode Array Placement

To approximate any research subject’s cutaneous abdominal boundaries, we constructed a

dense cylindrical point cloud where each cross section is an ellipse. The major and minor axes of
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the ellipse were defined from measurements of the projection of the research subject’s abdominal

CT scan onto the X,Z plane (Figure A.4a). The point cloud was placed concentrically with the

stomach.

We assume the smallest possible thickness of the abdominal wall (skin, adipose tissue,

muscle, etc.) to be 1 cm. To create a 1 cm shell between the inner and cutaneous boundaries, we

created an inner elliptic cylinder (blue ellipse in Fig. A.4b), with elliptical radii 1 cm less than the

radii of the cutaneous elliptic cylinder.

In order for the point on the anterior surface of the stomach closest to the abdominal wall

to be just within the inner elliptic cylinder, we laterally translated the two elliptic cylinders in the

posterior direction by z0, which was minimized subject to the constraint that each point from the

stomach lies within the inner ellipse shifted by z0:

(xi)
2

(a−1)2 +
(zi− z0)

2

(b−1)2 ≤ 1, i = 1, . . . ,H. (2.5)

where (xi,zi) is the ith point from the stomach, a is the major radius and b is the minor radius of the

cutaneous ellipse. This constrained convex optimization problem was solved in a subject-specific

manner due to subject-to-subject stomach and abdominal variability (Supplemental Materials

Section G). H was, on average, 7446 points.

At this point, the cutaneous boundary was centered at (0,z0). To model BMI trends,

the cutaneous boundary was subsequently translated in the anterior direction (increasing the

separation between the anterior stomach and abdominal boundaries) by u cm, resulting in its

center now being (0,z0 +u). We defined the ‘abdominal tissue depth’ to be 1+u cm for u≥ 0.

We constructed an electrode array on the anterior face of the cutaneous surface. Electrode

‘anchor points’ were placed in a grid, spaced 2 cm apart both vertically and along the elliptical

arc length. Full electrodes were defined as the closest 32 points within the elliptic cylinder point

cloud to each anchor point. When computing electrode voltages (Section 2.2.1), the voltage at
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each full electrode is an average of voltages at these these 32 points. The entire 100-channel

electrode array was centered with respect to the stomach’s (x,y) center.

Propagating Voltage from the Serosal Surface of the Stomach to Cutaneous Electrodes

At each electrode n, we calculated the voltage at time t, Vn(t), using the principle of su-

perposition as a linear combination of D ‘source’ current dipole moments, (Id(t) : d = 1, . . . ,D).

Each current dipole Id(t) is taken from the serosal simulation in Section 2.2.1 and either cor-

responds to the potential along the Medial Curve at time t, S(ζ, t), or one of the associated

equipotential rings on the plane normal to the tangent vector of S(ζ, t) at point ζ. We also model

additive white Gaussian measurement noise Nn(t), altogether giving rise to:

Vn(t) =
D

∑
d=1

Wn,dId(t)+Nn(t). (2.6)

Source weights are given by:

Wn,d =
cosθ

4πσr2
n,d

(2.7)

where θ is the angle between the organoaxial current dipole and the electrode, rn,d is the distance

between the source, d, and electrode, n, and σ = 0.125 S/m is the conductivity of the medium

between the stomach and electrode interface (i.e., homogenized between abdominal bone, muscle,

adipose tissue, and skin) and was chosen to be between that of muscle (0.5 S/m) and fat (0.1 S/m)

[128, 135]. Since EGG is at 0.05 Hz, we did not incorporate capacitive effects, as has been done

for volume conduction modeling with electrophysiologic signals at higher frequencies [136, 57].

In this work, when we shift the electrode array on the surface of the abdomen and present findings,

we term some electrodes as ‘out of range of the stomach’s electrical activity.’ The rationale of

this is due to source weights being governed by i) the distance between the electrode and voltage

source on the stomach and ii) the angle between these two points (2.7). As such, in this context,
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electrode array shifts will cause high attenuation of these weights. Voltage at these electrodes will

be governed primarily by noise, therefore justifying the terminology ‘out of range of electrical

activity.’

Creating HR-EGG Datasets

For each simulation of the slow wave on the serosal surface of the stomach, we generated

several independent HR-EGG datasets via manipulation of electrode array placement, abdominal

tissue depth, electrode array size, and signal to noise ratio (SNR). We shifted the electrode array

horizontally such that the center of the array moved along the abdominal elliptical arc from

-12 cm to 12 cm in increments of 3 cm. Likewise, we shifted the center of the array vertically

from -12 cm to 12 cm in increments of 3 cm. Each stomach-abdomen model began with a

minimum spacing of 1 cm between stomach and abdominal boundaries (Section 2.2.1). From this

initial positioning, we moved the electrode array laterally away from the stomach up to 15 cm

in increments of 1 cm, to simulate changes in abdominal tissue depth, with the assumption that

this suggests trends in BMI. This method of adding tissue depth created a close resemblance to

abdominal tissue regions seen from the abdominal CT scans.

We added white Gaussian noise to all simulated HR-EGG datasets. It should be noted

that this ‘measurement noise’ is an addition to the noise already present in the simulated volume

conduction solution (2.6). In the training datasets, we calculated the noise variance such that

the ratios of median signal power variance to added noise variance yielded a SNR of 20 dB. In

the same fashion, we added white Gaussian noise to the test datasets used in the experiments to

assess classifier performance over a SNR range of -40 to 40 dB. We added noise in a related but

slightly different manner to test datasets used in the experiments to assess classifier performance

over horizontal and vertical electrode array shifts, as well as abdominal tissue modulation. In

these latter three test datasets, we calculated the noise variance once for all HR-EGG datasets
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resulting from each distinct stomach model such that the resulting SNR was 10 dB at the centered

configuration (i.e., horizontal and vertical shifts were 0 cm, and abdominal tissue depth was at

its 1 cm baseline). We then added white Gaussian noise with these calculated variances to all

horizontally, vertically, and laterally shifted permutations of the HR-EGG dataset generated from

the particular stomach model.

Previous studies have used configurations with fewer than 100 electrodes. For example,

the original HR-EGG recordings utilized 25 electrode arrays [112, 50] and ambulatory systems

capable of recording from 9 electrodes have recently been established [52]. As such, we trained

and tested smaller square electrode arrays with 25 and 9 channels and added noise for all training

and test datasets of the smaller arrays as described above.

2.2.2 Machine Learning Classification of HR-EGG Waveforms

We constructed and trained a convolutional neural network (CNN) to classify normal

and abnormal HR-EGG electrode data (Section 2.2.2). For comparison, we computed wave

propagation spatial features to train a linear discriminant analysis (LDA) classifier (Section 2.2.2).

Neural Network Architecture

The CNN consisted of four sequentially ordered 3D-convolutional layers, each with 32

filters, followed by two dense (fully connected) layers, with 64 and 2 filters, respectively. A

schematic diagram is shown in Fig. A.5. Layers 1 through 5 were activated with a rectified linear

unit (ReLU) and the ultimate dense layer was activated with a softmax threshold. We optimized

weights via back propagation with an Adam optimizer, using the following hyperparameters:

learning rate = 0.001, β1 = 0.9, and β2 = 0.999. Loss was computed via categorical cross-entropy.

The outputs of layers two and four underwent max pooling (dimension 2,2,2) in order to reduce

the run time of the algorithm. We added a dropout function after the second, fourth, and fifth
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layers to prevent over-fitting [151]. We carried out all computations through Tensorflow [1] and

programmed nodes using the Keras API [36].

The general form of the neural network architecture was adapted from state-of-the-art

2D and 3D CNN published architectures [82, 152, 75, 156, 96]. Namely, this ‘general form’ is a

sequence of several convolutional layers followed by a few dense layers, in which the ultimate

dense layer has ‘n’ filters corresponding to the ‘n’ classes in the data (in this case 2). The number

of filters in each layer is typically task and data-specific, with some studies using 2 filters in a

layer and others using 2,000 [82, 152, 37, 149, 75, 156, 96]. As such, there is not a ‘standard’

number of filters to use in CNN layers. We implemented 32 filters for each convolutional layer,

which was sufficient for the CNN to accurately learn features and classify while keeping the

computational cost low. State-of-the-art CNN’s [82, 152] train on datasets on the order of 1.2

million samples (i.e. ImageNet), which allows a large set of weights arising from a very deep

network to be learned. In this study, however, the training set contained only approximately 6,000

samples, which led us to choose the depth of the network to i) be sufficient for accurate feature

identification, ii) avoid over-fitting, and iii) be computationally efficient.

We chose a convolution stride of 1 to retain resolution at the convolution stage, since

the aforementioned architecture design reduced the computational load enough to make this

stride feasible. We used the same kernel size for filters in each layer in accordance with recent

findings suggesting that homogeneous kernel sizes throughout the network are optimal when

classifying videos through a 3D CNN [156]. The kernel size was chosen by the input size of

the data. State-of-the-art CNN’s [82] trained on data with image sizes of 256x256 pixels (i.e.

ImageNet) and had kernel sizes ranging from 11x11 in beginning layers to 3x3 in latter layers.

Each simulated waveform in our study had an input size of 10x10x300, where the third axis was

the temporal component. As such, we chose the first two dimensions of our kernel size, 2x2, to

be sufficiently smaller. The final dimension of our kernel size, 2, was also chosen to be small in

order to preserve temporal resolution, overall yielding a convolutional kernel of 2x2x2.
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Before undergoing any training, the cross validation ‘accuracy’ is 0.5, since CNN weights

are randomly initialized. As seen in Fig. A.7, the cross validation accuracy increases to above

0.7 after just one epoch. The accuracy continues to rise throughout the course of training, but

this first jump in accuracy (>0.25) is the most prominent. Because of this property, we can

say the neural network is ‘converging’ if this jump in cross validation accuracy is seen after 1

epoch. When constructing the CNN architecture, we performed ‘convergence tests’ in which

we tested perturbations of the architecture (i.e. more or less layers, number of filters, etc.) for

convergence. While there may be a slightly different 3D CNN architecture (i.e. more filters in

one of the layers, or larger kernel size) that slightly improves the performance of the network, we

found that convergence is robust across minor perturbations in architecture. A source of future

work could involve the tuning of hyperparameters and iteratively testing architectural parameters

to slightly improve CNN classification performance.

Linear Discriminant Analysis

We represented the position of each electrode ((x̃n, ỹn) : n = 1, . . . ,N) with respect to the

coordinate system of the curved surface on the abdomen (Fig. A.6a). An example of the voltage

Vn(t), associated with two electrodes at different vertical locations, where a phase shift is present,

is given in Fig. A.6b.

We extracted HR-EGG spatial features of the slow wave from the cutaneous waveforms

by first performing the Hilbert transform on each individual waveform in the array to extract

instantaneous amplitude and phase information:

Vn(t)+ iHb[Vn(t)] = an(t)eiφn(t), n = 1, . . . ,N (2.8)
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to construct instantaneous phase information as a function of time and space:

φ(x̃n, ỹn, t)≡ φn(t), n = 1, . . . ,N.

The spatial gradient of instantaneous phase, ∇φ(x̃, ỹ, t), was constructed at each cutaneous

electrode ((x̃n, ỹn) : n = 1, . . . ,N).

Since the wave velocity vector v is normal to contours of constant phase, it satisfies:

v(x̃, ỹ, t) ∝−∇φ(x̃, ỹ, t). (2.9)

We define features pertaining to the time-averaged direction of the wave velocity at any electrode

in terms by exploiting (2.9) as follows:

Λn =
1
T

T

∑
t=1

tan−1 (∇φ(x̃n, ỹn, t)) , n = 1, . . . ,N. (2.10)

Speed calculated from measurements directly on the stomach [109] has been shown to follow

different trends with regard to disease than speed calculated from the aggregated slow wave

activity propagated to the cutaneous abdominal surface via volume conduction [50, 54, 27]. As

such, the wave speed was not used as a feature to train our classifier. In order to include a feature

that varies between anterograde propagation (normal function) and the combination of retrograde

and anterograde propagation (abnormal initiation), we define the phase gradient directionality

(PGD) as the ratio of the norm of the spatially averaged electrode velocities with the spatial

average of the norm of electrode velocities:

PGD(t) =
‖ 1

N ∑
N
n=1 ∇φ(x̃n, ỹn, t)‖2

1
N ∑

N
n=1 ‖∇φ(x̃n, ỹn, t)‖2

, t = 1, . . . ,T (2.11)

where in (2.11), velocities are replaced with −∇φ by virtue of (2.9). The PGD is a measure of
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how aligned the wave velocities at different electrodes are at any point in time, and equals 1 for

planar waves, since in such cases the wave velocities at each location are equal. From Jensen’s

inequality, the numerator is upper bounded by the denominator and so 0≤ PGD(t)≤ 1. Thus

the PGD is a measure of how ‘close’ the activity is to being a plane wave, which is akin to

what occurs in normal slow-wave HR-EGG waveforms, exhibiting predominantly anterograde

propagation. As waves stray from this planar phenotype, as in the abnormal slow wave seen

in HR-EGG waveforms, the PGD decreases (i.e., the PGD of white Gaussian noise is with low

probability above 0.5 [50]).

A conceptual schematic of PGD is shown in Fig. A.6c. The denominator of (2.11)

represents the average magnitude of the spatial phase gradient. In Fig. A.6c, the magnitude of

the spatial phase gradient is the same at all electrodes (all arrows are of equal magnitude). In

the planar wave case, the partial derivative of phase with respect to x̃ is the same at all spatial

locations, whereas in the non-planar wave, the partial derivative of phase with respect to x̃ at the

two leftmost electrodes is equal to the negative value of the partial derivative of phase with respect

to x̃ at the rightmost electrodes. The same pattern is seen in the partial derivative of phase with

respect to ỹ. Thus (2.11) is zero for the non-planar wave shown in this figure, as wave velocities

are of the same magnitude but have opposing directions.

At certain horizontal shifts of the electrode array, the array may be in a range where it

records mostly synchronized retrograde activity in the abnormal simulations. This will cause both

the normal and abnormal waves to resemble planar waves (though propagating in different direc-

tions). The PGD will be indistinguishable between classes in this case but the temporal average

of wave directions at each spatial location will be different. As such, we used the time averaged

directions at each electrode (Λn : n = 1, . . . ,N) as well as the median of (PGD(t) : t = 1, . . . ,T )

to create N +1 features for training a linear discriminant analysis (LDA) classifier.
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Training and Testing Both Models

Prior to training the model, we initialized all neural network weights with a Glorot

Uniform distribution. We trained the CNN for 15 epochs in batches of 40 training simulations at

a time and cross validated on a random 25% of the training set. The cross validation accuracy and

loss at each epoch during training are plotted in Fig. A.7. All values of each of the horizontal and

vertical electrode array shifts, as well as abdominal tissue depths, were represented in the training

set. When sampling one of these shifts, the other two shifts type would remain centrally located.

For example, when we varied the abdominal tissue depth from 1 to 15 cm, horizontal and vertical

electrode arrays shifts were kept within -3 to 3 cm. Likewise, in the test datasets, we held the

types of perturbations not explicitly under investigation at a range close to zero. This ensured

classification performance dependence on one independent variable at a time. A full description

of all datasets used in training and test experiments can be found in the Supplemental Materials

Section B. Test data for all experiments was completely independent from training data. HR-EGG

waveforms, including all array perturbations, from 28 randomly selected stomach models was

used solely in training the CNN, while waveforms from the remaining 12 stomach models was

used for testing. All training and testing regimes were repeated six times (i.e., six unique random

splits of 28:12 stomach models).

2.3 Results

In both the LDA and neural network approaches, the classification accuracy saturates

at high and low SNR extrema (Fig A.8a). Within the SNR range of -12 to 16 dB, the CNN

outperforms the LDA classifier and both the LDA and neural network accuracy curves increase

mechanistically similarly, with approximately equal slopes. When the LDA accuracy curve is

shifted by -17 dB, accuracy as a function of shifted SNR more closely resembles that of the neural

network. (Supplemental Materials Section C). Thus, the ‘gain’ from use of the neural network
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methodology over the LDA classifier is 17 dB. However, the LDA accuracy still saturates at

90.97%, which is lower than the CNN’s accuracy from 0 dB onward. Our group has observed

in recordings that a high-quality EGG signal is in the vicinity of 10dB [52]. At 10 dB, neural

network accuracy is 95.46% and LDA accuracy is 76.79%, comprising an accuracy improvement

of 18.67%.

A full analysis of the vertical array translation and abdominal tissue depth perturbations

(Fig. A.8c-d) can be found in the Supplemental Materials Section D. Below we will analyze the

LDA and CNN accuracy curves as a function of horizontal shifts of the 100 channel electrode

array (Fig. A.8b).

Since CNN filters are stepwise convolved around the entire input space, invariant prop-

erties of the input can be extracted, irrespective of their location in space. This robustness for

CNN’s is well exemplified within the context of animal image classification, where the face of a

cat can be localized and corresponding features necessary for classification can be extracted from

any spatial location in both testing and training datasets. As such, classification of these images is

robust, even if the relative location of the cat’s face in the testing dataset differs from its location

in the training dataset [82]. Similar to how the cat’s face can be anywhere within the frame of the

image, the ‘anterograde activity’ and bifurcated ‘anterograde and retrograde’ activity need not be

in the exact same part of the electrode array for every subject, as evidenced by high classification

accuracy across a broad range of electrode array placements relative to anatomy (Fig. A.8b). In

the case of the LDA, the features are specific to the spatial location of each electrode. As seen in

Figure A.8b, LDA classification accuracy is sensitive to electrode placement. An explanation

(admittedly over-simplified for conceptual transparency) of this vulnerability is as follows.

In the training set (identical in both the CNN and LDA training paradigms), there is an

over-representation of horizontal shifts within -3 to 3 cm, as compared to other horizontal shifts

outside of this range. It follows that the LDA model fit in training will associate, at a high level,

with direction feature constructs as seen in the ‘Training’ abstractions in Fig. A.9c-d.
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In this range of shifts, the array is horizontally centered near the location of the abnormal

initiation, and so a “learned” representation can be simply described as follows. For the normal

wave propagation, waves are propagating in an anterograde direction near the left side of the

array and an anterograde direction near the right side. Since both halves of the array have waves

propagating in the same direction, the PGD is high. For the abnormal initiation and propagation,

there is anterograde activity near the left side of the array and retrograde activity near the right

side. Since one side of the array has waves propagating in an opposite direction from waves in

the other side of the array, the PGD is distinctly lower than that of the normal case.

This general logic explains the variability in performance during testing at the two

annotations in Figure A.9a. At annotation 2 in Fig. A.9, the array is most centered over the

abnormal initiation during testing (Fig. A.9e and Supplemental Materials Section E). As such,

the learned representation of wave directions is very consistent with training (Fig. A.9d) and

indeed the classification performance is highest. Furthermore, the largest class separation between

the normal and abnormal PGD values is seen at annotation 2, and the magnitude of the weight

associated with PGD in the LDA classifier is 40 times higher than that of other direction features.

As the electrode array is moved slightly in the negative direction (i.e. horizontal shifts of

0 and -3), the direction vectors are still overall consistent with those learned in training. However,

poor classification performance is observed because the array is moving to a region over more

synchronized retrograde activity. Thus, the abnormal wave resembles a planar wave, similar to

the normal wave but propagating in a different direction. Because the PGD is maximized for

planar wave propagation (regardless of direction), the PGD for the normal and abnormal waves

will begin to be almost indistinguishable. Since the PGD is the highest-weighted feature in the

LDA classifier, the sharp decline in performance is explained.

At annotation 1 in Fig. A.9, the center of the electrode array is shifted to the right of the

abnormal initiation point (Fig. A.9b). When testing the abnormal waveforms, the left side of the

array now records retrograde activity and the right side records noise (Fig. A.9c). Thus none
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of the direction features are consistent between testing and training. When testing the normal

waveforms, the left side of the array records anterograde activity and the right side records noise.

Thus only the left-side direction features are consistent between testing and training. Though

some of these direction features are consistent, direction features on the right side of the array

are weighted higher in classification than those on the left (Supplemental Materials Section F).

Moreover, wave directions are not coherent and the PGD is reduced in comparison to its learned

value during training. Altogether, an erosion of classification performance ensues. Though

the CNN approach is robust across horizontal shifts, we see a unimodal trend in classification

accuracy with respect to electrode array positioning. We hypothesize that the most significant

‘feature’ used in classifying the abnormal initiation is one extracted by a filter in the shape of

retrograde activity. The CNN’s peak performance at a horizontal shift value of -3 cm supports this

hypothesis. At this shift configuration, the electrode array is centered at a region in which there is

mostly retrograde activity in the abnormal simulation (the array is out of range of the anterograde

activity seen to the left of the abnormal initiation- refer to Figure A.9b). Thus, during testing, the

CNN will only see retrograde activity for the abnormal simulation and only anterograde activity

for the normal simulation– yielding high classification accuracy.

Under our hypothesis that the CNN is heavily selecting for retrograde activity to classify

the waveforms as ‘abnormal’, a configuration that is more localized to the abnormal initiation

location will ‘confuse’ the CNN with incidence of features resulting from anterograde waves

in addition to retrograde waves. This is consistent with classification performance decline as a

function of positive shifts (Fig. A.8b). The gradual decline in CNN classification accuracy as the

array is shifted toward -12 cm is due to the array moving out of range of most of the slow wave

activity in general and measurements tending toward noise.

As the electrode array is shifted 6 and 9 cm horizontally, the one standard deviation

error bars for the CNN and LDA classification performance overlap. This is mainly because the

shifts within 6 to 9 cm move the center of the array near the abnormal initiation site, a trend
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that generally maximizes LDA performance and minimizes neural network performance. In

this case, the CNN‘s worst classification accuracy is still within one standard deviation of the

LDA’s best classification accuracy, exhibiting the CNN’s high performance across horizontal

electrode array shifts. In comparison, the LDA performs significantly poorly when the array is

not centered around the site of the abnormal initiation (i.e. when it is shifted by -12 cm). Since

the abnormal initiation is not anatomy-specific, the corresponding horizontal shift that puts the

electrode array in its range will not be known a priori for any individual human subject – even if

an abdominal image has been obtained. Altogether, this suggests that the CNN methodology we

propose would be significantly less error-prone and more robust, in comparison to the the LDA

approach operating on spatial features.

Shifting the electrode array by 6, 9, and 12 cm moves the center of the electrode array

toward the pyloric end of the stomach. As the electrode array is shifted in this direction, it moves

away from regions of the stomach that exhibit retrograde wave activity in the abnormal case.

Under our hypothesis that the CNN is heavily selecting for retrograde activity to provide an

abnormal classification, moving away from regions with retrograde activity will cause a decline

in performance. There is a high amount of stomach size variability across this axis (6.7 cm,

Supplemental Materials section G). Thus, these shift configurations will move the electrode array

completely out of range of retrograde activity (or even out of range of the entire stomach) for

smaller stomachs but not for larger ones, and a large increase in accuracy variance is observed

(Fig.A.8b). This split is seen to the fullest extent at shifts of 9 cm, with shifts of 6 cm having more

electrode arrays still recording retrograde activity and shifts of 12 cm placing a higher number of

electrode arrays out of range of retrograde activity.

Furthermore, this region of the stomach exhibits the highest amount of stomach shape

variability (Supplemental Materials Section G), which, in turn, results in less consistent patterns

between simulations at the electrode level. We hypothesize that this is why the variance increase

is not seen symmetrically (i.e. in shifts of -6, -9, and -12 cm), as the esophageal side of the
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stomach is not as anatomically variable. In the LDA classifier with electrode shifts of 6, 9, and

12 cm, the increase in accuracy variance does not mirror that of the CNN. Instead, variability in

classification accuracy is seen at shifts of -3 and 0 cm. This is because LDA performance depends

on the degree to which the electrode array is centered around the bifurcated anterograde and

retrograde activity in the abnormal initiation. Again, due to anatomical size and shape variability,

electrode arrays remain centered around the antrum at shifts of -3 and 0 cm for larger stomachs

but move away from the wave bifurcation at these shifts for smaller stomachs.

As smaller array sizes are tested, slight differences in performance robustness with respect

to the number of channels are observed (Fig. A.10). Performance from waveforms of the 100

channel arrays exceeds that of the 25 and 9 channel arrays by more than 1 standard deviation in

the SNR range of -8 to 0 dB (Fig. A.10a). When the electrode array is shifted horizontally, the

most noticeable discrepancy in performance lies in the range of -12 to -6 cm (Fig. A.10b). This

is likely due to the fact that the 25 and 9 channel electrode arrays are out of range of electrical

activity, whereas the leftmost electrodes of the 100 channel electrode array do remain within the

range of electrical activity. In a similar fashion, the largest discrepancy in performance when

the array is shifted vertically lies in the extrema (Fig. A.10c), as smaller electrode arrays move

more so out of the range of electrical activity than the 100 channel electrode array. All three

array sizes yield similar model classification performance trends when abdominal tissue depth is

increased, as these permutations are tested only at vertically and horizontally centered electrode

array configurations.

2.4 Discussion

In this study, machine learning techniques involving a CNN were applied to the slow

wave of the stomach to determine if the clinically important marker of abnormal gastric slow

wave initiation could be accurately identified. Machine learning was carried out under thousands
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of possible test conditions and overall it performed very favorably in accurately identifying cases

of abnormal slow wave initiation in these cases.

This works paves the way for development of a second generation model which incor-

porates additional abnormalities beyond pacemaker initiation, specifically, a conduction block

and/or abnormal conduction velocity [110]. The CNN architecture developed here could be

slightly modified to accommodate the classification of more than two hypotheses. Specifically,

the ultimate fully connected layer would have four, as opposed to two, filters.

Although we hypothesized that modern machine learning techniques (i.e. CNNs) could

be used to disambiguate normal and abnormal gastric myoeletctric function, such techniques

typically require availability of massive amounts of training data. For instance, in our CNN

approach, we had to train close to 175,000 parameters and test the model on several perturbations,

which required over 10,000 labeled datasets. If we wanted to first directly test this in humans,

this would have been time and cost prohibitive. One value of the work presented here is that

we were able to rapidly determine that such approaches are worth further exploration, using

human anatomy and physiologically plausible models of normal and abnormal gastric myoelectric

function. Furthermore, a recent study in cardiology that used a 2D CNN to classify single-lead

ECG [130] suggests that certain cardiac arrhythmias are only detectable via a multi-lead ECG.

Since the 3D CNN methodology developed here allows for the analysis of a dynamic process

recorded by a multi-lead system, our work paves the way for this paradigm to be applied in fields

beyond gastroenterology, such as cardiology.

Another value of this work is that it is, to the best of our knowledge, the first study to

explore the use of a deep CNN to disambiguate a normal and abnormally initiated gastric slow

wave from multi-electrode cutaneous abdominal waveforms. Although simultaneous serosal and

cutaneous electrical recordings to test our methodology in humans require abdominal surgeries

and have not yet been accomplished, recent findings demonstrate the feasibility of multi-electrode

gastric mucosal recordings [121] and low-resolution simultaneous mucosal and cutaneous record-
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ings [148]. As these techniques advance and are used in larger patient cohort sizes, opportunities

will arise to validate our methods in humans using multi-electrode mucosal recordings to define

ground truth labels.

Furthermore, one recent advancement in machine learning methodologies includes the use

of transfer learning, which allows a new classification task to be performed on a pre-trained model.

Transfer learning can make it possible to train a neural network and perform a classification task

on a dataset containing an otherwise insufficient amount of training data. With this technique,

secondary training or fine tuning of previously-learned neural network weights with the new

dataset is performed. Secondary training involves freezing low-specificity weights from the first

few layers of the neural network while the remaining final layers remain trainable. Data from

the new classification task, termed ‘target data’, can be used to fine-tune the highly-specificity

weights corresponding to specific features. Another method involves fine-tuning the entire neural

network with target data. Recent studies have demonstrated efficacy in transfer learning even

when the trained and targeted datasets vary significantly [145, 40, 168].

Though many state-of-the-art studies involve transfer learning of 2D models, recent

work has shown efficacy of transfer learning with 3D-CNNs [72, 104, 11]. It is reasonable to

hypothesize that 100-channel EGG data collected from humans could fit within the realm of

similarity to the simulation training data, for which transfer learning is effective. We hypothesize

that down or up-samping the human EGG data to match the sampling rate of the in silico data

will preserve the temporal relationship between trained and target data, which is the third axis of

the 3D structure. As such, the weights learned from training the CNN in this in silico study could

be applied with transfer learning to deploy this framework on multi-electrode human data. This

transfer-learned study is likely not trivial, but is a future direction within the realm of possibility.

A common problem in medical data is a class imbalance between patients and healthy

controls. However, due to the large prevalence of GI disorders, there is no dearth of patients. In

addition, since the EGG is noninvasive, the barrier to enroll healthy controls is low. Thus, there

35



need not be high class imbalances in EGG studies with real data. If there still is a class imbalance,

though, one could use the synthetic minority over-sampling technique (SMOTE) and or generate

synthetic data in the minority class. Data generation in the minority class has been used in the

field of cardiology [5], as well as radiology [139], via a a generative adversarial network (GAN)

in the latter.

The approximations and simplifications of our in silico study do not, however, capture

the following: (i) Slow wave abnormalities may be intermittent [52]. To account for this, one

could employ state space models (i.e. hidden Markov models) or their analogues in deep neural

networks (i.e. LSTM) to develop probabilistic descriptions of the state across time. (ii) This

model does not simulate artifacts arising from movement and/or abdominal muscle contractions

that are typically present in human electrical recordings. To address this, our group has recently

developed novel artifact rejection methodology that leverages the unique oscillatory nature of the

slow wave and preserves the signal even in time windows for which artifact is present [52]. One

may employ these methods on the real HR-EGG data recordings to increase their similarity to the

simulation datasets. (iii) The stomach geometry may dynamically change, as compared to our

assumption of it being static throughout the recording. In practice, the stomach geometry expands

and contracts primarily during and after a meal. Notably, this modulation is found mostly in the

fundus, a region with lowest electrical activity, and thus a non-region of interest in myoelectric

efforts. (iv) This model places the elliptical abdomen concentrically with the stomach, which is

not true to the patient’s anatomy in most cases. However, our findings pertaining to classification

with respect to horizontal and vertical displacement suggest that any trends in classification

accuracy are a function of abnormal initiation location, not anatomy-specific locations. (v) The

forward model used in our simulation does not model all the ionic conductances underlying the

generation of the slow wave. A more realistic forward model that captures normal and abnormal

function has recently been established [31] and could be used as further in silico validation of our

presented approach.
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Though this study and others have shown high classification accuracy and robustness,

there remains the challenge of low clinical acceptance of deep learning due to its lack of feature

interpretability. To address this, rather than inputting the original spatiotemporal voltage time

series, ‘animated flashlight sequences’ [30] may be used as a pre-processing step for which,

subsequently, the aforementioned CNN methodology may be applied. This may be particularly

attractive for a human-computer interface setting, since the input to the algorithm is analogous

to the input that a human would use to identify abnormalities. Even if this slightly sacrifices

performance, it could lead to improved interpretability and an increased chance of adoption as a

screening tool by clinicians.

In cardiology, identification of patients with sick sinus syndrome, where the cardiac

pacemaker cells are not initiating normally, prompts placement of a potentially life-saving

pacemaker device. Indeed, a whole field called cardiac electrophysiology has developed around

management of cardiac pacemaker cell arrhythmias. While these concepts are still in a nascent

phase in the gastrointestinal tract, with initial efforts showing promise [2, 108, 12, 92], the work

here with machine learning shows that gastric pacemaker initiation problems can be readily

identified with a high accuracy. Advancement towards improved detection of the underlying

stomach pathophysiology from which foregut symptoms arise will lead to improved and more

etiology-specific treatment.

2.5 Conclusion

To summarize, this in silico study demonstrates the efficacy of using machine learning to

classify normal and abnormal slow wave activity from EGG data. This technique is particularly

relevant because many foregut GI disorders can masquerade as one another when relying on

symptoms alone. A recent finding indicates that with imaging-guided placement of multi-electrode

arrays, slow wave spatial electrical patterns become associated with disease and symptom severity
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[54]. The robustness of the CNN approach shown here provides preliminary evidence that even

in the absence of image guidance, and across a wide range of BMIs and SNRs, such associations

may still be established. Furthermore, the approach we have developed has an ability to discern,

at an individual level and with high accuracy, an abnormally functioning slow wave from one

of normalcy. Apart from simply being a proof of concept, the network architecture and learned

weights have the potential, through transfer learning, to reduce the amount of training data

required for high performance in human studies. Altogether, these findings suggest that multi-

electrode cutaneous abdominal recordings, combined with modern machine learning techniques,

have the potential to address unmet needs and possibly serve as widely deployable screening

tools in gastroenterology.
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Chapter 3

Robust Methods to Detect Spatial

Abnormalities of the Gastric Slow Wave

from Cutaneous Recordings

3.1 Introduction

Gastrointestinal (GI) problems are the second leading cause for missing work or school

behind the common cold, with the two most common upper GI sensorimotor disorders, gastropare-

sis (GP) and functional dyspepsia (FD), affecting 3% and 10% of the US population, respectively

[154, 42, 77]. The clinical gold standard for diagnosing GP, the gastric emptying test, typically

involves ingestion of a meal containing a radioactive tracer and imaging at fixed time intervals

to assess the duration of time required for the tracer to empty the stomach. However, gastric

emptying shows inconsistent correlation with symptoms or symptom improvement [123, 74] and

multiple medications have been shown to improve symptoms but not gastric emptying and vice

versa [39, 97, 21]. Further, many patients without delayed gastric emptying but with foregut

symptoms that include nausea, vomiting, abdominal pain/discomfort, early satiety and bloating,
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termed gastroparesis-like syndromes [16], are indistinguishable symptom-wise from patients

with GP. It has been proposed that FD and GP be sub-typed by disease etiology for targeted

interventions [86, 73]. Such disease etiologies include, for example, include dysfunction in

either the autonomic nervous system, gastric myoelectric activity, or pylorus [56] with tailored

treatments including vagus nerve stimulation [58, 59], gastric electrical stimulation [20, 13], and

botulinum toxin injection [85], respectively.

Gastric myoelectric activity involves interplay between smooth muscle cells and a traveling

electrical wave, the gastric slow wave, that arises from oscillations in the membrane potential of

interconnected gastric pacemaker cells, interstitial cells of Cajal (ICCs), that sequentially excite

smooth muscle cells to propel food through the GI tract [46, 158, 161].

Normally functioning gastric slow waves in humans are initiated in a pacemaker region

within the corpus of the stomach at a frequency of 0.05 Hz (see Fig. B.1a for anatomical

landmarks), propagate rapidly in a circumferential direction to form equipotential rings [28, 66],

and more slowly (e.g. 3-6 mm/s) along the organoaxial (corpus to pylorus) axis. In healthy

individuals, organoaxial propagation occurs in primarily an anterograde fashion (e.g. towards the

pylorus) [158, 80, 153].

Slow wave abnormalities underlying gastric myoelectric dysfunction, including abnormal

initiation outside of the pacemaker region and retrograde propagation toward the fundus, have

been found in patients with GP and FD undergoing surgery with electrode arrays placed directly

on the stomach [110]. Since there are several etiologies that underlie upper GI disorders, it would

be desirable to non-invasively detect if the underlying cause of symptoms is gastric myoelectric

dysfunction, as this could propel scalable approaches to tailor treatment strategies.

Conventional electrogastrography (EGG) is a noninvasive technique for recording gastric

myoelectric activity using electrodes placed cutaneously on the abdominal surface overlying

the stomach [80]. Although it is easy to administer and interpret with spectral analyses, EGG

has limitations that have prevented widespread uptake. While some studies have observed EGG
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abnormalities in patients with upper gastrointestinal symptoms, [143, 119, 81] other studies have

found no differences between dyspeptic patients and healthy volunteers [69, 107]. Further, it has

been shown that spatial abnormalities can occur at normal frequencies and be can undetected by

conventional EGG [110, 19, 23]. Its clinical usefulness has been questioned due to insufficient

correlation with assessments made with more widely accepted (albeit invasive) clinical gold

standards [3, 118]. The inability to capture spatial abnormalities, eliminate abdominal artifacts,

and account for variability in stomach location further contribute to its limitations [3].

The recent development of the high-resolution electrogastrogram (HR-EGG), consisting

of an array of cutaneous electrodes has enabled the development of modern signal processing tools

that can detect spatial features of the slow wave. For example, we have shown that appropriate

signal processing of HR-EGG waveforms detects the instantaneous slow wave speed and direction

in healthy subjects [51]. In tandem with novel artifact rejection algorithms [52], our group has

also shown that spatial features from HR-EGG correlate with symptom severity in a population

of healthy controls and patients with GP and FD, spanning a wide range of body mass indices

(BMI‘s) during 90-minute postprandial recordings [54].

We recently demonstrated the first study in the field to use HR-EEG waveforms to classify,

with a 3D convolutional neural network machine learning approach, normal versus abnormal

spatial slow wave patterns [7]. Since obtaining large labeled datasets with simultaneous cutaneous

and intrasurgical stomach recordings to train a machine learning method is at the moment a

big technological burden, we developed an in silico framework to generate training and testing

datasets. Specifically, human computed tomography (CT) scans were used to develop stomach

models reflecting normal and abnormal slow wave propagation, with anterograde propagation ini-

tiated in the corpus, and bifurcation of anterograde/retrograde propagation initiated in the antrum,

respectively, as described from intrasurgical human stomach recordings [110]. Propagation to the

cutaneous surface for simulation of EGG was simulated with a standard forward model that takes

into consideration distance to the abdominal surface and tissue conductivity. We developed and
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assessed performance with a three-dimensional convolutional neural network (3D CNN) approach

[7], showcasing the first machine learning classification of normal vs. abnormal spatial patterns

of gastric slow wave activity from non-invasive recordings, with highly accurate results that are

robust to non-idealized electrode placement and signal-to-noise ratio (SNR). However, there was

still an unmet need to build methods and assess classification performance when considering

other forms of variability reflective of human recordings, including location of spatial slow wave

abnormalities and recording start times relative to slow wave phase.

In this work, we use transfer learning from the 3D CNN in [7] to build a method that is

robust to heterogeneity in both the location of the abnormal initiation on the stomach surface

as well as the recording start times with respect to slow wave cycles. Specifically, using the

simulation framework in [7] as a starting point, we now introduce variability in five different

possible locations of the abnormal initiation. We also shuffle the ‘start’ time of every recording,

so that the gastric slow wave was not at the same point in its cycle at the beginning of every

recording.

Transfer learning within the context of deep learning is the process by which a neural

network is trained for a particular classification task using ‘source’ data and then re-trained in

some capacity with new ‘target’ data in order to perform a different classification task, the ‘target’

task [72, 11, 15, 40, 168, 145]. The theory behind this approach is that information learned in the

source task is beneficial for model fitting in the target task [72, 11, 15], even when the source and

target tasks vary significantly [145]. In addition, transfer learning has proved to enable stellar

performance even with low availability of target data to train with [40, 72, 15]. The first layers in

a sequential deep neural network, like the CNN developed in [7], select for general high-level

features in the data, whereas the final layers select for patterns that are highly-specific to the

training data. As such, the degree of similarity between the source and target classification tasks

can impact which features of the source model are transferred to the target task [168].
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In the work presented here, section 3.2.1 summarizes the simulation framework developed

in [7]. Section 3.2.2 and 3.2.3 we describe how the simulations are adapted to allow for spatial

and temporal heterogeneity, respectively. In Section 3.2.4, we discuss details of how we generate

training and test datasets. Section 3.2.5 discusses how we harness transfer learning of the deep

CNN weights learned in [7] in order to refine the CNN such that it has predictive capabilities

on the new data that more closely resembles data acquired from human recordings. We find

that by starting with training lowest-complexity models and building complexity in training sets,

transfer learning one model to the next, the final network exhibits, on average, 80% classification

accuracy in all but the most challenging spatial abnormality location, and below 5% type-I error

probabilities across all locations. Altogether, this work showcases the potential of developing

non-invasive assessment tools that are more robust to variability in human EEG recordings, and

may propel scalable approaches to non-invasively screen for spatial slow wave abnormalities and

improve the tailoring of etiology-specific treatment strategies.

3.2 Methods

3.2.1 The Simulation Workflow: Summary

In summary, the simulation designed in [7] generates EGG waveforms by i) simulating

normal and abnormal gastric slow waves on stomach models constructed from human CT scans,

and then ii) propagating electrical activity at the stomach’s surface (solved for in (i)) to virtual

electrodes on a CT-constructed abdominal surface via a forward model. The stomach potentials in

(i) are solved for by (a) computationally determining a unique parameterized curve that describes

the organoaxis of the stomach, (b) solving the one dimensional wave equation along the organoaxis

found in (a), and (c) propagating voltage potentials from (b) to the gastric serosal surface in

equipotential rings. Our forward model in (ii) is built to compute the voltage at each discrete

point on the abdominal surface. Each abdominal voltage is calculated from a superposition of
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‘source’ current dipoles, arising from the voltages at points on the stomach and weighted by the

distance and angle between the source and abdominal coordinates, as well as the conductivity of

abdominal tissue.

Virtual electrodes are placed on the abdominal surface and ‘measure’ the electrical

potentials propagated to the abdominal surface. We added white Gaussian noise to these simulated

recordings, to account for noise from other electrophysiological systems in the body as well as

measurement noise. A full description of the paradigm by which noise was added, including

noise variances, can be found in [7]. Electrode arrays (containing 100 channels) were placed in

various locations on the abdomen, each array with a different degree of centeredness with respect

to the stomach. We modulated the anterior spacing between the stomach and the abdomen as to

mimic trends in body mass index (BMI). A fully detailed explanation of the simulation can be

found in [7].

3.2.2 Modulating the Location of the Abnormal Initiation

The simulation summarized in the previous section models normal gastric slow wave

physiology, as well as a spatial slow wave abnormality in which the slow wave is initiated near the

antrum of the stomach and bifurcates into an anterograde propagating wave below the initiation

towards the pylorus, and a retrograde propagation above the initiation towards the fundus.

However, the location of spatial abnormalities need not be specific to the antrum; mucosal

biopsies have found depletion of ICCs in other parts of the stomach [113]. Since ICCs are

responsible for coordinating the cyclical pacing and propagation, their depletion causes these

mechanisms to break down, thus giving rise to spatial slow wave abnormalities [140].

In this work, we simulate the abnormal initiation in five separate locations (denoted

’Position 1-5’) between the antrum and the normal pacemaker region in the corpus (Fig. B.1b).

Position 1 most closely resembles the location of the initiation modeled in [7]. In each of the

five cases, gastric slow wave propagation bifurcates into an anterograde (below) and retrograde
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(above) fashion. The remainder of the simulation, propagation of serosal voltages to virtual

electrodes, remains identical to the methods summarized in 3.2.1 and described in detail in [7].

3.2.3 Time Start Shuffle

In our previous work, the simulated EGG waveforms acquired begin during the same

point of the slow wave in all training and test datasets. However, during recording, one may not

necessarily begin recording the slow wave at any particular phase. As such, in order to introduce

variability in the phase of the beginning of the recordings we use as training and test data, we

shuffled the start time of the recordings as follows. For each simulated recording, consisting

of 300 time samples, a new start time, T ∗, is chosen at random, equally likely between 0 (the

original start of the simulation) and 300 (the end of the simulation). Then, the new dataset is

constructed from [T ∗:300] and [0: T ∗], looping back to time = 0 after the 300th time sample. A

schematic is shown in Figure B.2.

Since our recordings have two dimensions of space and one dimension of time, the filters

for the CNN used in this work are 3-dimensional. If the temporal component of the simulation

waveforms holds too much of a pattern that is only seen in simulation, then CNN filters may

overfit in the temporal dimension - thus limiting its efficacy when deployed on human physiologic

recordings. Therefore, creating new datasets in this way and re-training the CNN will allow the

weights to be updated such that the CNN is more robust in detecting useful patterns in slow wave

propagation with less overfitting to ‘man-made’ temporal features of the simulation.

3.2.4 Training and Testing Datasets

The methods outlined in sections 3.2.1 through 3.2.3 explain how we generated individual

simulated EGG recordings. Groups of simulated EGG recordings are binned together into larger

training and testing datasets. As stated in section 3.2.1 and explained in detail in [7], several
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simulated recordings are generated from one CT-derived stomach model. For instance, the gastric

slow wave is simulated on ‘Stomach 1’, then multiple electrode recordings are generated: one

recording in which electrodes are centered on the abdomen, one in which the electrode array

is shifted to the far right of the abdomen, one with high simulated BMI, etc. Of the 40 total

stomach models used to generate simulation data, 28 stomach models were used for the generation

of training data and 12 stomach models were used to generate simulation data for testing (see

schematic in Fig. B.3). As such, training data always remained independent from test data.

A comprehensive list of the training/testing datasets and their respective properties can be

found in Table 3.1. The original CNN trained in [7] was trained and tested on Dataset 0, the least

complex dataset. In this work, we sequentially introduce more heterogeneity into the training and

test sets. Datasets 1 and 2 introduce either the five abnormal initiation locations or the time start

shuffle, respectively. Dataset 3 combines the five abnormal initiation locations with the time start

shuffle, comprising the most heterogeneity and complexity.

We created Datasets 1 and 2 so we could a) train and test the two modifications to the

data (five abnormal initiation locations and varied recording start time) independently, ‘turning

one knob’ at a time, and b) iterate the process of transfer learning, adding complexity in a

stepwise fashion. Since another component to studies with human physiologic data is that there

may be a dearth of labeled training data, and since one significant benefit to transfer learning is

robustness to small training datasets [40, 72, 15], Datasets 1 and 3 are smaller by design 1, as to

both encompass another aspect of human data and also showcase the robustness of our transfer

learning workflow with regard to limits in available training data.

All training datasets are class-balanced. For each recording in the training datasets that

have five initiation locations (Datasets 1 and 3), the initiation location (if in the abnormal class)

was chosen at random from the five locations, and thus each abnormal initiation location was
1In training Datasets 1 and 3, the same 28 stomach models were used to generate data as in the training Datasets

0 and 2. The reduction in data size was due to less sampling of recording parameters, such as electrode array
positioning or BMI.
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represented 20% of the time in these training datasets. In all of the training datasets, the simulated

waveforms were generated from the same 28 ‘training’ stomach models. The 12 stomach models

used to generate test data were never seen in training at any stage of the entire work (including

the original model trained in [7]). The ultimate goal of the work is to achieve high classification

performance on Dataset 3, which most closely resembles what would occur in recordings on

human subjects.

3.2.5 Transfer Learning Paradigm

The overall paradigm of transfer learning involves: i) training a neural network with

‘source’ data, ii) using the weights from the model developed in (i) as a starting point, and

retraining the model with ‘target’ data. Depending on the complexity of the target task, the

amount of available target training data, and the similarity between source and target data,

retraining the neural network with target data could involve, for example, updating weights from

all of the layers, or only updating weights from the final layers, which is referred to as ‘fine-tuning’

[168, 40, 15]. In this work, we use both approaches, depending on the target task.

Model fitting within the context of neural networks involves the optimization of non-

convex objective functions [79]. These functions have several local minima that are distinct

Table 3.1: Dataset specifications, in order of increasing complexity. *Dataset used for training/
testing in [7]. **Testing datasets have 108 recordings per abnormal initiation position

Dataset
Name

Recording
Start Time

Heterogeneity
(y/n)

Abnormal
Initiation

Heterogeneity
(y/n)

Num.
Recordings
in Training
(per class)

Num.
Recordings
in Testing
(per class)

Dataset
0*

No No 3220 108

Dataset
1*

No Yes 504 108 X 5**

Dataset
2*

Yes No 3220 108

Dataset
3*

Yes Yes 504 108 X 5**
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from the global minimum, which means that the initial starting point can impact whether or not

the global minimum is reached. This is counter to optimization of convex objective functions,

where local minima are global minima and so careful attention is not needed for initialization of

model-fitting. In our transfer learning scheme, even in the case where weights from all of the

layers in the neural network are retrained, initializing model-fitting with weights trained from a

previous model can be beneficial.

The deep CNN architecture developed in [7] consists of, in sequence: four convolutional

layers, one fully connected layer and lastly, a fully connected layer with two filters, which is the

classifying layer. A full summary of the architecture, including max pooling, number of filters

per layer, kernel size, etc. can be found at [7]. This model, trained with Dataset 0, is referred to

as Model A in our work here. We used the transfer learning paradigm as follows. A schematic of

the models created via transfer learning is shown in Fig. B.4.

We first developed two models (Model B, Model C) which each introduced data hetero-

geneity separately. We then introduced heterogeneity sequentially, training lowest-complexity

models and then building complexity, transfer learning one model to the next (Model D, Model

E) . To create Model B, we transfer learned weights from Model A and fine-tuned the CNN

by updating weights from only the final non-classifying layer onward, with training data from

Dataset 1. To create Models C, D and E, we transfer learned weights from Models A, C, and D,

respectively. We then updated weights from all of the layers, using transfer learned weights as

initial conditions, with training data from Datasets 2, 1, and 3, respectively.

Because training Datasets 1 and 3 were smaller, we accounted for variability in weight

optimization (arising from the non-convex landscape) by repeating the transfer learning and

retraining/ fine-tuning framework five independent times for those training datasets, with each of

the five iterations having no memory of a previous iteration.
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3.3 Results

Fig. B.5a displays results of testing Model B with Dataset 1 (heterogeneity in the abnormal

initiation location, but not in recording start time). We achieved high performance at all five

abnormal initiation locations (Fig. B.5a, black) with very little computational load during training

(as only fine-tuning of weights was performed). This is shown in comparison to Model A

(red), using the same test data in order to show the accuracy ‘gain’ of our transfer learning and

fine-tuning framework. The decline in performance of Model A at abnormal initiation positions

outside of Position 1 is to be expected, as Model A was only trained on data in which the abnormal

class had an abnormal initiation at Position 1.

Fig. B.5b compares performance of Model C with Model A. Since Dataset 2 only had

heterogeneity in recording start times, its test accuracy is shown as a single mark at Position 1.

We achieved an accuracy improvement of 32% between Model A (magenta diamond) and Model

C (black circle) when testing Dataset 2. Furthermore, we found that Model C showed robustness

to heterogeneity in abnormal initiation position (Fig. B.5b, blue) even though Model C had never

seen any examples of an abnormal initiation outside of Position 1 in training. By comparison,

Model A, although able to achieve stellar performance at Position 1 (red), lacks the ability to

classify above the probability of chance at all other positions.

Fig. B.5c displays results of our most sophisticated model, Model E, tested on data most

akin to human EGG recordings–with heterogeneity in both abnormal initiation position and

recording start time (Dataset 3). In all but Position 5, Model E was able to achieve a classification

accuracy above 75%. The average classification accuracy at Positions 1-4 is 80%. The variability

in classification accuracy among independent iterations of model fitting is highest in Model E,

which we expand upon in section 3.4.

Fig. B.5d shows the Type-I (false positive) vs. Type-II (false negative) error probability

from testing Model E with Dataset 3 (heterogeneity both spatially and temporally). A false
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negative classification is one in which the model incorrectly classifies an abnormal waveform as

‘normal.’ The disparity between Type-I and Type-II errors increases between Positions 1 and 5

and the incidence of Type-I errors never exceeds 5% across all five abnormal initiation positions.

3.4 Discussion

The primary goal of this work was to develop a machine learning algorithm to accurately

classify normal from abnormal simulated EGG waveforms with heterogeneity in the recording

start time relative to the slow wave cycle and abnormal initiation position, as is seen in data

from human EGG recordings (referred to as ‘Dataset 3’ throughout this work). Overall, we were

successful in this aim, with a mean classification accuracy above 75% for 4 of the 5 abnormal

initiation locations.

The novelty of the work presented here lies both within the success of showing the ability

to classify simulated waveforms more akin to human recordings and the transfer learning frame-

work we developed to do so. As explained in Section 3.2.5, model fitting in this study involves

optimization of non-convex objective functions. We have shown here that transfer learning

weights from a model trained on a less complex classification scheme allows for significant

improvement in classification performance on challenging tasks. To verify this, we trained the

CNN architecture from scratch, in which all weights were initialized with random values, with

the most complex dataset, Dataset 3. For the sake of brevity, we did not plot these results, but

in summary, the cross validation accuracy never exceeded the probability of chance (0.5) for

each of 50 training epochs. Model weights could not successfully converge, even when the

learning rate was modulated. We hypothesize that this was a result of both the complexity of the

classification task (arising from dataset heterogeneity) and the small size of the training dataset.

This demonstrates the importance of the methods designed here in this work and also gives

credence to the hypothesis that our most sophisticated model, Model E, can itself be fine-tuned
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with data from human HR-EGG recordings, even if only small amounts of labeled training data

are available.

The lowest classification accuracy, seen at Position 5, characterizes abnormal slow waves

initiated within the range of the pacemaker region. Slow waves did propagate slightly toward the

fundus, but most of the ‘abnormal’ slow wave propagation in this case was indistinguishable from

normal propagation. Since we created all of the waveforms via simulation, this was intentional as

to test the bounds of our model. This represents the ‘worst case’ scenario for the classifier.

Most of the variability seen in Fig. B.5c, when testing Model E, actually arises from

one outlier model. The mean standard deviation across all five initiation positions is 6.5%, and

excluding the one outlier, the mean standard deviation across all five positions drops to 3.7%.

We hypothesize that when training models with smaller training datasets (Datasets 1 and 3),

updating fewer weights in training led to higher model stability. For example, as seen in Fig.

B.5a, Model B–which was fine-tuned as opposed to fully retrained– underwent independent

training and testing five times with almost no variability (mean standard deviation <1%). We

further confirmed this hypothesis by repeating the training and testing of Model B, except with

a full retraining of all of the weights (as opposed to fine-tuning). Under these parameters, the

mean classification accuracy was approximately the same as reported in Fig. B.5a, but the mean

standard deviation more than doubled. Therefore, if the target task is simple enough such that

fine-tuning only some neural network weights is sufficient, then the method of fine-tuning may

be superior to updating all of the weights, as it appears to improve model stability.

Though the overall trend of Fig. B.5c shows the highest classification accuracy in

classifying ‘Position 1’ and the lowest accuracy in classifying ‘Position 5,’ the trend was not

monotonic from positions 1-5. A subject of future work would be to determine if these deviations

from monotonicity are indicative of a reproducible pattern or merely an artifact of stomach size

and shape variability.

Although this work showed the ability to successfully harness information from simpler
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classification results and achieve classification in a significantly more challenging task, future

studies will entail optimizing neural network architecture and hyperparameters as to increase the

overall classification accuracy. We have shown that increasing the complexity of the classification

task results in a decline in peak performance. For example, we were not able to classify our most

heterogeneous dataset (Dataset 3) with as high of accuracy as that of Model A tested at Position 1

(with no heterogeneity in training/testing). Instead, we observed a ‘cap’ in performance around

90% when testing Dataset 3. Future work to boost the accuracy could involve modifying the size

of the CNN filters, particularly in the time axis. This would entail the re-training of the entire

framework, including Model A. Nonetheless, the work presented here gives credibility to the

claim that slow wave patterns can be disambiguated via a machine learning framework.

Finally, the low incidence of Type-I errors seen in classifying Dataset 3 with Model E

is significant. Type-I errors, or ‘false positive’ results in this context refer to cases in which the

model classified a waveform as abnormal but in reality it was normal. For the ultimate purpose of

this work, which is to effectively screen for abnormalities in gastric slow wave initiation location

and propagation, it is beneficial to have a low probability of of Type-I errors even at the expense

of Type-II errors. Within the context of differential diagnosis, treatments for gastric slow wave

abnormalities, such as gastric electrical stimulation, currently require invasive procedures. In

contrast, treatment options for GP or FD arising from a different etiology, such as cutaneous

vagus nerve stimulation [58, 59] or botulinum toxin injection [85] for treating autonomic or

pylorus dysfucntion, respectively, are significantly less invasive. As such, the low Type-I error

probabilities of our approach indicate that classification outputs of our method will not likely lead

to unnecessary invasive procedures.
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3.5 Conclusion

To summarize, this study builds off of a novel result [7] which shows in silico that normal

vs. abnormal gastric slow wave propagation patterns can be disambiguated via a 3D-CNN

framework. The work presented here introduces both spatial and temporal heterogeneity into

the in silico EGG waveforms, making them more akin to human EGG recordings, and harnesses

transfer learning of CNN weights from [7] to achieve robust classification in the presence of

this heterogeneity. The results of this study suggest that transfer learning of weights from in

silico model fitting may show promise in deploying this framework in human multi-electrode

recordings.

Chapter 3, in full, is a reprint of the material as it appears in the proceedings of the 42nd

Annual International Conference of the IEEE Engineering in Medicine and Biology Society

(EMBC) 2020. Agrusa, Anjulie; Allegra, Alexis; Kunkel, David; Coleman, Todd, IEEE, 2020.

The dissertation author was the primary investigator and author of these materials.
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Chapter 4

Unsupervised Anomaly Detection with

Wasserstein Barycenters

4.1 Introduction

Detection of anomalies has powered studies across a diverse range of fields, such as

computer security, defense, and medicine [10, 33, 124, 150]. Traditional anomaly detection

methods operate under the paradigm of first defining ‘normal’ behavior and subsequently identi-

fying anomalies that deviate from normal patterns, in both supervised and unsupervised manners

[162, 45]. Classical studies in this field have defined ‘normal’ behavior by assuming that data

can be generated by some probability distribution and performing numerical techniques, such

as kernel density estimation or maximum likelihood estimation, to estimate this underlying

distribution, using either i) only data labeled as ‘normal’ in supervised methods [24] or ii) large

datasets (with a low incidence of anomalies compared to normal samples) in unsupervised meth-

ods [45, 44]. Once the distribution is estimated, there are well established methods to quantify

anomalies based on their proximity to the distributional mean, subject to distributional variance

[10, 45]. Estimation of these underlying probability distributions, however, requires some a priori
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knowledge concerning the class and modality of the generative ‘non-anomalous’ distributions.

Robust regression is a technique that has been successful in fitting highly-accurate regres-

sions to datasets containing anomalies [32, 35, 8]. These methods rely on the assumption that

features correlate with labels (typically linearly), as well as the assumption that residual errors

between ‘predicted‘ and true labels follow a multi-modal distribution, with at least one mode

typically near zero. Whereas some robust regressions assume an anomaly-containing mode of the

residual distribution is also near zero but has higher variance [32], others assume an anomaly-

containing mode is centered at a specific location [8]. This yields an inclusion criterion for data

to be used in the regression, and all other data are labeled as anomalous [32, 137, 18, 35, 8]. As

is the case with distribution-based approximations, these robust regressions rely on assumptions

about the underlying structure of the problem.

Another well-studied type of anomaly detection mechanism involves support vector

machines (SVMs) [10, 88]. In these studies, an entire anomaly class is identified, in which there

is a support vector, or hyperplane, that separates features in the normal and anomaly classes.

These methods require labeled training datasets to establish a separation between normal and

anomalous features and make predictions on new data. ‘Robust’ SVMs have been additionally

developed to mitigate challenges that arise from poorly labeled training data [71]. Even so, these

methods are not employable in cases in which training labels are not feasible to obtain in any

capacity.

Since autonomous processes are often desired, we will restrict the remainder of our

discussion to unsupervised clustering algorithms, as these methods do not required labeled

datasets. In clustering methods, such as the K-Means algorithm [64], data are aggregated into

groups such that inter-class variability is high and intra-class variability is low. One of the

vulnerabilities of traditional K-Means type clustering is that the number of clusters, K, must be

specified. Modern autonomous algorithms have made progress in optimizing the parameter, K, in

addition to cluster centriod locations [43, 126, 63]. However, additional challenges arise, such
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as proper initialization of K, and formulating upper and lower bounds for K. Possibly one of

the most significant pitfalls of K-Means in the context of anomaly detection is that it performs

grouping over the entire dataset, and thus does not directly attempt to identify anomalies [64, 43].

For instance, it would be more ‘profitable’ in a loss context to place another cluster centroid at the

location of an anomalous data point, with the downstream effect being that this anomaly would

not be far from a cluster center.

An improvement upon this is the Density-Based Spatial Clustering of Applications with

Noise (DBSCAN) algorithm, which, by design, is robust to anomalies [61]. The defining

methodology within DBSCAN involves the algorithm identifying ‘core’ points and forming

aggregates of data within a certain proximity to these core points, rather than a single centriod

which is the case in the K-Means algorithm. Anomalies are defined as data that lie outside of a

specified range of all data within a proximity to core points. This algorithm is highly sensitive

to input parameters that determine the minimum number of points to be considered a cluster

and the maximum allowable distance between neighboring points in a cluster. As in the case

of autonomous K-Means clustering, strategies have been proposed to estimate these parameters

using only the input dataset [78].

These aforementioned methods have been widely studied with datasets and features in

R n. However, fewer studies have been published which classify and detect anomalies within

a set of probability distributions. The standard clustering and anomaly detection frameworks

rely on a metric between elements of the dataset and clustering variables (i.e. cluster centroids).

Optimal transport theory is a state-of-the-art framework to establish a metric between probability

distributions [159] and has powered state-of-the-art studies in broad applications of mathematics,

data science, and economics [159, 141, 127, 48]. The ‘optimal transport’ map is that which

minimizes the cost of transporting all of the mass in one distribution to another. The cost

associated with this distance-minimizing transportation map is referred to as the Wasserstein

(squared) distance. Since clustering operates on a metric between samples, within the context of
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clustering probability distributions it is natural to use the Wasserstein metric.

There have been multiple studies in the field that have followed a K-Means clustering

framework with the Wasserstein metric between probability distributions [99, 100, 166]. Instead

of cluster centriods, as is standard in K-Means clustering, these methods form clusters around

Wasserstein barycenters. These methods still require proper initialization of the number of

barycenters, K, but aforementioned approximation methods could be used to estimate this.

However, the main drawback of the K-Means algorithm as it pertains to anomaly detection still

applies: anomalies are not directly accounted for.

There is an unmet need to design an anomaly detection technique that i) operates on a

set of probability distributions as an input, ii) directly targets the identification of anomalies, and

iii) is unsupervised. One of the well-established principles in the field of anomaly detection is

that specific algorithmic needs can vary significantly on a study-by-study basis [10, 68]. As such,

instead of proposing a specific algorithm, in this work we propose a philosophical framework for

detecting anomalies in a set of probability distributions. Namely, we examine a framework in

which we partition subsets of a set of distributions, compute a Wasserstein barycenter between dis-

tributions in each subset, and finally compute Wasserstein distances between each distribution in

a subset and the subset barycenter. We hypothesize that anomaly distributions will be consistently

‘far’ from corresponding subset barycenters. The main contribution to this work is a rigorous

mathematical proof to show that the largest possible Wasserstein distance between a probability

distribution and a subset barycenter, given theoretical set parameters, is the distance between an

anomaly distribution and the barycenter of a subset containing the anomaly. We propose that the

mathematical proof will allow future studies to design algorithms in a tailored way, using this

philosophical framework. And finally we demonstrate an example of an algorithm derived from

this framework along with an example in medicine, specifically the field of Gastroenterology.
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4.2 Definitions

Define the Wasserstein ball, B, where:

B(ϒ,α),
{

P ∈ P (X) s.t. W2(ϒ,P)2 ≤ α
2} (4.1)

where α ∈ R , P (X) is the set of all probability distributions on support X (i.e. the set of real

numbers) with finite second moment. This ball has a center, ϒ, which we assume all non-outlier

samples are close to, within W2 distance of α. The squared Wasserstein distance, or Kantorovich

cost, between probability distributions R and Q is given by:

W2(R,Q)2 = min
π∈Π

∫
u∈βR

∫
v∈βQ

d(u,v)2dπ(u,v) (4.2)

where Π is the set of all joint probability distributions with marginals R and Q, βR is the support

of R and βQ is the support of Q. The distance d(u,v)2 is given by = ||u− v||2 if X is the set of all

real numbers, but can be generalized to distances along other manifolds (i.e. geodeisc distance).

Let the set Ψ consist of N +1 probability distributions, in which N distributions,

{P1,P2, ...PN}, lie within B(ϒ,α). Let the N +1th probability distribution of Ψ be an anomaly,

denoted by PO, where PO deviates from ϒ by:

W2(ϒ,PO) = α+δ (4.3)

for some δ > 0. Define J as the set {1, . . . ,J} of indices of subsets, and define K as the set

{1, . . . ,K} of indices of distributions in subset j. Let S ( j) be the jth subset and S ( j)
k be the kth

index of the jth subset. Define the jth subset barycenter as follows:

χ j = arg min
P∈P (X)

1
K

K

∑
k=1

W2(P,S
( j)
k )2 (4.4)
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where 2 < K < N +1. Below we state a theorem that gives justification to an anomaly detection

algorithm we later describe. It mathematically justifies the idea of taking subsets of all the

distributions and comparing each element to the subset’s barycenter. The idea is that if subsets

contain the same element whose distance to the barycenter is larger than others, then this is

suggestive that such an element is an anomaly.

Theorem 1. The supremum of distances between elements of a subset and a subset barycen-

ter, over all subsets, is the maximal distance between the anomay and any subset barycenter

containing the anomaly.

sup j∈J ,k∈K W2(χ j,S
( j)
k )2 =W2(χ j∗,PO)

2 (4.5)

where j∗ is the index of the subset, containing PO, for which the subset barycenter is maximally

far from PO. We will build up to proving Theorem 1 after demonstrating prerequisite proofs.

4.3 Maximizing Distances Along a Geodesic

A geodesic is defined as a length minimizing path, in this case, between two probability

distributions. We define the unit speed geodesic between two distributions, for which

W2(Ps,Pt) = |s− t|W2(R,Q) (4.6)

for 0≤ s, t ≤ 1 and R,Q ∈ P (X). For some λ, where 0 < λ < 1 define:

W2(R,Pλ) = λW2(R,Q) (4.7)

and similarly

W2(Pλ,Q) = (1−λ)W2(R,Q) (4.8)
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Therefore:

W2(P,Q) =W2(R,Pλ)+W2(Pλ,Q) (4.9)

For any locally compact geodesic space X, the subsequent Wasserstein space of probability

measures P (X) inherits the geodesic space property [93, Lemma 2.4, Prop 2.6]. Thus for any pair

of probability distributions R,Q ∈ P (X), a Wasserstein geodesic exists between them.

For any distribution lying on a geodesic between R and Q, the distance properties between

the three correspond to equality in the triangle inequality. We define a pair of distributions,

(P−α,Pα) that lie on the boundary of B, denoted ∂B(ϒ,α), for which ϒ lies on the geodesic

connecting P−α and Pα.

Lemma 1. If ϒ lies on the geodesic that connects P−α and Pα then:


W2(P−α,Pα)

2 >W2(P−α, P̃)2

W2(P−α,Pα)
2 >W2(Pα, P̃)2

(4.10)

where P̃ ∈ B(ϒ,α) and ϒ neither lies on the geodesic connecting P−α and P̃ nor the geodesic

connecting Pα and P̃.

Proof. The Wasserstein metric obeys the triangle inequality, and as such

W2(P−α, P̃)≤W2(P−α,ϒ)+W2(ϒ, P̃) (4.11)

Since ϒ does not lie on the geodesic connecting P−α and P̃, the inequality in (4.11) is strict.

Further, by properties of ball B(ϒ,α), it follows that W2(ϒ, P̃)≤ α, and so

W2(P−α, P̃)< 2α. (4.12)
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Since ϒ lies on the geodesic connecting P−α and Pα, and since P−α,Pα ∈ ∂B(ϒ,α),

W2(P−α,Pα) =W2(P−α,ϒ)+W2(ϒ,Pα)

= 2α

(4.13)

Combining (4.12) and (4.13) yields:

W2(P−α, P̃)<W2(P−α,Pα). (4.14)

The second inequality in (4.10) follows similarly.

Since ∂B(ϒ,α) is the boundary of a convex set with nonzero diameter, there are infinite

possible ‘P−α’s. Further, from the symmetry of the ball, there are infinite possible (P−α,Pα) pairs.

Define Pα∗ as follows:

Pα∗ , arg min
Pα∈∂B(ϒ,α)

W2(Pα,PO)
2. (4.15)

Similarly, P−α∗ is defined for the boundary distribution that satisfies (4.10) for Pα = Pα∗ . The

outlier distribution lies on a path that is an extension to the geodesic between P−α∗ and Pα∗ , and

as such P−α∗ ,ϒ,Pα∗ and PO all lie on a geodesic.

Lemma 2. The maximum possible Wasserstein squared distance between any two distributions

in Ψ is W2(P−α∗,PO)
2.

Proof. This is an extension of Lemma 1. Let distributions R and Q lie in B(ϒ,α), including the

boundary. The triangle inequality gives:

W2(R,Q)≤W2(R,ϒ)+W2(ϒ,Q) (4.16)

By virtue of (4.1), W2(R,Q)≤ 2α. (This inequality holds with equality if (R,Q) = (P−α∗,Pα∗)).

Therefore, the maximum distance between any two distributions in B is equal to 2α. Since
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P−α∗,Pα∗ and PO all lie on a geodesic:

W2(P−α∗ ,PO) =W2(P−α∗,Pα∗)+W2(Pα∗ ,PO)

= 2α+W2(Pα∗,PO)

(4.17)

In addition, since the Wasserstein distance is a metric space, W2(Pα∗,PO) = 0 if and only if

Pα∗ = PO, which is false by definition of PO. Therefore:

W2(P−α∗,PO)>W2(R,Q) ∀R,Q ∈ B(ϒ,α). (4.18)

4.4 Geodesic Convex Hull Bounds the Barycenter

Define the geodesic convex hull of the jth subset, H( j), to be the smallest set that contains:

i) all M,N ∈ S ( j) and ii) all unit speed geodesics with endpoints M,N ∈ S ( j).

Lemma 3. The barycenter χ j lies within the geodesic convex hull of the jth subset.

Proof. We will prove this by contradiction. Let the barycenter χ j, lie outside of H( j). Denote

distribution Ĝ to be the distribution in H( j) (including the boundary) that is closest to χ j:

Ĝ = arg min
G∈H( j)

W2(χ j,G)2. (4.19)

Current literature has established precedent for describing an angle between two geodesics

operating over the Wasserstein metric [55, 155]. These methods use a law of cosines-based

approach to compute these angles. The angle between i) the unit speed geodesic connecting

G ∈ H( j) and Ĝ and ii) the unit speed geodesic connecting Ĝ and χ j is denoted as ∠GĜχ j and
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given by:

∠GĜχ j = arccos
W2(G, Ĝ)2 +W2(Ĝ,χ j)

2−W2(χ j,G)2

2W2(G, Ĝ)W2(Ĝ,χ j)

, θ.

(4.20)

We will give necessary and sufficient conditions to prove that if (4.19) holds, then cos(θ)≤

0, which follows the same logic from a proof of the convex projection theorem in [115]. We will

show the necessary condition by contradiction. Let cos(θ) > 0. Define distribution Gλ ∈ H( j)

which lies on the geodesic between G and Ĝ and thus:

W2(G,Gλ) = λW2(G, Ĝ)

W2(Gλ, Ĝ) = (1−λ)W2(G, Ĝ)

(4.21)

for 0≤ λ≤ 1. We define an expression for W2(Gλ,χ j)
2 by virtue of the law of cosines between

the two geodesics: i) between Gλ and Ĝ and ii) between Ĝ and χ j. The angle between these two

geodesics is equivalent to θ since Gλ lies on the geodesic between G and Ĝ.

W2(Gλ,χ j)
2 = l2 +[(1−λ)W2(G, Ĝ)]2−2l[(1−λ)W2(G, Ĝ)]cosθ (4.22)

where l = W2(Ĝ,χ j). Since W2(Gλ,χ j)
2 is a function of λ, we take the partial derivative with

respect to λ, evaluated at λ = 1:

∂W2(Gλ,χ j)
2

∂λ
|λ=1 = 2lW2(G, Ĝ)cosθ (4.23)

This expression is greater than zero because all Wasserstein distances are non-negative and we
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have assumed cos(θ)> 0. There exists a limit:

lim
λ→1−

W2(Gλ,χ j)
2|λ=1−W2(Gλ,χ j)

2|λ
1−λ

> 0 (4.24)

Combining (4.24) with (4.21) yields:

W2(Ĝ,χ j)
2 >W2(Gλ,χ j)

2 (4.25)

Since Gλ ∈H( j), this is a violation of (4.19) and thus a contradiction arises. To prove the sufficient

condition, let cosθ≤ 0. Using this assumption and rearranging (4.20) gives:

W2(χ j,G)2 >W2(G, Ĝ)2 +W2(Ĝ,χ j)
2 (4.26)

and subsequently,

W2(χ j,G)2 >W2(Ĝ,χ j)
2 (4.27)

Therefore we have shown necessary and sufficient conditions to prove that cosθ≤ 0. Another

consequence of this, by equations (4.20) and (4.26) is that:

W2(χ j,G)2 >W2(G, Ĝ)2 (4.28)

This is a contradiction of (4.4), as χ j would not be the minimizer of the objective function, and

therefore the barycenter must lie within the geodesic convex hull, H( j).
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4.5 Extremal Distances Between Barycenter and Boundaries

of the Geodesic Convex Hull

It has been shown in Lemma 3 that the barycenter cannot exceed the unit speed geodesic

convex hull of points in set S . Therefore, no barycenter can exceed the bounds of distributions

in Ψ. We have shown in Lemma 2 that the maximum distance between any two distributions

in Ψ is the distance between PO and P−α∗. As such, since Theorem 1 maximizes distances to a

barycenter, we aim to construct a set for which the barycenter of the set has minimal deviation

from P−α∗.

In order to prove our main result, we first consider an auxiliary lemma which we use to

show the above result in this section:

Lemma 4. In a scalarized optimization problem, if one coefficient increases at the ith index, the

vector-valued objective at the ith index decreases.

Proof. Define the vector-valued objective:

fo(X) = [F0(X),F1(X),F2(X)]T (4.29)

where fo(X) ∈ R 3. We analogously define the scalarized optimization problem:

min
X

λ
T fo(X) (4.30)

where λ ∈ R 3, λ� 0, and λ0 respresents the first entry of λ. The minimizer is given by

X∗ = argmin
X

λ
T fo(X) (4.31)

By principles of Pareto optimality, specifically trade-off analysis [26], if we define λ∗ such that
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λ∗0 > λ0, and we define

X̂ = argmin
X

λ
∗T fo(X), (4.32)

then F0(X̂)≤ F0(X∗).

With this, we can now state the a key result:

Lemma 5. For any one subset S ( j) that contains PO, the Wasserstein squared distance between a

subset barycenter and P−α∗ , given by

W2(P−α∗,χ j)
2,

is minimal when the remaining K−1 entries in S ( j) are P−α∗ .

Proof. Without loss of generality, let the number of samples (K) in S ( j) be equal to 3. We write

the barycenter optimization problem as a scalarized optimization problem with a vector-valued

objective, namely:

χ j = arg min
P∈P (X)

λ
T fo(P) (4.33)

where

fo(P) = [W2(P,P−α∗)
2,W2(P,Px)

2,W2(P,PO)
2]T (4.34)

and Px ∈ B,Px 6= {P−α∗,PO}. There is an inherent constraint on λ, such that 1T λ = 1. The third

index of λ is fixed at 1/K because one entry of the subset must be equal to PO. Let

λ = [
K−1

K
− ε,ε,

1
K
]T (4.35)

Define:

λ
∗ = [

K−1
K
− ε+ξ,ε−ξ,

1
K
]T (4.36)
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where 0 < ξ < ε. By lemma 4, since λ∗0 > λ0, then

W2(χ j(λ
∗),P−α∗)

2 ≤W2(χ j(λ),P−α∗)
2. (4.37)

This process of adding ξ to the first entry of λ∗ can be repeated as λ∗1 approaches 0. We can define

the following limit:

min
λ

W2(χ j(λ),P−α∗)
2 = lim

λ∗0→(K−1
K )−,λ∗1→0+

W2(χ j(λ
∗),P−α∗)

2 (4.38)

And as such, the optimal λ∗ is given by:

λ
∗ = [

K−1
K

,0,
1
K
]T (4.39)

which corresponds to the set in which there are K−1 entries of P−α∗ and one entry of PO.

Through an analogous argument, it follows that the largest possible distance between a

distribution in B(ϒ,α) and a subset barycenter for which the subset does not contain the outlier

distribution occurs between Pα∗ and the barycenter of a subset that contains K-1 distributions of

P−α∗ and one distribution of Pα∗ . With these derivations, we define the following sets:

S ( j∗) = {P−α∗,P−α∗, ...,P−α∗,PO} (4.40)

S ( ĵ) = {P−α∗,P−α∗ , ...,P−α∗,Pα∗} (4.41)

We assume that there are at least K−1 samples of P−α∗ in Ψ.

Remark 1. Because we assert that K > 2 in the definition of the problem, there does not exist a

set with K-1 distributions of the anomaly (i.e. the symmetric analogue) and thus the result proved

later in Theorem 1 is unique.
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4.6 Localization of the Barycenter

Lemma 6. Suppose set S has two distinct entries, which we denote as R and Q. Then W2(χ
∗
S ,R)≤

W2(R,Q) and W2(χ
∗
S ,Q)≤W2(R,Q).

Proof. For the sake of brevity, throughout the proof we utilize χ∗ ≡ χ∗S . We define the objective

function

JS (P),
1
K

K

∑
k=1

W2(P,Pk)
2. (4.42)

which is minimized in (4.4) in order to solve for the barycenter. We will prove Lemma 6 by

contradiction. Let W2(χ
∗,R)>W2(R,Q). The resulting objective function is:

JS (χ
∗) =

1
K
[(K−1)W2(χ

∗,R)2 +W2(χ
∗,Q)2] (4.43)

Using the assumption W2(χ
∗,R)>W2(R,Q), we derive the following inequality:

JS (χ
∗)>

K−1
K

W2(R,Q)2 +
1
K

W2(χ
∗,Q)2 (4.44)

By definition of a barycenter, χ∗ must minimize the objective function. If there exists χ′ for

which JS (χ
′) < JS (χ

∗) then χ∗ is not the minimizer. Let W2(χ
′,R) =W2(R,Q) and as such we

will evaluate the objective function for χ′ = Q.

JS (Q) =
K−1

K
W2(R,Q)2 (4.45)

Since the Wasserstein metric is non-negative:

JS (Q)< JS (χ
∗) (4.46)

and therefore the inequality W2(χ
∗,R) ≤W2(R,Q) must hold since χ∗ is a barycenter. We
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can analogously show W2(χ
∗,Q) ≤W2(R,Q). Let Let W2(χ

∗,Q) >W2(R,Q), which yields the

objective inequality:

JS (χ
∗)>

K−1
K

W2(χ
∗,R)2 +

1
K

W2(R,Q)2 (4.47)

Now, let W2(χ
′,Q) =W2(P,Q); evaluate the objective function for χ′ = R.

JS (R) =
1
K

W2(R,Q)2 (4.48)

Since JS (χ
∗)> JS (R), therefore W2(χ

∗,Q)≤W2(R,Q).

Lemma 7. Suppose set S has two distinct entries, which we denote as R and Q. Then χ∗S lies on

a geodesic between R and Q.

Proof. For the sake of brevity, throughout the proof we utilize χ∗≡ χ∗S . By Lemma 6, W2(χ
′,Q)≤

W2(R,Q) therefore, if χ∗ lies on the geodesic between R and Q then the following statement

holds:

W2(R,Q) =W2(χ
∗,R)+W2(χ

∗,Q) (4.49)

as derived in (4.9). Let χ′ be a distribution that does not lie on the geodesic. By the triangle

inequality:

W2(R,Q)<W2(χ
′,R)+W2(χ

′,Q) (4.50)

We can evaluate the objective function at χ∗ and χ′, respectively, with substitutions given by

(4.49) and (4.50).

JS (χ
∗) =

K−1
K

[W2(R,Q)−W2(χ
∗,Q)]2 +

1
K

W2(χ
∗,Q)2 (4.51)

JS (χ
′) =

K−1
K

W2(χ
′,R)2 +

1
K

W2(χ
′,Q)2

>
K−1

K
[W2(R,Q)−W2(χ

′,Q)]2 +
1
K

W2(χ
′,Q)2

(4.52)
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Since W2(χ
′,Q) and W2(χ

∗,Q) have the same domain, let W2(χ
′,Q) =W2(χ

∗,Q). There-

fore, for every possible distribution, χ′, with W2(χ
′,Q) there exists a distribution χ∗ which lies on

the geodesic between R and Q with W2(χ
′,Q) =W2(χ

∗,Q), for which JS (χ
∗)< JS (χ

′). Therefore

the barycenter must lie on the geodesic that connects the two elements of set S .

4.7 Wasserstein Distance to the Barycenter

In this section, we will prove that W2(χ j∗,S
( j∗)
PO

)2 >W2(χ ĵ,S
( ĵ)
Pα∗

)2, which proves Theorem

1. By virtue of (4.4), we can define the specific barycenter for sets S ( j∗) and S ( ĵ). For the sake

of brevity we will denote the barycenter as χS and we will denote the Kth distribution to be PA,

where: 
PA = PO for set S ( j∗)

PA = Pα∗ for set S ( ĵ)
(4.53)

By Lemma 7 and by summation properties of geodesics (4.9):

W2(χS ,PA)
2 = [W2(ϒ,PA)+W2(ϒ,χS )]

2 (4.54)

We assume for now that the barycenters, χ j∗ and χ ĵ, lie closer to P−α∗ than Pα∗ with respect to ϒ,

which means W2(Pα∗,χ ĵ)≥W2(Pα∗,ϒ) and analogously W2(PO,χ j∗)≥W2(PO,ϒ), but we show

an extension of these methods if this is not the case.

We will first derive an expression for W2(ϒ,χS ). By use of Lemma 7, summation proper-

ties of geodesics (4.9), and shorthand notation given by (4.53):

χS = arg min
P∈P (X)

K−1
K

[W2(ϒ,P−α∗)−W2(P,ϒ)]2 +
1
K
[W2(P,ϒ)+W2(ϒ,PA)]

2 (4.55)
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Rearranging yields:

χS = arg min
P∈P (X)

AW2(P,ϒ)2 +BW2(P,ϒ)+CW2(P,ϒ)+D (4.56)

where: 

A = 1

B =−2(K−1)α
K

C = 2(α+δ)
K for S ( j∗)

C = 2α

K *** for S ( ĵ)

D = α2 + δ2+2αδ

K for S ( j∗)

D = α2 ********* for S ( ĵ)

(4.57)

We denote the objective function to be minimized in (4.56) as:

f (g(P)) = Ag(P)2 +Bg(P)+Cg(P)+D (4.58)

where g(P) =W2(P,ϒ). The only constraint on P is that P is a probability distribution, and thus

P < 0. An implicit family of inequalities follow:

vT
i P≤ 0 i = 1, . . . I, (4.59)

where P is vectorized over its support and vi is a vector, identical in length to P, in which the ith

entry of vi is equal to -1 and the remaining entries are equal to zero. This family of inequalities

harnesses the property that the sum of non-positive real numbers is non-positive. Further, since P

is a probability distribution, the total mass within the support cannot be zero. Therefore, there

exists at least one i ∈ 1, ...I, for which vT
i P < 0. Since this inequality is strict and the remaining

inequalities are affine, by Slater’s condition [26], strong duality holds. The Lagrangian dual is
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given by:

L(P,κ) = f (g(P))+
I

∑
i=1

κivT
i P (4.60)

We assume feasibility of both the primal and dual problems (κ∗,P < 0), and since strong

duality holds, we employ the Karush-Kuhn-Tucker (KKT) conditions [26] by taking the gradient

of (4.60) with respect to P and equating it to zero:

0 =
∂g(P)

∂P
[2Ag(P)+B+C]+

∂

∂P
[

I

∑
i=1

κ
∗
i vT

i P] (4.61)

We divide both sides of (4.61) by ∂g(P)
∂P :

2Ag(P)+B+C =− ∂

∂g(P)
[

I

∑
i=1

κ
∗
i vT

i P] (4.62)

Since vT
i P does not depend explicitly on g(P), its derivative with respect to g(P) is zero, and

therefore:

W2(P,ϒ) =−
B+C

2A
(4.63)

Substituting this result into (4.54), using i) appropriate values of C defined in (4.57) and ii) proper

substitution of W2(ϒ,PA) yields:


W2(χ j∗,PO)

2 = (K−1
K (α+δ)− B

2 )
2

W2(χ ĵ,Pα∗)
2 = (K−1

K (α)− B
2 )

2

(4.64)

Since, δ > 0, therefore W2(χ j∗,PO)
2 >W2(χ ĵ,Pα∗)

2.
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4.8 Extension

Let W2(Pα∗,χ ĵ)<W2(Pα∗,ϒ) and W2(PO,χ j∗)<W2(PO,ϒ). Now, the equation described

by the geodesic between PA and P−α∗ , which is an analogue of (4.54), becomes:

W2(χ j,PA)
2 = [W2(ϒ,PA)−W2(ϒ,χS )]

2 (4.65)

Equivalently, (4.55) is rewritten as:

χS = arg min
P∈P (X)

K−1
K

[W2(ϒ,P−α∗)+W2(P,ϒ)]2 +
1
K
[W2(ϒ,PA)−W2(P,ϒ)]2 (4.66)

And with identical methodology to Section 4.7, the analogue of (4.58) is:

f (g(P)) = Ag(P)2 +B′g(P)+C′g(P)+D (4.67)

where B′ =−B and C′ =−C in (4.57). Combining (4.63) and (4.65) yields an identical result to

(4.64).

4.9 Application in GI

Using the philosophical approach derived in this work, we developed an algorithm to

detect an anomalous probability distribution. We will demonstrate our algorithm with an example

in the field of Gastroenterology (GI). One of the components of GI functionality is the gastric

slow wave. This wave travels along the surface of the stomach and locally actuates the smooth

muscle contractions that help propel food through the GI tract [158, 80]. This process is essential

in healthy digestion. Recently, it has been shown that pathological slow wave patterns can occur

and may give rise to GI disease and symptoms [110, 53].

It is of current interest to be able to non-invasively detect pathological slow wave patterns,
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as this could aid in diagnostics and tailored treatment regimens [86, 73]. Contemporary work

in the field has made use of the high-resolution electrogastrogram (HR-EGG), which involves

a dense array of electrodes placed on the abdomen (directly on the skin) [49, 53]. HR-EGG

analysis methods involve filtering, novel artifact rejection methods [52], and the calculation

of instantaneous wave directions at each electrode via sinusoid functions of estimated phase

gradients [49, 53, 7].

We used methods analogous to those presented in [8] to obtain a set of probability

distributions. In summary, we studied 32 human research subjects (n=25 with gastric disease, n=7

asymptomatic controls). We performed approximately 60 minute HR-EGG recordings directly

after a meal and calculated instantaneous wave directions at each electrode. We performed

maximum likelihood density estimation of von Mises mixtures, since direction data lie on a

circular support, and thus had a set of 32 probability distributions.

There are multiple classes of wave propagation patterns across the set of subjects, with

distinct phenotypes presented in the probability distributions. For example, a class of distributions

were similar to that shown in Fig. C.2A, in which each distribution was generally unimodal with

a strong peak near zero. The frame of reference of the direction values (and thus support of the

probability distribution) was such that a direction value of zero corresponded to the subject’s

anatomical angle to the interface between the stomach and intestines. As such, the distribution

shown in Fig. C.2A is physiologically indicative of healthy wave propagation toward the intestines.

A second class of wave propagation involved bifurcated propagation both toward the intestines

and esophagus, seen in Fig. C.2B. A third class of wave propagation involved stochastic and

uncoordinated wave propagation, seen in Fig. C.2C.

All subjects fit within these three classes except for one. This final subject, had anomalous

wave physiology, as seen in Fig. C.2D, in which there was a strong indication of wave propaga-

tion only toward the esophagus. We developed an algorithm based on the philosophical themes

presented in this work in order to detect the anomalous distribution. The general framework for
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our algorithm involved i) selecting a randomized subset of K = 7 probability distributions, ii)

computing a Wasserstein barycenter between subset distributions, and iii) computing Wasserstein

distances between each subset distribution and the subset barycenter. We formulated the Wasser-

stein distance as a linear program over a compact set, identical in methodology to [8], which

has been shown to greatly reduce computational cost and run time [166, 9, 17]. We repeated

these three steps a total of 300 times and plotted each distance between a distribution and the

respective subset barycenter. We hypothesized that the anomaly distribution would have distances

to respective subset barycenters that could exceed all other distances between distributions and

barycenters. We have summarized our algorithm in pseudocode shown in Algorithm 1.

Algorithm 1 Calculating Large Set of Distances Between Subset Distributions and Subset
Barycenters

Input: Set of N probability distributions, Ψ, and integer, K
j← 0
repeat

Select subset of distributions Lk ∈ {1, ...,N} where k = 1, ...K, Lu 6= Lv.
Denote S ( j)

k = ΨLk

Compute barycenter of subset, χ j, given by (4.4).
k← 1
while k ≤ K do

Compute distances to barycenter, W2(χ j,S
( j)
k )2, given by (4.2).

k← k+1
end while
j← j+1

until j = 300

As seen in Figure C.3, there is a ‘maximum’ distance between a distribution and a

subset barycenter, which we will denote D∗, that is only attainable by one subject’s probability

distribution. This is marked with a red arrow in Fig. Figure C.3. Further, there are several

distances less than D∗ that are only attainable by the same individual subject’s probability

distribution. This subject is labeled anomalous, and has the probability distribution seen in Fig.

C.2D, which was the one distribution that did not fit into the three main classes of distributions.

The anomalous distribution can be identified after only 100 iterations (Fig. C.3A) but emerges
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even more distinctly after 300 iterations (Fig. C.3B).

Since our study involved n=32 subjects, we chose a randomized approach to select subset

probabilities. In future studies, if the number of distributions is significantly higher and there is

concern over whether or not all distributions will be represented, a slightly different approach can

be defined in which the first distribution in every subset is pre-specified and the remaining K-1

distributions are selected randomly. This would ensure that each distribution was selected however

many times as is desired. In addition, larger datasets may call for a larger subset dimension, K.
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Chapter 5

Robust Regression and Optimal Transport

Methods to Predict Gastrointestinal

Disease Etiology from High Resolution

EGG and Symptom Severity

5.1 Introduction

5.1.1 Background and Unmet Need

Gastrointestinal (GI) problems are the second most common reason for someone to miss

school or work, after the common cold [29]. Two of the most prevalent GI functional and motility

disorders are functional dyspepsia (FD) and gastroparesis (GP), which affect 10% and 1.5-3%

of the U.S. population, respectively [42, 77]. Multiple disease etiologies underlie the umbrella

diagnoses of GP and FD, including but not limited to i) antral hypomotility, ii) pylorospasms,

iii) gastric myoelectric dysfunction [56], and iv) autonomic dysfunction. Tailored treatments for
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such causes include i) prokinetic medications, ii) botulinum toxin injection of the pylorus [85],

gastric neuromodulation [2, 20, 91, 98, 89, 13, 122], and iv) vagus nerve stimulation [58, 59],

respectively. The common occurrence of treatment regimens tailored to the wrong etiology or to

symptom mitigation results in repetitive visits to the clinic and adverse effects on quality of life

with vast economic, social, and healthcare consequences. There is a desire and unmet need to

sub-type GP and FD in terms of underlying etiologies to improve prediction of treatment response

and enable targeted interventions [86, 73].

5.1.2 Previous Work

Current diagnostic tools are typically not etiology-specific. For instance, the PAGI-SYM

questionnaire on foregut symptoms, which includes the gastroparesis cardinal symptom index, is

used to manage treatments but shows a high degree of symptom overlap with underlying disease

etiologies [56]. Alternatively, the gastric emptying test, a clinical gold standard that entails

post-fasting ingestion of a meal containing a radioactive tracer, and measuring the amount of

tracer that has left the stomach at fixed intervals, shows inconsistent correlation with symptom

severity [123, 74]. Further, some medications improve symptoms but not gastric emptying, and

vice versa [39, 97, 21]. As such, there is an unmet need to develop widely-deployable screening

tools that correlate with symptom severity and sub-type GP/FD in terms of disease etiology.

Gastric neuromuscular activity involves the interplay between electrical activity on the

stomach’s surface and smooth muscle contractions that propel food from the esophagus to the

intestines. Gastric pacemaker cells, or interstitial cells of Cajal (ICCs), receive modulatory

inputs from enteric neurons and undergo spontaneous cyclical depolarization, similar to cardiac

pacemaker cells in the heart. These oscillatory membrane potentials excite neighboring smooth

muscle cells, causing contractions at regular intervals, and excite adjacent downstream ICCs in

their network [46, 161, 120]. This results in a traveling electrical wave, called the gastric slow

wave [158, 80, 153].
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Slow waves, in healthy individuals, originate in the pacemaker region of the stomach

and propagate in an anterograde direction toward the duodenum. This propagation occurs in

equipotential rings along the outer surface of the stomach, at a frequency of 3 cycles per minute

(0.05 Hz) [80, 28, 66] . Abnormalities in slow wave initiation and propagation patterns arise from

loss or deterioration of ICCs [113, 19]. These pathological slow waves can spontaneously arise

from locations other than the pacemaker region (i.e. the antrum) and/or propagate in aberrant

directions (i.e. in a retrograde direction towards the esophagus or a bifurcated combination of

anterograde/retrograde propagation). These abnormal initiation and propagation patterns disrupt

the spatial coordination of smooth muscle contractions and have been observed in GP/FD patients

[110].

High-resolution spatiotemporal mapping of the gastric slow wave has been performed with

electrodes placed directly on the surface of the stomach during open-abdominal surgery. These

findings indicated normal slow wave behavior in control subjects (n=12) [109] and abnormalities

in slow wave initiation and propagation in > 80% of GP subjects (n=12) [110]. Whereas

these studies demonstrated spatial slow wave abnormalities as possible explanations for foregut

disorders, the involvement of surgical procedures limits the technique’s scalability.

A non-invasive alternative is the electrogastrogram (EGG), which involves electrodes

placed on the surface of the abdomen (as opposed to the stomach) and measures electrical activity

that reaches the abdominal surface via volume conduction. Conventional EGG is comprised of

3-4 electrodes and is analyzed via spectral methods (i.e. power-frequency) [80, 118]. However,

it has been shown that i) spectral features do not reliably correlate with symptoms or disease

[69, 107] and ii) spatial slow wave abnormalities (which do have high correlation with disease

and symptoms) are undetectable by spectral analyses [110, 53, 19, 23].

The high-resolution EGG (HR-EGG) has recently been established to overcome the

pitfalls of traditional EGG. This approach is comprised of a dense cutaneous electrode array and

subsequent signal processing methods for artifact rejection [52] and estimation of spatial slow
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wave directions [49]. It has been shown, both in silico and in human subjects, that estimated wave

directions orient in an anterograde direction towards the duodenum in healthy controls [49, 7].

HR-EGG was also recently used in human subjects with GP (n=18) and FD (n=7) to

establish a correlation between incidence of non-anterograde slow wave propagation and symptom

severity [53]. Specifically, a linear correlation (r=0.57) was established between the percentage

of the recording for which slow wave directions propagated in a non-anterograde direction and

the mean Gastroparesis Cardinal Symptom Index (GCSI) symptom score, a standardized foregut

symptom severity score that takes into account nausea, vomiting, early satiety, bloating, and

abdominal distention [134]. Although this key finding suggests that gastric slow wave features

determined from cutaneous multi-electrode recordings may provide an explanation for GP and FD

symptoms, it has has some key limitations. Since multiple disease etiologies underlie GP and FD,

a ‘one size fits all’ regression paradigm is likely inadequate to explain symptom severity solely

from spatial slow wave features. For instance, in patients with high symptom severity arising

from etiologies other than gastric myoelectric dysfunction, spatial slow wave features would

likely resemble those of healthy controls although their symptom severity score would exceed

that of control subjects [53]. We hypothesize that if a patient’s symptom severity score exceeds

what would be ‘expected’ from slow wave patterns, then the underlying cause of symptoms is

other than gastric myoelectric dysfunction. In line with this reasoning, if we can isolate and

exclude groups of patients for which symptoms exceed regression predictions, one can reasonably

hypothesize that a higher-accuracy correlation can be drawn between abnormal wave propagation

and symptoms in the remaining subjects.

5.1.3 Our Proposed Approach

The aforementioned drawbacks call for the implementation of a “robust regression”

method which involves a mathematically rigorous approach to determine an inclusion criterion

of data to be used in regression, and an exclusion criterion of data to be considered outliers.
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Robust regression has been widely used in the current literature to fit highly-accurate regressions

in the presence of outliers by assuming the probability distribution of residuals has multiple

modes [137, 18, 32, 35]. Optimization of model-fitting parameters typically involves maximizing

a multi-modal likelihood function over the residual errors, with at least one mode near zero

[137, 18, 32]. This method optimizes regression fit over the data assumed to represent ‘signal’

rather than ‘noise.’

We use robust regression in our work presented here in order to identify and exclude an

“outlier” class of patients for which we hypothesize that their underlying GP or FD etiology is

not gastric myoelectric dysfunction. This separation of patients whose symptoms are adequately

explained by slow wave features, and those whose symptoms are not, may have the potential to

predict treatment response to, for instance, gastric neuromodulation (a more invasive intervention)

or medications (a more conservative approach). Prediction of treatment response has the potential

to rapidly guide effective treatments, as well as reduce the risk of performing unnecessary

procedures.

Another potential improvement to the preliminary correlation study in [53] involves

estimating an entire probability distribution of wave directions for each recording. This provides

more information, pertaining to modality and overall distributional structure, that may lead to

improved characterizations of recordings. Furthermore, utilizing the full probability distributions

enables the use of an optimal transport framework to build metrics between distributions. ‘Optimal

transport’ refers to the process of minimizing the cost of transporting all of the mass in one

probability distribution to another, and has powered state-of-the-art studies in broad applications

of mathematics, data science, and economics [159, 141, 127, 48]. In this study, we make use of

the Wasserstein metric between probability distributions to develop unique spatial slow wave

features to be used downstream for robust regression.

We calculate Wasserstein barycenters [9] between probability distributions of control

subjects, which serves as a ‘model’ of normalcy. We then compute the optimal transport cost
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between each subject’s probability distribution and the controls’ barycenter to quantify the

deviation of subject’s probability distribution from ‘normalcy’. In addition, we compute distances

between each subject’s probability distribution and a uniform distribution over directions as

a secondary feature to quantify the deviation from chaotic or uncoordinated propagation. As

previously mentioned, abnormal slow wave propagation can take on several forms. One such

form is an abnormal initiation near the antrum with a large degree of coordinated retrograde

propagation, in addition to some anterograde propagation [110]. Probability distributions of

wave directions in these types of cases would differ in shape and modality from recordings of

healthy controls, which are typically dominated by anterograde propagation. In addition, this

physiology is distinct from chaotic or uncoordinated propagation, which would result in wave

directions having probabilistic signatures more akin to a uniform distribution. As such, these

features derived from a sophisticated optimal transport framework follow insights from slow

wave physiology.

Lastly, previous HR-EGG methods [49, 53] required computed tomography (CT) scans

for both accurate placement of electrodes over the stomach, as well as measurements related

to anatomical landmarks in order to define ‘normal’ propagation. The need for a CT presents

a current bottleneck in these existing HR-EGG methods because CT is costly for patients and

requires otherwise unnecessary exposure to radiation. We have addressed this in our present work

by taking into account the features and modalities of full probability distributions, which results

in a method that is robust to an estimation of these anatomical measurements.

5.1.4 Key Findings

In summary, our contributions in this manuscript involve building a full probability

distribution from measured HR-EGG wave directions, developing an optimal transport framework

for features pertaining to distances between probability distributions, and performing robust

regression to a) isolate a group of patients in which we hypothesize that gastric myoelectric
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dysfunction is not a prominent etiology in their disease and b) form a more accurate correlation

between symptoms and features of wave directions in the remaining group of subjects. Our

methods are robust to a barycenter-type estimate of the angle that defines ‘normal’ propagation

and, if used in conjunction with recent methods in stomach identification with portable ultrasound

[84], would abolish the need for a CT scan. Overall, we propose a method to screen patients

for which aggressive intervention, such as gastric neuromodulation, would be most effective in

promoting good clinical outcomes.

5.2 Methods

5.2.1 Data Acquisition and Signal Processing

We enrolled healthy control subjects with no prior GI disease (n=7), GP patients (n=18),

and FD patients (n=7), for a total of 32 subjects. We performed a PAGI-SYM questionnaire on all

subjects, with repeat PAGI-SYM questionnaires on 5 GP/FD patients after pyloric or prokinetic

interventions. The PAGI-SYM questionnaire is a standardized, validated patient survey to rate

symptoms such as nausea, bloating, early satiety, etc [133]. We performed 25-channel HR-EGG

recordings on all subjects for 90 minutes (approximately 30 minutes preprandial and approx. 60

minutes postprandial). Each subject was asked to fast for 12 hours prior to ingestion of the meal

at the 30 minute time point.

The ingestion of food activates excitatory neural responses that interface with the stomach

to increase the magnitude of gastric smooth muscle contractions [163]. Given this fact, and since

gastric contraction strength correlates with EGG power [147, 167], we solely use the postprandial

portion of the recording the remainder of this section to operate in a regime of high signal-to-noise

ratio (SNR) for our HR-EGG recordings.

HR-EGG recording and prepossessing methods were identical to those published here

[53], which included filtering in the range of 0.05 Hz, artifact rejection, etc. For generalizability,
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we refer to the number of subjects as S and the number of electrodes as N throughout this

manuscript. Ethical approval for this work was obtained from the institutional review board at the

University of California, San Diego, USA.

5.2.2 Instantaneous Wave Direction at Every Sensor

We performed the Hilbert transform on mean-centered HR-EGG waveforms to extract the

instantaneous wave phase, φ
(s)
n (t), at the nth channel (n = 1, ...N) and the sth subject (s = 1, ...S).

V (s)
n (t)+ iHb[V (s)

n (t)] = a(s)n (t)eiφ(s)n (t) (5.1)

In accordance with current HR-EGG analysis studies [53, 49, 7], we calculated the instantaneous

wave direction, Λ
(s)
n (t), at each channel by taking the inverse tangent of phase gradients.

Λ
(s)
n (t) = tan−1

(
∇φ(s)(yn, t)
∇φ(s)(xn, t)

)
(5.2)

In order to exclude segments of recordings dominated by noise, we defined a notion of a ‘sustained

wave’ and compiled subsets of the recording in which the ‘sustained’ criterion was met, explained

as follows. We defined the instantaneous phase gradient directionality (PGD) for the sth subject

as:

PGD(s)(t) =
‖ 1

N ∑
N
n=1 ∇φ(s)(xn,yn, t)‖2

1
N ∑

N
n=1 ‖∇φ(s)(xn,yn, t)‖2

(5.3)

where t = 1, ...T (s). The PGD has been used in neuroscience [138] as well as previous HR-EGG

analyses [7, 49, 53] as a measure of cohesivity among wave directions. From Jensen’s inequality,

it is upper bounded by 1 which occurs when a plane wave, which has the highest degree of

direction agreement, is present. In order to reduce the false discovery of noise to below 1% with

25 channel arrays, we categorize a wave as satisfying the ‘sustained’ criterion if the PGD exceeds
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0.5 for longer than 2 seconds [49]. As such, direction values calculated in (5.2) that indicate

sporadic or otherwise uncoordinated wave propagation must have some inherent pattern and

coordination in order to meet the sustained criterion, as is consistent with physiology (i.e. an

ectopic event results in local coordination distinct from patterns elsewhere on the stomach [110]).

5.2.3 Direction Values Relative to the Duodenum

The aforementioned wave direction values are measured with respect to the cutaneous

recording array. However, the stomach has a characteristic ‘J’ shape, with subject-to-subject

anatomical variability, and further is not always perfectly in plane with the sensor array. Previous

studies have addressed this by translating direction values by the subject-specific angle to the

duodenum, derived from CT measurements [53, 49]. Thus, a translated direction value of zero

radians would indicate wave propagation toward the duodenum (or anterograde propagation).

Instead of translating each subject’s direction values by their unique duodenum angle,

we translated direction data by an average of all S subjects’ duodenum angle. We then slightly

adjusted the translation, such that the location of maximum incidence of the histogram of

translated directions within a range of ±π/6 occurred at zero radians. There is precedent for this

approach within the literature that gives a ±π/3 degree window of tolerance around the subject-

specific angle to the duodenum in order to define ‘normal’ wave propagation [53]. Our adjustment

to the translation operated on a more conservative window while still accounting for anatomical

variability. Translating directions in this way eliminates the need for a CT going forward, since we

can utilize measurements from CTs that have already been performed in calculation of averages,

as well as incorporate data from large imaging databases to further improve the average if desired.

Because the downstream analysis methods presented in this work estimate the entire probability

distribution and exploit characteristics of the shape and modalities of the distribution, we obviate

the need for high precision with the angle by which we translate direction values.

We collapsed sustained wave direction values across both spatial and temporal axes, giving
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rise to set D(s), for the sth subject, as seen in (5.4). The set D(s) is shown for two human research

subjects as a histogram in the circular domain in Fig. D.2A.

D(s) = {Λ(s)
n (t)} ∀n ∈ {1, ...N},∀t ∈ {1, ...T (s)} (5.4)

5.2.4 Probability Density Estimation with von Mises Mixtures

Since direction data in set D(s) lie on a circle, a natural family of probability density

functions on which we can perform density estimation is the family of von Mises distributions,

which are commonly referred to as the “Gaussians” of circular statistics [94, 95]. The von Mises

probability density function is given by:

f (θ|µ,κ) = eκcos(θ−µ)

2πI0(κ)
(5.5)

where µ is the mean of the distribution, κ is the inverse variance, and I0(κ) is the 0th order Bessel

function. See Fig. D.1A for examples.

We performed maximum likelihood density estimation of von Mises mixtures (vMM),

given by (5.6), in order to capture multiple modalities in D(s), which could indicate multiple

modes of wave propagation (i.e. bifurcated anterograde and retrograde propagation). An example

of a von Mises mixture is shown in Figure D.1B.

fvMM(θ|Θ) =
K

∑
k=1

λk
eκk cos(θ−µk)

2πI0(κk)
(5.6)

where Θ = (λ1, ...λK,µ1, ...µK,κ1, ...κK), and

K

∑
k=1

λk = 1. (5.7)

The log likelihood, given the set of vMM parameters, Θ, and set D(s) is:
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L(Θ) =
R

∑
r=1

log
K

∑
k=1

λk
eκk cos(D(s)

r −µk)

2πI0(κk)
. (5.8)

where R is the length of D(s), or NxT (s). Optimal parameters, Θ̂, are those which maximize (5.8).

Θ̂ = argmax
Θ

L(Θ;D(s)) (5.9)

5.2.5 Model Selection Procedure

Solving (5.9) with no restriction on the number of mixture distributions, K, may cause the

model to over-fit to variants arising from noise or human subject-to-subject variability, which

results in a loss of generalizability . Adding a penalty to the number of distributions prevents over-

fitting while still capturing multiple modalities in D(s). Since all weights are non-negative and

sum to 1, by virtue of (5.7), traditional `1 penalized model fitting procedures are not applicable

to this context. We implemented a pruning method to iteratively reduce the number of mixture

distributions, K, and subsequently perform dimensionality-based penalization.

We began the iterative pruning method by executing maximum likelihood optimization

in (5.9), given the set D(s) and a large dictionary of “M” pairs of von Mises density parameters,

(µ,κ)m, to over-represent the problem space [76]. The parameter dictionary consisted of samples

of µ within a range of [−π,π], sampled in increments of 2π/9. Similarly, κ was sampled within a

range of [0,15], in increments of 15/9. The complete dictionary consisted of a mesh grid of all

possible combinations of µ and κ, with size M = 100. Since parameters µk and κk were specified

by this dictionary, optimization in (5.9) solves for the mixture probabilities, λk(k = 1, ...K), which

maximize (5.8).

We then eliminated the set (µ,κ)k′ which was lowest-weighted, or

k′ = arg min
k=1,..K

λk, (5.10)
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since (µ,κ)k′ contributed the least to the overall log likelihood. We repeated this pruning process

until the dimensionality of the parameter dictionary, K, was equal to 1. We computed the negative

normalized log likelihood (NNLL) at each pruning iteration, given by:

NNLL(K) =− 1
R

L(Θ̂K) (5.11)

where Θ̂K is the set of parameters that maximizes the log likelihood in (5.8) when the parameter

dictionary is pruned to K specific (µ,κ) pairs. We implemented Bayesian Inference Criterion

(BIC) [142] penalization where the penalized normalized negative log likelihood (PNNLL) is

given below.

PNNLL(K) = NNLL(K)+
K logR

2R
(5.12)

We obtained the optimal number of von Mises densities K∗. which minimizes (5.12), and then

obtained the corresponding set of optimal (µ,κ) density parameters, to construct the density

estimate.

5.2.6 Maximum Likelihood Estimation with the EM Algorithm

During each step of the pruning method, we used the Expectation Maximization (EM) for

mixtures [131] to carry out the maximum likelihood estimation in (5.9).

The EM algorithm makes use of a latent variable, Z ∈ {1,2, ...K}R, for which Zr = k

encodes which distribution D(s)
r is drawn from in the von Mises mixture model. The complete

log likelihood (conditioned on Z) is given by:

p(Z,D(s);ΘK) =
R

∑
r=1

K

∑
k=1

1{Zr=k} log[λk f (D(s)
r |µk,κk)] (5.13)

where 1{A} equals 1 if event A occurs and 0 otherwise. For the sake of brevity we will use the

notation µk,σk,λk to index specific parameters in the iteration of the pruning method in which
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there are K mixture distributions. It is implied that µk refers to the specific µk ∈ΘK , for instance.

The posterior probabilities of latent variable, Z, conditioned on set D(s) are given by:

Γ
(m)
r,k , P(Zr = k|D(s)

r ;Θ
(m)
K ) (5.14)

=
λk f (D(s)

r |µ(m)
k ,κ

(m)
k )

fvMM(D(s)
r |Θ(m)

K )
(5.15)

at the mth iteration of the EM algorithm. We define the expectation of the complete log

likelihood given by (5.13) as:

Q(Θ
(m+1)
K ,Θ

(m)
K ) =

R

∑
r=1

K

∑
k=1

Γ
(m)
r,k log[λk f (D(s)

r |µk,κk)] (5.16)

where Θ
(m)
K is the vector of parameters used to compute the posterior probability, Γr,k, and vector

Θ
(m+1)
K houses each λk,µk,σk in (5.16). Maximizing this expectation yields parameter updates:

λ
(m+1)
k =

∑
R
r=1 Γr,k

R
(5.17)

for k = 1, ...K where R is a normalization constant to guarantee the sum of λ
(m+1) is equal to 1.

We performed 20 iterations of parameter updates.

5.2.7 Wasserstein Distances: Optimal Transport Theory

Assuming that probability distributions P and Q have densities p and q respectively, the

Wasserstein squared distance between probability distributions P and Q is defined as:

W2(P,Q)2 = min
π∈Π[P,Q]

∫
u∈U

∫
v∈V

c(u,v)π(u,v)dudv (5.18)
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where Π[P,Q] is the set of all possible joint probability densities with marginals P and Q, U is

the support of P and V is the support of Q. The function c(u,v) is a cost function pertaining to

the squared distance between u and v.

In the work presented here, data are direction values, which lie on a circular manifold. As

such, we computed a quadratic cost

c(u,v) = dc(u,v)2 (5.19)

operating on dc(u,v)

dc(u,v) = min{|u− v|,2π−|u− v|} (5.20)

which is the geodesic distance on the unit circle. We formulated the optimization in (5.18) as a

linear program, discretized over the compact set with boundary points −π and π subject to:

π(u,v)≥ 0∫
u∈U

∫
v∈V

π(u,v)dudv = 1∫
v∈V

π(u,v)dv = p(u)∫
u∈U

π(u,v)du = q(v)

where the first two constraints hold because π(u,v) is a joint probability density, and the latter

two hold because π ∈Π[P,Q] and thus it must preserve marginal densities p and q.

5.2.8 Wasserstein Barycenter of Probability Distributions from Control

Subjects

We constructed a Wasserstein barycenter (denoted PB) between healthy control subjects.

This barycenter represents an ‘average’ distribution for the control group. Other aggregate
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methods, such as `2 averaging of probability distributions, fail to capture modality and shapes

of individual distributions (see Figure D.3). This motivated our use of a Wasserstein barycenter

approach, as distributional shape and modality are paramount to the downstream feature space in

this work.

PB = arg min
P∈Ω[P,Pc]

1
C

C

∑
c=1

W2(P,Pc)
2 (5.21)

where C is the number of control subjects (n=7) and Pc refers to individual probability distributions

of control subjects, solved for in Section 5.2.4. For each subject (including controls) we computed

Wasserstein squared distances, via (5.18), between i) each probability distribution, Ps and the

control barycenter, PB and ii) each probability distribution and a uniform distribution, denoted

as PU , over the support [−π,π]. This first feature is a metric of how close each distribution is

to an approximation of normalcy, whereas the second feature measures closeness to complete

randomness, as a uniform distribution models the general distributional shape of aberrant wave

propagation (see Fig. D.4 for such an outlier). These distances were the basis for our features in

the following section.

5.2.9 Robust Regression and EM Clustering

We identified an outlier in the control group. This outlier probability distribution deviated

in modality from both a) the expected probability distribution of healthy controls with respect to

physiology and b) the other control subjects (see Fig. D.4). In fact, this probability distribution

showed aberrant, chaotic slow wave propagation similar to distributions estimated from from GP

and FD HR-EGG recordings. In this section, we have removed the outlier from calculation in the

robust regression algorithm. It is plotted in the results figures but not used for computation of

regression coefficients and residuals. As such, the indexing notation of human research subjects

going forward is d ∈ 1, ...D, where D = 31.

To carry out robust regression in this work, we defined a regressor matrix F , of size D×3,
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with the dth row given by:

FT
d = [1,W2(Pd,PU)

2,W2(Pd,PB)
2]. (5.22)

We defined the response vector, Y ∈ R D as the Mean GCSI (Gastroparesis Cardinal Symptom

Index) score for all subjects, which is a subset of the PAGI-SYM questionnaire [133, 134]. We

modeled Y to linearly relate to F such that:

Y = β
T F +N (5.23)

where N is the vector of residual errors. Since spatial gastric slow wave abnormalities are only one

type of etiology of gastrointestinal foregut disorders, we hypothesize that this linear model will fit

a subset of the data for which spatial slow wave abnormalities are a dominant cause of symptoms.

For the rest of the subjects, however, we expect their symptom and HR-EGG features to be

anomalous to the linear trend. For instance, this anomalous class would encompass patients who

have normal slow waves, with probability distributions indistinguishable from healthy controls,

but high symptom severity scores. Following this logic, we assume residual errors from the

linear regression, N, will follow a bi-modal distribution: with one mode near zero and another

mode near some α > 0. This bi-modal distribution can be modeled as a Gaussian mixture model

(GMM)

fGMM(x;η,σ,φ) =
2

∑
i=1

φiN (x;ηi,σi) (5.24)

where φ1 and φ2 are non-negative weights that add to 1 and N (x|η,σ) is the density of a Gaussian

random variable with expectation η and variance σ2 evaluated at x:

N (x;η,σ),
1√

2πσ2
e−

(x−η)2

2σ2 . (5.25)

Since we hypothesize that the residuals N follow a bi-modal GMM, Y follows a bi-modal GMM,
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with one mode at β
T F and the other mode at β

T F +α. Because we hypothesize that the outlier

class will be comprised of patients for which symptoms exceed what would be ‘expected’ from

features of the slow wave, we aimed to identify outliers that lie above the regression line. As

such, we defined α > 0. To find the optimal offset, α∗, we created a dictionary of offset values,

with entries αh (for h = 1, ...H), on the interval (0,1] in increments of 1
H . The EM algorithm was

used to solve for the remainder of the density estimation parameters in (5.26). EM-model fitting

was performed H times, for each αh in the dictionary. The optimal offset, α∗, was chosen to be

the value of α which maximized the log likelihood given in (5.26). We implemented this method

with H = 10

We used methods similar to those presented in [32]. However, deviating from the approach

in [32], where regression coefficients, β, for each mode were distinct from one another, we solved

for the regression coefficients only for the non-outlier class. This decision rests upon our

hypothesis that the non-outlier class corresponds to patients where slow wave patterns are the

dominant etiology for their symptoms, which implies that the outlier class pertains to patients

where the dominant cause of symptoms is an etiology other than slow wave abnormalities (i.e.

dysfunction of the pylorus, or autonomic dysfunction). Because there are multiple such etiologies,

and given that our dataset contained n = 31 subjects, we determined that this approach minimizes

opportunities for overfitting or spurious calculations.

Similar to the von Mises mixture density estimation procedure discussed in Section 5.2.4,

optimization of the GMM problem can be solved with the EM algorithm. We initialized the

weights as φ1 = 0.9,φ2 = 0.1 since we can reasonably hypothesize that the majority of the data

fits within Class 1. We initialized β as the coefficients of the linear least squares regression of the

entire dataset with symptoms. We initialized σ2
1 and σ2

2 as the variance of the residuals given by

(5.23) with β given by its initialized value.

We define a latent binary random vector Z ∈ {1,2}D for which Zd = 1 if Nd is drawn

from a N (0,σ2
1) distribution and Zd = 2 if Nd is drawn from a N (α,σ2

2) distribution. As such,
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the joint distribution on (Z,Y ) for parameters θ = (η,σ,φ) is given by:

p(Z,Y ;θ) =
D

∑
d=1

2

∑
i=1

1{Zd=i} log [φiN (Yd|ηi,σi)] (5.26)

where 1{A} equals 1 if event A occurs and 0 otherwise.

For the E step, we define γ
(m)
d,i to be the posterior probability at the mth iteration that the

dth sample is generated from the ith Gaussian component, given by [60]:

γ
(m)
d,i , P(Zd = i|Yd;θ

(m)) (5.27)

=
φiN (Yd|ηi,σi)

φ1N (Yd|η1,σ1)+φ2N (Yd|η2,σ2)
(5.28)

where

η1 = β
T F (5.29)

η2 = β
T F +αh (5.30)

where h ∈ 1...H. For the M step, the standard EM parameter updates for the GMM problem at

iteration m+1, θ(m+1) = (η(m+1),σ(m+1),φ(m+1)), are given as follows [60]. We first define n(m)
D

as n(m)
D = ∑

D
d=1 γ

(m)
d,i and then

φ
(m+1)
i =

n(m)
D
D

(5.31)

η
(m+1)
i =

1

n(m)
D

D

∑
d=1

γ
(m)
d,i (i = 1)Yd (5.32)

σ
2
i
(m+1)

=
1

n(m)
D

D

∑
d=1

γ
(m)
d,i

(
Yd−η

(m+1)
i

)2
(5.33)

We used (5.32) to find the regression coefficients by virtue of (5.29). We performed 100 iterations

of the EM algorithm (for each h ∈ 1, ...H) and found the optimal offset, α∗ to be 0.8. We
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performed maximum likelihood classification [164] to assign each subject to either ‘Class 1’

or ‘Class 2,’ where Class 2 included data that lies far above the regression line. Subject p was

assigned to Class 2 if:

N (Yd|η1,σ1)

N (Yd|η2,σ2)
≤ 1 (5.34)

We performed clustering to isolate a subset of Class 2 with features that most closely

resembled healthy controls. We refer to this subset of Class 2 as the ‘anomalous class.’ In

total, this anomalous class involved subjects which a) lie far above the regression line (i.e. high

symptom severity with respect to regression predictions from slow wave features) and b) had

slow wave features that were indistinguishable from controls. We used two different clustering

algorithms: i) DBSCAN [61, 62] with parameters: epsilon=0.2, minimum samples=2 and ii)

K-Means [64] with K=3, to cluster the transformed features (βT F) within Class 2. As shown

in Fig D.5, both algorithms isolated the same group of seven data points which met criteria i)

and ii). In addition, these seven data are the only data whose transformed features fit within a

range of the controls. Thus, we labeled these seven subjects as “anomalous” and hypothesize that

their prominent disease etiology is not gastric myoelectric dysfunction. Lastly, we performed

a final linear least squares regression on the complete dataset labeled as ‘non-anomalous’ (post

anomaly-exclusion) to adjust the regression coefficients and compute r values.

5.3 Results

Figure D.6 shows the result of the robust regression and identification of the anomaly

class. We show, in orange, the patients for which we hypothesize that spatial gastric slow wave

abnormalities are not a prominent etiology of their disease. These patients exhibit slow wave

patterns that closely resemble healthy controls, as is seen with feature overlap, but exhibit high

symptom scores, which is not a characteristic of controls. We measured an r value of 0.8 from
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regression on only non-anomalous data.

Figure D.7 shows the symptom prognosis of five patients after treatment. Two patients,

shown in triangle markers, had no improvement, and three patients, shown in hexagon markers, did

see improvements. Interventions included treatments of the pylorus and prokinetic medications.

The three patients that experienced symptom improvement lie farther away from the regression

line than the patients that did not improve. A natural hypothesis is that these treatments helped

mitigate other etiologies responsible for the patients’ GP and FD. However, for patients that

lie directly on the regression line, it is hypothesized that their symptoms are a direct cause of

spatial gastric slow wave abnormalities and as such treating other etiologies may not result in

improvement of symptoms.

Figure D.8 compares methods to previous work that pioneered linear regression of spatial

gastric slow wave features with patient symptom scores [53]. These previous findings utilize raw

direction values, where wave directions are calculated analogously to those described in (2.10),

have an inclusion criteria given by (2.11) and are translated by the patient-specific angle to the

duodenum, derived from the CT. ‘Normal’ wave directions are defined to be those which lie with

in ±π/3 of the angle to the duodenum., and direction values are labeled as ‘abnormal’ otherwise.

To create a comparison plot, we integrated the probability distributions found in Section 5.2.4 on

the closed interval ±π/3, and defined this as the percentage of ‘normal’ slow wave activity. Since

the integral of a probability density function over its entire support is equal to one, this integration

technique captures a percentage of ‘normal’ and ‘abnormal,’ and yields very similar results to [53,

Fig. 4]. Fig. D.8A shows the linear least squares (LLSQ) regression (blue line) with the shaded

95% confidence interval. Data closely followed trends from [53]. We report a r value of 0.56 and

previous findings report r=0.57 [53, Fig. 4]. This firstly validates our approach of probability

density estimation because it shows that probability distributions are able to capture signatures of

the histogram well. Secondly, this provides a good basis to make comparisons between methods

in [53] and the design of our new methods presented here.
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Figure D.8 B shows, in pink, the GP and FD subjects with percentages of abnormal

slow waves that coincide within the range of healthy controls, excluding the control outlier.

It is unlikely that a cluster of patients which have normally functioning slow waves but high

symptom scores could be identified with these types of methods because the control group spans

a large portion of the total data. For example, data marked as pink (within range of controls) are

directly adjacent to data marked in purple (out of range of controls) and as such, there is no clear

separation between a healthy and pathological percentage of abnormal slow waves.

Figure D.8 C replicates the approach shown in Panel A, but we have marked the seven

subjects that were flagged as ‘anomalous’ in the methods presented in this work. Some of these

subjects lie either close to or directly on the regression line and thus do not appear anomalous

at all in this previous approach. This shows that using the previous methodology, this group of

patients for which it is hypothesized that spatial slow wave abnormalities are not a likely cause of

disease would be missed.

In Fig. D.8 D, we replicate panel B with only the postprandial period of the recordings.

This was done to show that the paradigm shift within our methodology (i.e. looking at signatures

of the full probability distribution and performing robust regression to account for different

disease etiologies) was the key driver of our novel findings presented in this work. While we

assert that performing HR-EGG studies during an immediate postprandial period is a best practice

moving forward (with justification in 5.2.1), isolating the postprandial portion of the recording

alone was not the mechanism behind our results.

We show in Fig. D.8, in red, the outlier within the control group that we identified after

estimating probability distributions. Interestingly, this outlier does not appear to separate from

the remainder of the control subjects in Fig. D.8 panels A-D. We show the probability density

function for this outlier subject in Fig. D.4. This density lacks a cohesive single mode centered

near zero and more closely resembles a probability distribution that would be expected from

chaotic propagation. However, summing energy across the multiple modes within the range of
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±π/3, gives a false indication of normalcy since this total energy is closer to a range of the other

controls. As such, investigating signatures and modalities of the entire probability distribution

allowed us to recognize an outlier that would have otherwise gone undetected.

5.4 Discussion

In this work, we were able to show a strong correlation (r=0.8) between features relating to

spatial gastric slow wave abnormalities and standardized patient symptom scores, improving upon

previous published findings’ r value by 0.23 [53]. We were also able to isolate a group of patients

for which we hypothesize spatial gastric slow wave abnormalities are not likely a predominant

etiology of their disease. We have shown results that allow us to hypothesize that treating a

patient‘s GP or FD with a treatment regimen that does not directly target gastric myoelectric

dysfunction may only produce results in the case where other underlying etiologies are present,

and patients who lie on the regression line (i.e. we hypothesize that their symptoms can be

explained entirely based on spatial gastric slow wave abnormalities) will see limited success in

such treatments.

Previous studies have used a patient CT to guide electrode array placement over the

antrum of the stomach and determine the angle towards the duodenum [53, 49]. The advent of

portable ultrasound devices and their usage to locate the antrum [83, 84] suggest placement of

electrodes to cover the stomach need not require a CT. Since the methods presented here do not

make use of the exact angle to the duodenum, from CT reconstructed geometry, but rather are

robust to a barycenter of duodenum angles across several human subjects, a patient CT scan may

no longer be needed for future studies. In addition, even if the electrode placement is less precise

with the ultrasound localization method, we hypothesize, based on what has been shown here, that

designing analysis methods to find patterns within the overall shape and modalities of probability

distributions may provide robustness to slight deviations from optimal electrode placement, as
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these perturbations would not likely change distribution modalities. Since the HR-EGG device is

non-invasive, eliminating the need for a CT will eliminate a significant barrier in bringing this

technology to the clinic as a widely-deployable screening tool.

By virtue of using histograms and performing density estimation, we made the implicit

assumption in this work that wave direction values can be treated as independent, identically

distributed samples collapsed across temporal and spatial axes (see Section 5.2.2). A subject of

future work would be to solve for conditional probabilities in both the temporal and spatial axes

using Markov modeling techniques.

It is well documented that the vulnerabilities of the EM algorithm arise from the non-

convexity of the log likelihood surface and thus the presence of local minima/ maxima [22, 117].

Two of these vulnerabilities are: the need for appropriate parameter initialization as well as a

proper stopping criterion to limit the number of extra iterations performed once convergence has

been reached [22, 117, 170]. Failure to implement these regulations can result in parameters

converging to one of their most extreme values. As such, it is typically standard to apply targeted

parameter initializations [117]. In our work presented here, we initialized parameters with insights

specific to the problem in the GMM implementation of the EM algorithm. However, when using

the EM algorithm for the vMM problem, we initialized distribution weights randomly and we ob-

served that convergence did not depend on proper initialization of weights, as was expected since

this problem is convex. In addition, published studies have established precedent for enforcing

a ‘stopping criterion’ for the EM algorithm [38]. As such, in both implementations of the EM

algorithm (vMM and GMM problems), we chose a maximum number of parameter updates that

allowed the algorithm to achieve convergence. More robust parameter initializations have been

proposed [117], as well as competitive EM (CEM) [170] and other ‘split and merge’ algorithms

[157], which offer an approach to address both the challenges of proper parameter initialization

and developing a stopping criterion. A subject of future work could entail implementing one of

these algorithms in lieu of the standard EM algorithm presented here.
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Through the methods presented in this work, we identified an outlier within the control

group. As discussed previously, identification of this outlier was only made possible once we

estimated the full probability distribution of wave directions. The outlier, which deviates from

from the ‘normal’ slow wave propagation pattern typically seen in controls, may be a result of

some noise-based artifact of the recording. However, this finding could instead suggest discovery

of an asymptomatic class of patients that have spatial slow wave abnormalities. This suggestion

is not meant to imply certainty of any kind, but rather to motivate a future inquiry in the GP

and FD research community. Future work could entail enrolling of a large cohort of healthy

controls, performing HR-EGG and analysis methods analogous to those presented here to assess

probability distributions of wave directions.

5.5 Implications of This Work

Currently there is not a reliable method to determine GP and FD etiology before perform-

ing treatment. It is hypothesized that gastric neuromodulation is able to entrain the slow wave.

The methods and results presented here suggest that we may be able to improve identification

of candidates for neuromodulation. Furthermore, we may be able to identify patients for which

existing conservative treatments would yield symptom improvement. Finally, we may be able to

provide an explanation as to why certain treatments either only partially alleviate symptoms or

fail to do so completely.

Chapter 5, in full, is currently under review for publication of the material. Agrusa,

Anjulie; Kunkel, David; Coleman, Todd. The dissertation author was the primary investigator

and author of this material.
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Appendix A

Appendix to Chapter 2

Figure A.1: Anterior view of stomach model extracted from human research subject’s abdominal
CT scan. a) Anatomical regions of the stomach with pacemaker region highlighted in gray. b)
Normal gastric slow wave initiation in the pacemaker region and propagation of equipotential
rings (dashed) in anterograde fashion toward the intestinal end. c) Abnormal initiation of the
gastric slow wave outside of the pacemaker region. Propagation of distinct equipotential rings
in the anterograde direction (left ring) and retrograde direction (right ring). These initiation and
propagation patterns were characterized from invasive studies [109, 110].
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Figure A.2: Medial Curve (black) that captures the characteristic shape of the stomach, solved
for with the optimization paradigm defined in (2.3). Units in mm.

102



Figure A.3: Wave propagation at the serosal surface of the stomach with voltage values displayed
as heat map. Normal slow wave initiation (top) and abnormal initiation (bottom), with each
successive snapshot (left to right) at time t = 0,4,8,12 seconds. The voltage at each point on the
serosal surface of the stomach is solved for in Section 2.2.1 in accordance with the description in
the most recent literature [109, 110, 50].
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Figure A.4: a) Top-down projection of human research subject’s abdominal CT scan onto
the X,Z plane. Approximated elliptical cross section (red) from which elliptical radii were
measured. b) Top-down projection of stomach and elliptic cylindrical point clouds onto the X,Z
plane. Abdominal ellipse (red) and inner abdominal boundary (blue), separated by a 1 cm cavity.
Abdominal and inner ellipses are translated laterally by z0 via optimization described in Section
2.2.1. The anterior stomach and abdominal surfaces are as close as they can be to one another
while imposing the constraint that no point on the stomach crosses the inner abdominal boundary.
This is the 1 cm ‘baseline’ abdominal tissue depth.
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Figure A.5: Convolutional neural network architecture schematic, described in detail in Sec-
tion 2.2.2.
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Figure A.6: a) Cartesian coordinates (x,y,z) translated to (x̃,ỹ) coordinates along the curved
abdominal surface. Spatial analyses in Section 2.2.2 are performed in (x̃,ỹ) coordinates. b)
Conceptual schematic of two out-of-phase oscillatory signals at different vertical spatial locations,
ỹ=0 (blue) and ỹ=1 (brown). At time t = 0, the change in the oscillatory signal with respect to a
unit change in ỹ is π. c) Phase gradient abstraction with wave velocity vector shown in blue. Both
planar and non-planar waves have equal speeds (velocity vector magnitude) but the non-planar
wave has non-homogeneous wave directions.
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Figure A.7: Cross validation accuracy (blue) and loss (red) during training. Accuracy is shown
on a [0,1] scale.
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Figure A.8: Comparison of neural network performance with LDA performance. (a) Neural
network and LDA performance as a function of SNR. (b) Neural network and LDA performance
as a function of horizontal electrode array shifts along the curved surface of the abdomen.
Shift distances correspond to arc lengths along the cylindrical ellipse. (c) Neural network and
LDA performance as a function of vertical electrode array shifts. (d) Neural network and LDA
performance as a function of abdominal tissue depth. All test datasets (b-d) had a baseline SNR
of 10 dB (Explained in detail in Section 2.2.1).

108



Figure A.9: Vulnerability of the LDA classifier to horizontal electrode array position. a) LDA
accuracy as a function of horizontal electrode array shifts. b) Front-facing view of electrode
array horizontally shifted by -9 cm. The electrode array is to the right of the abnormal initiation,
with rightmost electrodes out of range of electrical activity–resulting in electrodes picking up
primarily noise. Panels c-d show training (top) and testing (bottom) abstractions of direction
features, with: c) annotation 1 and d) annotation 2. All test sets were trained on the same
training set, so abstractions of learned direction features during training are the same for both
annotations. Direction features corresponding to anterograde propagation are shown in blue,
retrograde propagation in red, and noise-dominated measurements depicted as gray dots. e) Front-
facing view of electrode array horizontally shifted by 3 cm. The electrode array is horizontally
centered over the abnormal initiation.
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Figure A.10: Comparison of neural network accuracy between 100 channel (black), 25 channel
(blue), and 9 channel (red) electrode arrays with respect to: a) SNR, b) horizontal electrode array
shifts, c) vertical electrode array shifts, and d) abdominal tissue depth.
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Appendix B

Appendix to Chapter 3

111



Figure B.1: a) Overview of stomach anatomy and normal gastric slow wave propagation. Slow
waves are initiated in the pacemaker region of the corpus (yellow) and propagate in an anterograde
direction toward the pylorus (green arrow). b) Overview of abnormal initiation and propagation,
as well as experimental design in Sec. 3.2.2. Slow waves are initiated outside of the pacemaker
region (i.e. the antrum) and propagate simultaneously in a retrograde (red arrow) and anterograde
(green arrow) direction. In section 3.2.2, we discuss simulating the abnormal initiation in five
locations: Positions 1-5, shown above. Both a) and b) are taken from the slow wave simulation at
one instance in time. Slow waves propagate in equipotential rings (seen in both a) and b)).
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Figure B.2: Schematic of methods used to simulate recordings with different start times, as
described in Section 3.2.3. Each new start time, T ∗, was drawn at random from a uniform
distribution between 0 and 300.
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Figure B.3: Schematic of methods used to simulate HR-EGG recordings, described in detail in
Section 3.2.4. Simulation of slow waves on one stomach model, i.e. ‘Stomach 5,’ was used to
generate multiple recordings. Stomach models used to generate recording for training were never
used to generate recordings for testing, as to ensure independence between training and testing
sets.

114



Figure B.4: Transfer learning framework described in Sec. 3.2.5. Model A was developed in [7]
(trained and validated with Dataset 0). Each model (B-E) underwent transfer learning of weights
from the model that precedes it. Models C-E were developed via sequential transfer learning.
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Figure B.5: Results of models generated in this work, shown in comparison to Model A from [7].
Panels a-b show results of models developed with only one type of data heterogeneity. Panels c-d
show results of sequential transfer learning and resulting error probability. Results of Models B
and E (shown in a) and c)) display the mean performance over the five iterations of training and
testing as described in Sec. 3.2.5, with error bars indicating variability.

116



Appendix C

Appendix to Chapter 4

117



Figure C.1: Wasserstein ball B(ϒ,α), as shown in (4.1).
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Figure C.2: Classes of probability distributions estimated from measured wave directions. A)
Physiologically indicative of healthy wave propagation toward the intestines. B) Physiologically
indicative of bifurcated wave propagation toward the intestines and esophagus. C) Physiologically
indicative of stochastic wave propagation. D) Anomaly probability distribution. Physiologically
indicative of wave propagation primarily toward esophagus.
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Figure C.3: Wasserstein distances between probability distributions and respective subset
barycenters computed in Algorithm 1, run for A)100 iterations and B) 300 iterations. Shown for
each human subject.
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Figure D.1: A) Probability density function of a unimodal von Mises distribution, given by (5.5).
b) von Mises mixture of two distributions, given by (5.6). Both the unimodal and multimodal
distributions are shown in polar (left) and Euclidean (right) axes.
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Figure D.2: A) Histograms of wave directions, D(s). B) Estimated probability density function,
from methods described in Section 5.2.4, shown in polar axes. C) Estimated probability density
function, from methods described in Section 5.2.4, shown in Euclidean axes. Panels A-C are
shown for a healthy control subject with normal slow wave physiology (top) and a symptomatic
patient with indications of abnormal gastric slow wave function (bottom).
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Figure D.3: Example highlighting the importance of using a Wasserstein barycenter to represent
a model of healthy controls in Section 5.2.8. A) Two unimodal von Mises probability distributions.
B) The L-2 average of the two distributions is bi-modal, with one mode centered at each individual
distribution’s mean. C) The Wasseerstein barycenter between the two distributions is unimodal
and therefore better represents the structure of both of the original distributions. Panels A-C are
shown in uniform-radius polar (top) and Euclidean (bottom) axes.
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Figure D.4: Probability density function (found in Section 5.2.4) of outlier within the control
group, with uniform distribution along the support [−π,π] for reference. The outlier distribution
lacks the high-energy mode near zero that is expected of healthy controls exhibiting primarily
anterograde wave propagation (i.e. as seen in Fig. D.2C), and instead exhibits overall structure
similar to a uniform distribution. Shown in A) polar axis and B) Euclidean axis.
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Figure D.5: DBSCAN (A) and K-Means (B) clustering of linear transformation of features.
K-Means centers plotted in magenta (diamonds). Both clustering algorithms identify the same
anomalous class (orange). The upper limit of transformed features within the control group
(outlier excluded) is plotted as a dashed line to show that all anomalous class features fit within a
boundary established by controls.
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Figure D.6: Identification of anomalous class (orange) for which we hypothesize that the un-
derlying GP/FD etiology was not spatial gastric slow wave abnormalities. Regression with
non-anomalous data (blue). We show 95% confidence interval (shaded) and report r=0.8. Outlier
in the control group is shown in red but was not used in regression.
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Figure D.7: Symptom progression after pyloric and prokinetic interventions (n=5). These inter-
ventions did not directly target spatial gastric slow wave abnormalities. Three patients reported
improvement of symptoms (marked with a hexagon), and two patients saw no improvement
(marked with a triangle). Patients who did not improve after treatment were in close proximity to
the regrssion line, whereas patients who did improve were far above the regression line, and have
post-treatment scores that lie closer to the regression line.
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Figure D.8: Linear least squares (LLSQ) regression of percentage of slow waves propagating in
an abnormal direction with mean GCSI symptom score (shown as blue line in panels A-D with
95% confidence interval shaded in lighter blue). Percentage of slow waves exhibiting abnormal
propagation was found by integrating each probability distribution on the interval [−π/3,π/3]
(same interval as in [53]). Panels A-D serve as a comparison to results published in [53]. Panels
A-C are computed from a 90 minute recording, with approx. 30 minutes preprandial and approx.
60 minutes postprandial. (A) We calculated an r value of 0.56 if all 32 subjects were included
(consistent with [53]) in the regression and an r value of 0.59 if control outlier was excluded. (B)
Pink data show GP and FD subjects whose percentage of slow waves overlap with the range of
controls (excluding the outlier). (C) Orange data show the seven subjects labeled as “anomalous”
from the robust regression framework presented here. It is hypothesized that these subjects have
GP/FD arising from an etiology distinct from gastric myoelectric dysfunction. (D) Percentage of
slow waves propagating in an abnormal direction was calculated for only postprandial recording
and subsequent regression was performed. Analogous to panel B, pink data show GP and FD
subjects whose percentage of slow waves overlap with the range of controls (excluding the
outlier).
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Appendix E

Supplemental Materials for Chapter 2

E.1 Branched Geometric Skeleton of the Stomach
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Figure E.1: Geometric Skeleton (black) plotted on the stomach (blue) as a result of iterative
thinning described in Section II-A1. The spine of this skeleton best approximates the characteristic
shape of the stomach. Units in mm.
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E.2 All Datasets Included in Training and Testing Sets

Table E.1: The training set was created with datasets from all combinations in each row.
Horizontal Shift (cm) Vertical Shift (cm) Abdominal Tissue Depth

(cm)
-12, -9, -6, -3, 0, 3, 6, 9,

12
-3, 0, 3 1

-3, 0, 3 -12, -9, -6, -3, 0, 3, 6, 9,
12

1

-3, 3 -3, 3 1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15

0 0 1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15

Table E.2: Testing datasets used to determine classification performance in response to modu-
lations of each ‘Test Variable’ were created with datasets from all combinations in respective rows.

Test Variable Horizontal Shift
(cm)

Vertical Shift (cm) Abdominal Tissue
Depth (cm)

SNR -3, 0, 3 -3, 0, 3 1,2
Horizontal Shift -12, -9, -6, -3, 0, 3,

6, 9, 12
-3, 0, 3 1,2

Vertical Shift -3, 0, 3 -12, -9, -6, -3, 0, 3,
6, 9, 12

1,2

Abdominal Tissue
Depth

-3, 0, 3 -3, 0, 3 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 12, 13, 14,

15

E.3 ‘SNR Gain’ Seen by Use of the Convolutional Neural Net-

work Methodology as Opposed to the Linear Discrimi-

nant Analysis of Spatial Features
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Figure E.2: Classification Accuracy as a function of SNR. Accuracy of linear discriminant
analysis on spatial wave propagation features (red) is shifted to the left by -17 dB. This shift of
the curve causes the linear discriminant analysis’ performance to more closely resemble that of
the convolutional neural network (black). Thus, the ‘SNR gain’ seen by use of convolutional
neural network methodology is 17 dB.
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E.4 Trends in Classification Accuracy as a Function of Verti-

cal and Abdominal Tissue Depth Perturbations Explained

The convolutional neural network (CNN) was robust to vertical electrode array shifts (Fig.

8c). A decline in classification performance is observed when the electrode array is shifted more

than 9 cm vertically. Due to the general ‘J’ shape of the stomach, 9 and 12 cm vertical shifts

upward will move the electrode array such that it is no longer over the stomach– and thus out of

range of electrical activity (Fig. S-3). There is also the highest accuracy variability at these two

shift configurations, likely induced by stomachs that do not exhibit the general ‘J’ shape, along

with the high amount of stomach size variability. Stomach geometries with a larger pocket in the

‘J’ shape will produce recordings primarily governed by noise at these electrode configurations.

On the contrary, stomach geometries with a fuller top half will have a higher (though still small)

percent of electrodes still in range of the electrical activity of the stomach. The linear discriminant

analysis (LDA) on spatial features of wave propagation was more vulnerable to vertical electrode

array positioning than the CNN (Fig. 8c). Similar to trends in accuracy seen in horizontal shifts

(explained in detail in Section III), this vulnerability arose from the electrode array’s placement

with respect to the site of the abnormal initiation– namely as the electrode array is vertically

centered around the abnormal initiation site, the LDA classification accuracy increases. Since

the LDA’s variability in performance primarily arose from horizontal electrode array positioning,

the variance in classification accuracy was fairly consistent across vertical shifts. The variability

appears to decrease at shifts of 9 and 12 cm, but this can be attributed to the fact that the majority

of electrodes are governed by noise for all stomach geometries at these shifts and the LDA fails

entirely to disambiguate normal and abnormal waveforms. Thus, the accuracy is that of ‘chance’

(0.5) and should not dip below 0.5. Both the CNN and LDA classifiers’ performance suffers as the

abdominal tissue depth increases (Fig. 8d). As electrodes move farther from serosal slow waves,

signal power decreases and as a result, SNR decreases. In the test of classification performance
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as a function of SNR (Fig. 8a), it was shown that there is an intermediate range of SNR values for

which both the CNN and LDA classifiers were sensitive to perturbations in SNR. Increasing the

abdominal tissue depth puts the measurement recordings in a SNR range for which classification

accuracy suffers. The threshold in abdominal tissue depth for which the classifier is ‘successful’

(accuracy > 50%) is lower for the LDA approach than this threshold for the CNN approach.

Thus, the CNN methodology is more robust across a range of abdominal tissue depths, suggesting

robustness over a wider range of body mass index.

Figure E.3: Electrode array (black) shifted vertically by 12 cm. This generally puts the electrode
array out of range of ‘J’-shaped stomachs.
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E.5 Localization of Electrode Array to Site of Abnormal Ini-

tiation

Figure E.4: E Shifting the electrode array horizontally by 3 cm localizes the electrodes around
the site of the abnormal initiation (red oval).
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E.6 Linear Discriminant Analysis Weights

Figure E.5: LDA direction feature weights (magnitude) plotted as a heatmap. Higher intensity
(red) indicates that direction features on the right side of the electrode array are weighted higher
in classification than direction features on the left side of the array.
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E.7 Stomach Size and Shape Variability

Below, each human research subject’s stomach model, extracted from their abdominal

CT scan, is plotted to show the stomach size and shape variability across the research subjects.

Measurements of stomach height, width, and depth are indicated in mm. This supports the claim

that simulation datasets that arose from different stomach models are independent. Furthermore,

the data used in training the models is independent from data used to test the models.

Figure E.6: Subjects 1-4: Stomach reconstruction from CT scan
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Figure E.7: Subjects 5-8: Stomach reconstruction from CT scan
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Figure E.8: Subjects 9-12: Stomach reconstruction from CT scan
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Figure E.9: Subjects 13-16: Stomach reconstruction from CT scan
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Figure E.10: Subjects 17-20: Stomach reconstruction from CT scan
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Figure E.11: Subjects 21-24: Stomach reconstruction from CT scan
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Figure E.12: Subjects 25-28: Stomach reconstruction from CT scan
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Figure E.13: Subjects 29-32: Stomach reconstruction from CT scan
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Figure E.14: Subjects 33-36: Stomach reconstruction from CT scan
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Figure E.15: Subjects 37-40: Stomach reconstruction from CT scan
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[117] B. Panić, J. Klemenc, and M. Nagode. Improved initialization of the em algorithm for
mixture model parameter estimation. Mathematics, 8(3):373, 2020.

[118] H. Parkman, W. Hasler, J. Barnett, and E. Eaker. Electrogastrography: a document prepared
by the gastric section of the American Motility Society Clinical GI Motility Testing Task
Force. Neurogastroenterology and Motility, 15(2):89–102, 2003.

[119] H. P. Parkman, M. A. Miller, D. Trate, L. C. Knight, J.-L. Urbain, A. H. Maurer, and R. S.
Fisher. Electrogastrography and gastric emptying scintigraphy are complementary for
assessment of dyspepsia. Journal of Clinical Gastroenterology, 24(4):214–219, 1997.

[120] S. P. Parsons and J. D. Huizinga. Phase waves and trigger waves: emergent properties
of oscillating and excitable networks in the gut. The Journal of physiology, 596(20):
4819–4829, 2018.

[121] N. Paskaranandavadivel, T. R. Angeli, T. Manson, A. Stocker, L. McElmurray, G. O’Grady,

157



T. Abell, and L. K. Cheng. Multi-day, multi-sensor ambulatory monitoring of gastric
electrical activity. Physiological measurement, 40(2):025011, 2019.

[122] N. Paskaranandavadivel, R. Avci, N. Nagahawatte, A. Farajidavar, and L. K. Cheng.
Electroceutical approaches for gastroparesis. In Obesity and Diabetes, pages 967–982.
Springer, 2020.

[123] P. J. Pasricha, R. Colvin, K. Yates, W. L. Hasler, T. L. Abell, A. Ünalp-Arida, L. Nguyen,
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