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COMPUTATIONAL SELECTION OF PROCESSING LOCATIONS IN VISION

Roger Browse

Department of Computing and Information Science
Department of Psychology
Queen”s University, Kingston, Ontario, Canada

l. Introduction

Some of the issues addressed in com-
putational vision research relate to the
guestion of the structure of human intel-
ligence in general, and are thereby sub-

ject to a Cognitive Science approach.
This 1is particularly true of the tradi-
tional issue of how knowledge of specific

objects might be applied towards visual
recognition and understanding.

There are two advantages to the
development of computer vision systems
which maintain compatibility with selected
aspects of human vision. First, clues to
the underlying operational requirements of
the vision system may be obtained from the
characteristics of the human system, and
second, the resulting computational system
may act as an explanatory model for the
human operations. The research reported
here centers around a computational vision
system which interprets line drawings of
human-like body forms. This system main-
tains a number of compatibilities with
human vision (see Browse 1981; 1982b).

This paper describes a mechanism for
the interpretation-based integration of
information available at different levels
of resolution. From the integration,
there follows a method for the intelligent
selection of processing location within
the image.

2. Multiple Resolution Systems

There is a wvariety of evidence in
favor of approaching vision as a process
which operates with information available
from several different, but related, lev-
els of resolution. The primate visual
system has a distribution and structure of
retinal receptors which leads to responses
based on different receptive field sizes
(see Hubel and weisel, 1979). While
several receptive field sizes may coexist
at any specific point on the retina, a
near-linear increase in field size
(decrease 1in resolution) is exhibited
towards the periphery (Wilson and Bergen,
1979} .

Consideration of these aspects of the
visual system appears in the formulation
of contemporary computationally based
theories of vision. Marr and Hildreth
(1979) present a mathematical formulation
of edge detection in which images smoothed
with a variety of Gaussian filters, are
convolved with the Laplacian operator.
The zero-crossings of these convolutions
are representative of the image intensity
changes in different spatial frequency
channels, depending on the value of the
space constant of the Gaussian distribu-
tion.

One important theoretical question
which confronts the development of such
theories which maintain compatibility with
human vision is: What mechanism can pro-
vide useful interaction between informa-
tion from different resolution levels?

For most theories of computational
vision, multiple resolution is a tool in
the discovery of context-free image
features such as edges. This notion has
been developed through the introduction of
“image pyramids" (Uhr, 1972; Hanson and
Riseman, 1975) which represent an image as
several interrelated layers, constructed
at different resolutions. The base level
is the regular digitized image, and the
upper layers are successively smaller
images, with pixel values derived by some
averaging operation on four (or more) pix-
els at the level beneath it. A number of
processing schemes have been devised to
use these structures to aid in the detec-
tion of image features. The basic idea
behind the use of pyramids is that indica-
tions of the existence of a feature may be
found in a simple search of a smaller,
coarser resolution version of the image.
This initial detection can be used to
direct the extraction of features from the
finer levels (see Tanimoto, 1980).

Marr (1976) takes a similar approach.
The process of combining the results from
different spatial frequency channels
relies on the idea that zero crossings at
the same location at different scales are



probably the result of the same underlying
physical phenomenon. So whenever the seg-
ments obtained from two or more (contigu-
ous) channels agree in both position and
orientation, an edge is hypothesized.

Other computer vision research
attempts an interpretation-based interac-
tion between levels of resolution, wusing
knowledge of the class of objects which
comprise the problem domain. Kelly (1971)
devised a system which analyzed coarse
level features in the context of what was
expected for the outline of a head. Thus
the subsequent examination of the fine
features was able to ignore the other
prominent edges produced by the back-
ground. Bajczy and Rosenthal (1980) have
extended the interaction between world
knowledge and image hierarchy 1in an
inquiry-driven computer vision system
which relies on the natural hierarchical
relations of the problem domain. The
methods are similar to those proposed by
Palmer (1977).

Psychological research supports this
idea of the involvement of interpretation
in the interaction of resolution levels.
Kinchla (1974) and Navon (1977) developed
an experimental paradigm in which subjects
are presented with the task of processing
local and global information at the same
time. The result from using this method
demonstrate different properties of recog-

nition based on wvisual information from
the two levels. Miller (1981) has
presented results which indicate the

requirement for a model of perception in
which information from different levels of
resolution feed 1into a single decision
process which integrates the results.

The appreoach taken 1in the body-
drawing interpretation system is that
separate representations are maintained

for information from different resolution
levels, and that each one has specialized
capabilities for interacting with
knowledge of the problem domain.

A second gquestion which relates to
the use of multiple resolutions is: How
can locations be selected for the applica-
tion of high resolution visual processing?

This question is not nnly of interest
in simulations of human visual processing,
but is also a concern to the pragmatics of
engineering computer vision systems. The

issue of intelligently ordering and res-
tricting the processing of an image
becomes more important as larger feature

detection masks are being convolved with

images of increasing total number of pic-
ture elements.
Saccadic eye movements are the maost

obvious of the visual selection processes.
There are many excellent reviews emphasiz-
ing the role of cognition in the selection
of fixation locations (see Rayner, 1978).
Tt is generally accepted that expectation
or conflict within the ongoing wvisual
interpretation influences the choice of

processing area (Loftus and Mackworth,
1978) . One important aim of the body-
drawing interpretation system was to
develop a computational basis for these

capabilities.

3. System Overview

A computational vision system has
been implemented which interprets a class
of line drawings of human-like body forms
as shown in figure 1. The basic features
available to the interpretation processes
are representative of three different
resolution levels:

(1) fine resolution: 1line segments and
connections between 1line segments
taken from a 1024x1024 image.

(2) coarse resolution: axis measurements
of blobs detected in a 128x12B image.

(3) wvery coarse resolution: measure of
the amount of detail that exists in
each pixel of an B8x8 representation

(shown as 32x32).
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figure 1.

At any given point in the processing,
these features are only available in lim-
ited diameters of the image, represented
as overlapping concentric circles (see
figure 2).



figure 2.

The system uses a schemata-based
knowledge representation of the way
features may compose to provide supportive
evidence for body parts (see Browse 1980,
1982b). This description includes provi-
sion for the topologically distinct views
of the body parts, and as well encodes the
underlying structure of the human body
form and its potential for deformations at
the joints.

Control of possible interpretations
is accomplished by using a cue/model tech-
nique adapted from Mackworth’s (1977a)
MAPSEE system. Through a series of steps
involving the application of 1local con-
sistency methods (Waltz, 1972; Mackworth,
1977b), bhoth at the feature grouping
level, and at the model invocation level,
interpretation hypotheses are dgenerated
regarding the underlying body form being
depicted in the image.

Interaction Between Resolution Lev-

4.
els

Within limited diameters of available
features, complete interpretation of the
line drawing is not possible. The results
of processing the image during a single
fixation (figure 3} is shown in the parse
trees of figure 4.

1. Other interpretations exist, providing
an ambiguous context. These alternatives
have been omitted for the sake of clarity.

figure 3.
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These results are available based on both
the fine level features and on the coarse
level. Note that a more specialized
result is produced (in a smaller area) for
the fine features.

One obvious objective of the
interpretation process 1is to develop a
detailed description for each area of the
image. If the system were to rely solely
on the processing of fine level features
in the accomplishment of this goal, then
every location in the image would have to
be processed. This exhaustive operation
can be avoided through the formation of
correspondences between interpretations
based on the different levels, and by pro-
pagating the detailed interpretation out-
ward into the periphery.

Interpretation elements are said to
correspond 1if (1) they are related by the
specialization hierarchy, and (2) their
attributes are similar (particularly loca-
tion). 1If a course level interpretation
object (such as "limb") is known, and one
of its components (such as "upper-limb")
has a correspondence at the fine level
(such as "upper-arm"), then an inferred
correspondence may be developed for the
entire coarse level object: if one of the
components has been identified in detail,
then the entire structure can be known in
terms of its detailed interpretation.
These 1mage locations to which detailed
interpretation has been propagated may
then initiate propagation even further
into the periphery.

In order to summarize this mechanism,
consider a real-life example: vyou walk
into a room, and your eyes fall on a
bookcase in front of you. At that moment,
only a few books are actually within the
foveal area of detailed vision. The rest
of the bookcase is only observed in the
lower resolution periphery, and provides
an interpretation which may be consistent
with several possibilities: records on a
shelf, hanging racks of computer tapes, or
books on a bookcase. The subjective
experience 1is that of confirmation of
"books" over the entire bookcase. The
detailed interpretation of "books" at the

fovea has propagated a more specific value
ro the related low resolution interpreta-
tion in the periphery.

This notion of correspondence between
interpretations is also the mainstay of
the system”s capability to intelligently
select Ffixation locations. Any coarse

level interpretation object which (1) has
components (such as limb does), and which
(2) does not have a correspondence at the
fine level interpretation, is a prime can-
didate for a subsequent fixation location.
The reason it would be a good candidate is
that, if fixated, one of 1its components
will probably be well enough interpretated
at the fine level to provide a correspon-
dence adequate to propagate the detailed
results to the entire structure. Such
locations will provide the greatest possi-
ble evidence towards a final 1interpreta-
tion of the image.

The mechanism of consideration of
correspondence possibilities provides a
means of intelligent selection of fixation
location based on the ongoing status of
the interpretation process. The selec-
tiion of fixation locations is also sensi-

tive to properties of the image itself.
In the absence of other requirements,
locations are selected which are expected

to expand the peripheral interpretation
area. For the example in fiqure 3, only
three fixations are necessary before an
inferred correspondence is established for
the entire body form. At that point the
system will not have established the exact
values of the relative orientations of all
body parts, but 1later fixations may be
used to obtain these details as required
by the interpretation task.
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