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ABSTRACT OF THE DISSERTATION

Support Recovery and Dictionary Learning for Uncorrelated EEG Sources

by

Ozgur Yigit Balkan

Doctor of Philosophy in Electrical Engineering (Signal and Image Processing)

University of California, San Diego, 2015

Professor Kenneth Kreutz-Delgado, Chair

Sparse signal recovery and dictionary learning methods have found a vast number of applications including but not limited to data compression, machine learning and biomedical source localization/separation. The common underlying assumption in domains of application of these methods is that signals of interest are either sparse or can be sparsified in a transform domain. For source localization or identification this implies that the number of coefficients needed to represent the source signals in the transform domain should be less than the number of sensors. This evidently imposes constraints on the types of signals that can be recovered. In this work, we show that these constraints can be relaxed if the source signals are uncorrelated. Our work is inspired by the nature
of electroencephalography (EEG) sources for which the independence assumption has been widely and successfully used.

We focus on the multiple-measurement-vector (MMV) model of the sparse inverse problem. Under the assumption of uncorrelated sources, we first show that the required sparsity conditions for accurate signal support recovery can be relaxed which enables EEG source localization when more sources than sensors are simultaneously active. Later, we show that one can transform the traditional dictionary learning formulation into the covariance-domain to leverage the correlation information of the sources. Our covariance-domain dictionary learning framework can accurately identify the EEG scalp mixing matrix even when sources are not sparse in the traditional sense. This method enables the use of low-cost, low-density systems for high-density EEG brain imaging, which traditionally suffers from poor performance when using constraint-sensitive source separation algorithms like Independent Component Analysis. We also present locally-complete source separation algorithms that tackle the non-stationary nature of EEG sources.

Finally, we present algorithms that targets identification of independent sources given an overcomplete dictionary. Our algorithms differ from the usual MMV sparse recovery algorithms in the sense that they optimize independence of the sources rather than their sparsity. We also a present robust bayesian algorithm for joint-sparse recovery in the MMV formulation.
Chapter 1

Introduction

Techniques of sparse signal recovery from a limited number of measurements in combination with dictionary learning have found a large number of applications in diverse fields of engineering including but not limited to information theory, neural networks, data compression, machine learning, bioinformatics and neuroimaging [8]. In this chapter, we introduce some concepts related to sparse signal recovery and dictionary learning, and provide background on their application to electroencephalography (EEG) source identification and localization.

1.1 Sparse Signal Recovery

1.1.1 Single Measurement Vector (SMV) Model

In the field of sparse signal recovery, the most basic signal model is the following linear model,

\[ y = Ax + e \] (1.1)
where \( \mathbf{y} \in \mathbb{R}^{M \times 1} \) is the observed vector, \( \mathbf{A} = [\mathbf{a}_1 \ldots \mathbf{a}_N] \in \mathbb{R}^{M \times N} \) is the known dictionary matrix, \( \mathbf{x} \in \mathbb{R}^{N \times 1} \) is the unknown source vector, and \( \mathbf{e} \in \mathbb{R}^{M \times 1} \) is the noise vector. The goal is to find the original source vector \( \mathbf{x} \) from \( \mathbf{y} \), given the dictionary \( \mathbf{A} \). Given the single observation \( \mathbf{y} \), the problem of determining \( \mathbf{x} \) is known as the single measurement vector (SMV) problem. Depending on the application, the dictionary \( \mathbf{A} \) can have various names such as mixing matrix (source separation), forward model (neuroelectromagnetic source localization), or sensing matrix (compressed sensing). When \( \mathbf{A} \) is overcomplete \((M < N)\), it has a non-trivial nullspace, and hence there is not a unique solution that satisfies (1.1). However, enforcing sparsity constraints on the unknown solution vector \( \mathbf{x} \) can reduce the solution set to a unique optimal solution whose cost function can be defined as below

\[
\min_{\mathbf{x}} \|\mathbf{x}\|_0 \quad \text{s.t} \quad \mathbf{y} = \mathbf{Ax}.
\] (1.2)

Here, \( \|\mathbf{x}\|_0 \) is defined to be the number of nonzero values of the vector \( \mathbf{x} \). In this dissertation, we will denote the number of nonzero values in the original unknown vector \( \mathbf{x} \) with \( k \). It is known that when \( k \) is sufficiently small, the optimal solution to the above cost function is identical to the true unknown \( \mathbf{x} \) [39]. This optimization, however, is a discrete NP-hard problem. A tractable alternative is often possible because, replacing \( \|\mathbf{x}\|_0 \) with the efficiently optimizable convex objective \( \ell_1 \) norm \( \|\mathbf{x}\|_1 \), still returns the true solution under certain conditions relating \( k \) and dictionary properties such as spark and mutual coherence [18, 17]. In addition to such convex methods, many non-convex methods have been developed to solve the SMV sparse recovery problem such as FOCUSS [39], sparse Bayesian Learning [90, 96, 98], and message passing [29, 80, 10]. The success of all of these convex and non-convex algorithms degrade as \( k \).
increases and approaches $M$.

### 1.1.2 Multiple Measurement Vector (MMV) Model

In certain applications of sparse signal recovery, such as direction-of-arrival (DOA) estimation and neuroelectromagnetic source localization, the components of $y$ represent the collected signals on $M$ sensors, the dictionary $A$ represents the projection of each possible $N$ sources to $M$ sensors, and the components of $x$ give the source activations. In such applications, source activities are usually captured with multiple snapshots ($L$) in time and thus producing the sensor signal matrix $Y = [y_1, y_2, \ldots, y_L]$. It is usually assumed that an active source stays active in the consecutive frames and a silent source stays silent hence preserving the sparsity structure and creating the multiple measurement vector (MMV) sparse linear model,

$$Y = AX + E$$

(1.3)

where $E \in \mathbb{R}^{M \times L}$ is the noise matrix and the rows of the source matrix $X \in \mathbb{R}^{N \times L}$ carry the time courses of the $k$ sources [21]. In the MMV sparse model, also called the joint-sparse (row-sparse) model, the assumption is that for every column of $X$, the same row indices are nonzero. In this case, $k$ denotes the number of nonzero rows of the matrix $X$. Extensions of the sparse recovery algorithms for the SMV case are proposed to tackle the MMV problem such as M-FOCUSS [21, 105], and M-SBL[97, 98]. As in the case of SMV formulation, the sparsity of the source matrix is correlated with the success of these recovery algorithms. It was also observed that as the number of snapshots $L$ increases so does the recovery performance [32, 33, 46]. Indeed, when $L > k$, subspace based algorithms such as [50, 24, 49, 55] can return the true solution for all $1 \leq k \leq M - 1$ with mild conditions on the dictionary.
Both in the SMV and MMV model, if the source signal is sparse it is usually sufficient to find the indices of nonzero rows of $X$ denoted by the set $S$, since the nonzero source signals can then be obtained by the pseudo-inverse solution $\hat{X} = A_S^\dagger Y$, where $A_S$ is derived from the dictionary matrix $A$ by deleting the columns of $A$ associated with the zero rows of $X$. The set of nonzero indices of the source signal $S$ is called the support. Recovering the support is tantamount to recovering the source signal when $|S| \leq M$. In source localization and DOA estimation, recovering the support also means to identify the locations of sources.

In the case of EEG, the dictionary can represent different things depending on the context. If the goal is to perform source localization onto the cortex, then the dictionary is called the lead-field matrix and stores the pre-computed projections of each source location in the cortex (high-resolution) to the scalp sensors [93, 95]. If the goal is to represent all possible sources contributing to the scalp EEG - not necessarily all brain-related - then the dictionary is called mixing matrix [66, 26]. The lead field matrix is usually larger than the mixing matrix. Indeed, the mixing matrix is traditionally assumed to have $N < M$ [3, 68, 66].

### 1.2 Dictionary Learning

When the dictionary $A$ is unknown, it can be learned provided we have multiple measurements $Y = [y_1, y_2, \ldots, y_n]$ created by $y_i = Ax_i$ where $x_i$ possess different sparsity patterns. Learning is done by jointly solving the following optimization problem on $A, X$,

$$\min_{A,X} \frac{1}{2} \sum_{i=1}^{n} \|y_i - Ax_i\|_2^2 + \lambda \sum_{i=1}^{n} g(x_i)$$

(1.4)

where $g(\cdot)$ promotes sparsity. The uniqueness of the dictionary is dependent on the sparse recovery conditions, namely the sparsity $k$ of the sources and dictionary properties.
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[38, 87, 42]. Recovery is not possible if \( k \geq M \) since any random dictionary is sufficient to represent data points \( \mathbf{Y} \) using only \( M \) basis vectors. Some applications of dictionary learning are for image denoising/super-resolution and restoration [31, 103, 104], blind source separation [108, 59], and training deep neural networks [106, 54].

Blind source separation leveraging dictionary learning methods [108, 59, 99, 100, 101] assume that source signals are either sparse in activation or can be sparsified in another domain. This imposes a constraint on the types of sources that can be recovered and limits its use in EEG source identification for which the true nature of sources are not known a priori.

Many algorithms have been proposed for dictionary learning over the last decade [2, 63, 75, 34, 84, 23, 79, 83, 102]. In this work, we do not propose a novel dictionary learning algorithm but rather a framework that incorporates uncorrelatedness of the sources, in which any dictionary learning algorithm can be used.

1.3 EEG Source Identification and Independent Component Analysis

As a non-invasive brain imaging modality, electroencephalography (EEG) provides high temporal resolution, applicability in mobile settings, and direct measurement of electrical brain activity as opposed to BOLD activity measured in fMRI. However, a major issue in EEG signal processing is that signals measured on the scalp surface do not each index a single source of brain activity. Because of the broad point spread function of generated potentials in the brain, EEG data collected on scalp channels is a mixture of simultaneously active brain sources distributed over many different brain areas. See Figure 1.1. In addition, non-brain sources such as eye and muscle movements contribute to the mixing process as well, which makes direct channel-level EEG analysis
problematic. For accurate brain activity monitoring, individual sources involved in the mixture have to be identified and extracted from scalp channel data.

Because of the fact that volume conduction and mixing at the sensors is linear, EEG mixing can be formulated as follows

\[ Y = AX \]  \hspace{1cm} (1.5)

where \( Y \in \mathbb{R}^{M \times N_d} \) is the matrix containing collected EEG data at \( M \) sensors for \( N_d \) data points. \( A \in \mathbb{R}^{M \times N} \) is the unknown mixing matrix, and \( X \in \mathbb{R}^{N \times N_d} \) contains the activations of \( N \) sources. The i-th column of \( A \), denoted as \( a_i \), represents the relative projection weights of the i-th source to each channel. The so-called EEG inverse problem is to identify \( A \) and \( X \), given sensor data \( Y \) [64]. Learning the columns of \( A \), namely the scalp maps, can further enable source localization in the cortex through methods such
as DIPFIT [71] or sLORETA [76]. Identifying the rows of $X$ can enable the computing of time-series measures such as event-related potentials (ERPs), event-related spectral perturbation (ERSPs), and spectral components.

A commonly applied method to solve the EEG inverse problem has been to use independent component analysis (ICA) [64, 65]. Assuming statistical independence between source activities, ICA can separate the scalp mixture into underlying source time-series $X$ and identify the mixing matrix $A$. It was shown in [28] that ICA methods are well suited for solving the EEG inverse problem since independence among sources was found to be positively correlated with the number of brain sources that can be extracted from data. ICA has been extensively applied on EEG for artifact rejection and source separation [47, 48] and has been shown to increase accuracy in brain-computer-interface paradigms [92]. However, one major drawback of ICA is that the number of mixed sources is assumed to be less than or equal to the number of sensors ($N \leq M$). This assumption undermines reliability and power of ICA, especially in low-density EEG systems ($M < 32$ number of channels).

Low-density EEG systems have the benefit of easy setup time and being low-cost compared to high-density EEG systems. See Figure 1.2.\(^1\) In addition, wireless low-density systems enable the use of EEG in mobile settings and allows for a wide range

---

\(^1\)Images taken from emotiv.com

Figure 1.2: (a) Low-density Emotiv EEG system (b) High-density EEG.
of possible applications that are not possible with current high-density EEG systems. However, the applications of low-density EEG in the consumer market remained primitive so far, and is in need of advanced signal processing for overcomplete source identification and source localization.

1.3.1 EEG Non-stationarity

Independent Component Analysis requires stationarity of the sources whereas the nature of true EEG sources might not be so. Namely, EEG experiments can involve complicated tasks during which many separate brain regions might generate signals that are mixed at the scalp. Source dynamics (variance/source distribution) of these separate regions might change either during the progress of the experiment, or at pre-task/during task/post-task durations. Certain artifacts might be present only at some portions of the experiments. The reality is that, the number of total sources \( N \) can exceed the number of sensors \( M \) in an unpredictable or uncontrollable manner, in which case ICA can give inaccurate results.

Dictionary learning algorithms can recover more sources than sensors \( (N > M) \), assuming the constraint that at any given time we have \( k < M \). Unfortunately, this constraint often prohibits their use for low-density EEG systems, when \( M \) is low. To capture the non-stationarity of EEG, the use of mixture model ICA has been proposed [74] for the case of \( k = M \). Mixture model ICA has the benefit of capturing distinct changes in short time-frame source stationarity (such as occurs during pre-seizure/seizure/post-seizure states in epilepsy data). However, for most EEG experiments, non-stationarities are subtle and the number of distinct source configuration states can be overwhelmingly larger than the number of mixture models.
1.4 Our Contributions

The contributions of this work can be summarized as follows:

In Chapter 2, we show that if the sources are uncorrelated and are in the form of the MMV problem, the support of the sources can be recovered with Sparse Bayesian Learning for both $k \geq M$ as well as $k < M$. We establish sufficient conditions and provide simulation results for EEG source localization.

In Chapter 3, we show that by incorporating the correlation information into the dictionary learning framework, we can recover the overcomplete dictionary ($N > M$), even when the number of active sources exceed the number of sensors at any given time ($k > M$). We also show the utility of the algorithm on EEG source identification for low-density EEG systems.

In Chapter 4, we develop a basis selection framework to identify independent sources in the MMV model (assuming a known dictionary).

In Chapter 5, we develop a robust algorithm for the MMV model based on Sparse Bayesian Learning.

In Chapter 6, we develop two algorithms that tackle the problem of possible non-stationarities in EEG signals. The proposed methods assume $k = M$ at any given EEG segment yet are more flexible than the mixture model ICA mentioned before.

In Chapter 7, we demonstrate an application of EEG source separation and localization aimed at revealing biomarkers of concussion related injuries.
Chapter 2

Support Recovery of Uncorrelated Sources

In this chapter we analyze the jointly-sparse signal recovery problem (MMV) in the regime where the number of sources $k$ is larger than the number of measurements $M$. We show that the support set of sources can still be recovered with sparse bayesian learning (M-SBL) even if $k \geq M$. We provide sufficient conditions on the dictionary and sources which theoretically guarantee support set recovery in the noiseless case of M-SBL. We validate our sufficient conditions with experiments and also demonstrate that M-SBL outperforms M-CoSaMP, the algorithm recently used to localize more sources than sensors. Finally, we experimentally show robustness of the approach in the presence of noise.
2.1 Introduction

In the traditional MMV model the source matrix $X \in \mathbb{R}^{N \times L}$ consists of $k < M$ rows that are nonzero. The data matrix $Y \in \mathbb{R}^{M \times L}$ is obtained as

$$Y = AX + E$$

(2.1)

where $A \in \mathbb{R}^{M \times N}$ is the dictionary, $E \in \mathbb{R}^{M \times L}$ is the noise matrix. In this model, $L$ different time samples are collected consecutively in time and the nonzero rows of the source matrix $X$ carry the time courses of the $k$ sources that are assumed to be active in that time window. The goal is to recover the indices of these nonzero rows from data $Y$.

Previous efforts to solve the jointly-sparse problem [94, 37, 95] have assumed that the number of sources $k$ is smaller than the number of measurements $M$, as generally all other joint sparse solvers do [78]. Recently, it was observed that $k < M$ is not a necessary condition, and more sources than sensors can be localized using M-CoSaMP [16, 53].

Here, we show that multiple measurement sparse bayesian learning (M-SBL) [97] can also recover the support set in the noiseless case when $M \leq k \leq N$. Moreover, we provide exact recovery conditions for M-SBL in that regime, conditions which are missing from previous reports on M-CoSaMP and other algorithms. We also experimentally show that M-SBL outperforms the suggested M-CoSaMP algorithm under non-ideal conditions. We assume that mixing at the sensors is instantaneous (no time delay between sources and sensors) and the environment is anechoic. Therefore, we use the time domain representation of the problem instead of the frequency domain.

The sufficient conditions for exact support recovery for M-SBL in the regime $k \geq M$ are twofold. The first condition requires the orthogonality (uncorrelated) of the active sources, that is $X_S X_S^T = \Lambda$, where $\Lambda$ is any diagonal matrix and $X_S \in \mathbb{R}^{k \times L}$ is the
matrix of active sources. This condition is not very far from ideal when the sources are independent, such as the case of audio sources or brain sources [28], and given enough snapshots \( L \), we will then have \( X_S X_S^T \approx \Lambda \). The second condition imposes a constraint on the sensing dictionary \( A \). For deterministic dictionaries, this condition is easier to check than the spark, or RIP constraints [30, 7]. For random dictionaries, it is equivalent to a dictionary size constraint \( N \leq \frac{M(M+1)}{2} \).

The outline of the chapter is as follows: In Section 2.2, we summarize the M-SBL algorithm. In Section 2.3, we provide a theoretical analysis of guaranteed support recovery for any \( k \) in the noiseless case. We perform noiseless and noisy experiments in Section 3.4 and provide conclusions in Section 2.5.

## 2.2 M-SBL

In the M-SBL framework, the \( i \)-th row of \( X \), denoted as \( x_i \), has an \( L \)-dimensional zero mean gaussian prior whose variance is controlled by a hyperparameter \( \gamma_i \). That is,

\[
p(x_i; \gamma) \triangleq \mathcal{N}(0, \gamma_i I).
\]  

(2.2)

We also have

\[
p(y_j|x_j) \triangleq \mathcal{N}(Ax_j, \sigma^2 I)
\]  

(2.3)

\[
p(Y|X) = \prod_{j=1}^L p(y_j|x_j)
\]  

(2.4)

assuming gaussian noise with known variance \( \sigma^2 \), with \( x_j \) denoting the \( j \)-th column of \( X \). Integrating out the unknown sources \( X \), we derive \( p(Y; \gamma) \), the marginal likelihood of data \( Y \) given the hyperparameters \( \gamma \in \mathbb{R}^N \), which is to be maximized. We apply the \(-2 \log(\cdot)\)
transformation to arrive at the M-SBL cost function to be minimized [97, 98, 90],

\[
\mathcal{L}(\gamma) \triangleq -2 \log(p(Y; \gamma)) = -2 \log \int p(Y|X)p(X; \gamma) dX
\]

\[
\equiv \log |\Sigma| + \frac{1}{L} \sum_{t=1}^{L} y_t^T \Sigma^{-1} y_t
\]  

(2.5)

with \( \Sigma \triangleq (A\Gamma A^T + \sigma^2 I), \Gamma \triangleq \text{diag}(\gamma) \). A common method to reach a local minimum of (5.1) is to use the EM procedure [97], however the updates may be slow depending on the size of the problem. Reference [98] provides the following fixed point update that is both fast and guaranteed to decrease the likelihood function at every step,

\[
\gamma_i^{(k+1)} = \frac{\gamma_i^{(k)}}{\sqrt{a_i^T (\Sigma^{(k)})^{-1} a_i}} \frac{\|Y^T (\Sigma^{(k)})^{-1} a_i\|_2}{\sqrt{n}}
\]  

(2.6)

Note that with this update scheme, for \( \gamma^{(0)} \geq 0 \), the converged solution is nonnegative, \( \gamma^* \geq 0 \). M-SBL can also learn the noise parameter \( \sigma^2 \), however we do not discuss it here since our theoretical analysis considers the noiseless case, where \( \sigma^2 \to 0 \). After convergence, support set \( \hat{S} \) is extracted from the solution \( \hat{\gamma} \) by \( \hat{S} = \{i, \hat{\gamma}_i \neq 0\} \).

In the noiseless case, [97] and [98] show that exact sparse reconstruction is guaranteed if the number of active sources \( k < M \) and the active set of sources \( X_S \) are sample-wise uncorrelated. In the next section, we show that exact noiseless source localization (support set recovery) with M-SBL is also guaranteed in the regime \( k \geq M \) with an additional constraint on the dictionary.
2.3 Analysis

2.3.1 Local Minima

First, we summarize the local minima analysis carried out in [98]. We start by letting \( \sigma^2 \to 0 \) (as appropriate for the noiseless case) and obtain the limiting cost function,

\[
\mathcal{L}(\gamma) = L \log |A\Gamma^T| + \sum_{t=1}^{L} y_t^T (A\Gamma^T)^{-1} y_t 
\]  

(2.7)

We denote the matrix of the support set columns by \( A_S \). Under the condition (i), we construct the following cost function around the neighborhood of a local minimum \( \gamma^* \) as in [98],

\[
\mathcal{L}(\alpha, \beta) = L \log |\alpha A\Gamma^* A^T + \beta UU^T| + 
\sum_{t=1}^{L} y_t^T (\alpha A\Gamma^* A^T + \beta UU^T)^{-1} y_t, 
\]  

(2.8)

where \( U = A_S \Lambda^\frac{1}{2} \) and \( \Gamma^* = \text{diag}(\gamma^*) \). Note that the overall covariance has the structural form,

\[
\exists \hat{\gamma} \in \mathbb{R}^N \text{ such that } \alpha A\Gamma^* A^T + \beta UU^T = A\hat{\Gamma} A^T 
\]  

(2.9)

where \( \hat{\Gamma} = \text{diag}(\hat{\gamma}) \). We put the constraints \( \alpha, \beta \geq 0 \) so that the elements of \( \hat{\gamma} \) are guaranteed to be nonnegative. Note that when \( \alpha = 1 \) and \( \beta = 0 \), \( \hat{\gamma} = \gamma^* \). For \( \alpha = 1 \) and for small \( \beta > 0 \), (i.e., when we add a small contribution to the total covariance from \( U \)), we expect the cost function not to decrease since \( \gamma^* \) is by definition a local minima of (2.7). Thus the following conditions must hold,

\[
\left. \frac{\partial \mathcal{L}(\alpha, \beta)}{\partial \alpha} \right|_{\alpha=1, \beta=0} = 0 \quad \left. \frac{\partial \mathcal{L}(\alpha, \beta)}{\partial \beta} \right|_{\alpha=1, \beta=0} \geq 0 
\]  

(2.10)
The derivative of the cost w.r.t $\beta$ at $\beta = 0$ is not necessarily zero since $\beta \geq 0$ due to the nonnegativity constraint that must be satisfied for the elements of $\hat{\gamma}$.

Using the orthogonality constraint $X_SX_S^T = \Lambda$, the second term in (2.8) can be expressed as,

$$
\sum_{t=1}^{L} y_t^T (\alpha A\Gamma^*A^T + \beta UU^T)^{-1}y_t \\
= \text{tr}(Y^T(\alpha A\Gamma^*A^T + \beta UU^T)^{-1}Y) \\
= \text{tr}(X_S^T\Lambda^{-\frac{1}{2}}U^T(\alpha A\Gamma^*A^T + \beta UU^T)^{-1}U\Lambda^{-\frac{1}{2}}X_S) \\
= \text{tr}(U^T(\alpha A\Gamma^*A^T + \beta UU^T)^{-1}U\Lambda^{-\frac{1}{2}}X_SX_S^T\Lambda^{-\frac{1}{2}}) \\
= \text{tr}(U^T(\alpha A\Gamma^*A^T + \beta UU^T)^{-1}U). \quad (2.11)
$$

### 2.3.2 Exact Support Recovery Conditions

Extending the results described in [97, 98], we carry out an analysis for the case where $k \geq M$. First, we define a function $f : \mathbb{R}^{M \times N} \rightarrow \mathbb{R}^{M(M+1)/2 \times N}$:

**Definition.** $B = f(A)$ means that the $i$-th column of $B$ is given by $b_i = \text{vech}(a_i a_i^T)$.

Vech is the half-vectorization function, which results in a column vector obtained by vectorizing only the lower triangular part of a matrix.

**Theorem 1.** Given a dictionary $A$ and a set of observed signals $Y$, M-SBL recovers the support set of any size $k$ exactly in the noiseless setting, if the following conditions hold.

(i) The active sources $X_S$ are orthogonal. Namely, $X_SX_S^T = \Lambda$, $\Lambda$ is a diagonal matrix.

(ii) $\text{rank}(f(A)) = N$. 
Proof. Assume that $k \geq M^1$. We will show that the minimum of (5.1) is unique if above conditions hold. Moreover, the solution $\gamma^*$ must have positive values only at indices $i \in S$, thus recovering the support set.

Carrying out the differentiation for the first condition of (2.10) gives,

$$\text{tr} \left( U^T (A \Gamma^* A^T)^{-1} U \right) = LM. \quad (2.12)$$

Similarly, for the second condition in (2.10) we have,

$$\frac{\partial L(\alpha, \beta)}{\partial \beta} \bigg|_{\alpha=1, \beta=0} = \sum_{i=1}^{M} \left( L \lambda_i - \lambda_i^2 \right) \geq 0, \quad (2.13)$$

where $\lambda_i$ is the $i$-th eigenvalue of $U^T (A \Gamma^* A^T)^{-1} U$. Note that $\lambda_i \geq 0$ since $U^T (A \Gamma^* A^T)^{-1} U$ is a positive-semidefinite matrix of size $M \times M$ due to the nonnegativity of $\gamma^*$. Combining (2.12) and (2.13) we get,

$$\frac{\partial L(\alpha, \beta)}{\partial \beta} \bigg|_{\alpha=1, \beta=0} = L^2 M - \sum_{i=1}^{M} \lambda_i^2 \leq L^2 M - \sum_{i=1}^{M} \bar{\lambda}^2 = L^2 M - L^2 M = 0, \quad (2.14)$$

with $\bar{\lambda} = \frac{1}{M} \sum_{i=1}^{M} \lambda_i = LM/M = L$.

The inequalities (2.13) and (2.14) together imply

$$\frac{\partial L(\alpha, \beta)}{\partial \beta} \bigg|_{\alpha=1, \beta=0} = 0 \quad (2.15)$$

and thus the eigenvalues all satisfy $\lambda_1 = \lambda_2 = \ldots = \lambda_M = L$.

---

$^1$The case $k < M$ is described in reference [97].
We proceed by showing the following: If \( \lambda_1 = \lambda_2 = \ldots = \lambda_M = L \), then we must have \( A \Gamma^* A^T = \frac{1}{L} U U^T \). This is clear after we write

\[
U^T(A \Gamma^* A^T)^{-1} U V = L V,
\] (2.16)

where \( V \) is a \( k \times M \) matrix of \( M \) eigenvectors. This equality is equivalent to

\[
(A \Gamma^* A^T)^{-1} U V = L(U U^T)^{-1} U V,
\] (2.17)

which leads to

\[
A \Gamma^* A^T = \frac{1}{L} U U^T = \frac{1}{L} A_S \Lambda A_S^T = C.
\] (2.18)

where \( C \) is a constant matrix.

We now show that there is exactly one solution \( \Gamma^* \) that satisfies (2.18) if (ii) holds.

Denoting the \( j \)-th column of \( A_S \) as \( a_S j \), a particular solution is,

\[
\gamma_i^* = \begin{cases} 
\frac{1}{L} \Lambda_{jj}, & \text{if } i \in S, \text{where } a_i = a_S j \\
0, & \text{otherwise}
\end{cases}
\] (2.19)

Denoting \( B = f(A) \) as defined above, and vectorizing both sides of (2.18), we get,

\[
\text{vech} \left( \sum_{i=1}^{N} \gamma_i^* a_i a_i^T \right) = \text{vech}(C)
\]

or

\[
B \gamma^* = \text{vech}(C)
\] (2.20)

Finally we observe that if (ii) is satisfied, the null space of \( B \) is trivial and thus (2.20) has a unique solution.

\[\square\]
2.3.3 Remarks

Theoretically, condition (i) of Theorem 1 is satisfied in the limit $L \to \infty$. However, for large $L$, we can get very close to sample-wise orthogonality ($X_SX_S^T \approx \Lambda$) for independent sources, which is adequate for exact recovery in practical applications. The fact that perfect, asymptotic sample-wise orthogonality is not a hard requirement for good performance is demonstrated in the experiments.

The second condition can be related to the size of a random dictionary. It can be seen that for (ii) to be satisfied for a random dictionary $A$, we must have $N \leq M(M + 1)/2$. For deterministic dictionaries, the same equality is a necessary condition and can be satisfied even if the columns of $A$ are coherent. Using this inequality we can estimate the maximum resolution of the source space given the number of sensors $M$, and vice versa. For instance, in an EEG source localization problem if the desired resolution is $N = 10000$ voxels on the cortex, at least $M = 142$ sensors are needed for condition (ii) to be satisfied. However, as we see in the experiments below the conditions of Theorem 1 are not necessary conditions.

2.4 Experiments

2.4.1 Theorem Validation

In this section, we validate Theorem 1 by experimenting with source activations that satisfy condition (i). For this purpose, we create $k$ random source activations and perform a whitening transformation using eigenvalue decomposition to ensure that $X_SX_S^T = I$ at each trial. We create random dictionaries of various sizes and for each trial we randomly choose different support sets (source locations). We assign the number of sources to the values $k = N/4$ and $k = N/2$, which ensures that for almost all of the
parameter settings we have more sources than sensors. We create the data matrix as \( Y = AX \). We perform 200 iterations of M-SBL and select the \( k \) largest elements of the converged hyperparameter vector \( \gamma^* \) as the support set. For a single trial, a success ratio of source localization is calculated as,

\[
r = \frac{|s^* \cap s|}{k}
\] (2.21)

where \( s^* \) is the resulting estimated support set and \( s \) is the true support set. After performing 100 trials for each parameter setting, we calculate the mean support recovery ratio and plot it in Figure 2.1.

### 2.4.2 Performance Comparison

In this part, we compare the performance of M-SBL to M-CoSaMP and M-FOCUSS [21] when the conditions (i) and (ii) of Theorem 1 are violated. We create random sources of length \( L = 1024 \). The sources are independent yet the outer product is not exactly diagonal \((X_SX^T_S \neq \Lambda)\). The random dictionaries we create also violate (ii), namely \( N \geq M(M + 1)/2 \).

Figure 2.2 shows the source recovery performance of all algorithms with varying resolution number \( N \). The number of sensors \( M = 20 \) is fixed, and \( k = N/5 \). Figure 2.3, shows the performance of the algorithms with fixed \( M, N \) but varying number of sources \( k \). In both cases we see that M-SBL outperforms the other algorithms. In Figure 2.4, we see the positive effect of having more snapshots \( L \), on the recovery of locations for M-SBL, as \( X_SX^T_S \) approaches to a diagonal matrix.

Finally, we test the algorithms under various noise levels. Although our analysis is based on the noiseless case, we observe that M-SBL still outperforms M-CoSaMP in low noise as well as high noise scenarios. See Table 2.1.
Figure 2.1: Validation of Theorem 1. Sample-wise orthogonal sources. The line corresponds to $N = M(M + 1)/2$. Below the line we have guaranteed support recovery. Perfect recovery may also observed above the line.
Figure 2.2: Comparison of algorithms: Changing resolution $N$, $M = 20, k = N/5, L = 1024$.

Figure 2.3: Comparison of algorithms: Varying the number of sources $k$, $M = 20, N = 500, L = 1024$. 
**Figure 2.4**: Comparison of algorithms: Varying the source duration $L$. Other parameters are fixed to $M = 20, N = 500, k = 80$.

**Table 2.1**: Mean Success Ratio under Different Noise Levels. $M = 20, N = 500, k = 100, L = 100$

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>M-CoSaMP</th>
<th>M-SBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.4601</td>
<td>0.5962</td>
</tr>
<tr>
<td>20</td>
<td>0.5018</td>
<td>0.8159</td>
</tr>
<tr>
<td>30</td>
<td>0.5028</td>
<td>0.9172</td>
</tr>
<tr>
<td>Inf</td>
<td>0.5068</td>
<td>0.9335</td>
</tr>
</tbody>
</table>
2.4.3 EEG source localization

Given a segment of EEG data as $Y$, localizing the contributing sources in the brain can be done via solving the inverse problem $Y = AX$ in the MMV form, where a column $a_i$ of $A$ is the relative weights of the projection of $i$-th source to the scalp sensors, namely the lead-field matrix. To construct the dictionary, we sample $N$ possible source locations within the brain (grid), and compute the projection of a dipole activity in each grid to the scalp electrodes. We construct our data by first choosing a subset of size $k$ from $N$ possible sources and assign random Gaussian time series for duration $L$, thus obtaining uncorrelated source matrix $X$. We create scalp data by $Y = AX$. We aim to solve the inverse problem and find the support set even when more brain sources are active than the number of channels $k > M$. We test the performance of M-SBL for this type of data under various simulation parameters. See Figure 2.5
Figure 2.6: Mean failure ratio for support recovery of brain sources. $M = 32, N = 200$.  

Figure 2.7: Mean failure ratio for support recovery of brain sources. $M = 32, N = 250$. 
2.5 Conclusion

In this chapter, we showed that it is possible to perform localization (support recovery) of more sources than sensors using M-SBL applied directly on the time domain data. We theoretically provided sufficient conditions for exact recovery, conditions which were missing for previously suggested joint sparse algorithms in the case of more sources than sensors [53, 21]. Our experiments also demonstrated the superior performance of M-SBL when the conditions of guaranteed recovery of Theorem 1 do not hold.
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Chapter 3

Covariance-domain Dictionary Learning for EEG Source Identification

In this chapter, we propose an algorithm targeting the identification of more sources than channels for electroencephalography (EEG). Our overcomplete source identification algorithm leverages dictionary learning methods applied in the covariance-domain (Cov-DL). Assuming that EEG sources are uncorrelated in moving time-windows, and the scalp mixing is linear, forward problem can be transferred to the covariance domain which has higher dimensionality than the original EEG channel domain. This allows for learning the overcomplete mixing matrix that generates the scalp EEG, even when there may be more sources than sensors active at any time segment, i.e. non-sparse sources. This is contrary to straight-forward dictionary learning methods that leverage sparsity, which is not a satisfied condition in the case of low-density EEG systems. We present two different algorithms depending on the overcompleteness of the target dictionary. We demonstrate that Cov-DL outperforms existing overcomplete ICA
algorithms under various scenarios of EEG simulations and real EEG experiments.

3.1 Introduction

There are multiple reasons why an EEG source identification algorithm should be able to handle more sources than sensors. A main motivation is to increase the capabilities of EEG systems to handle large number of artifacts. Depending on the experiment settings and the length of recording, the number of distinct artifact sources could possibly outnumber the brain sources or even exceed the number of channels. In those cases, ICA solution matrix is occupied by artifact sources and only a few brain sources can be extracted from data, which limits further analysis of brain activity. Even in ideal conditions, i.e., when there are no artifacts, higher resolution is desired to better capture true brain dynamics, taking into account the possibility of more than $M$ sources being simultaneously active and/or changing brain source locations throughout the experiment.

It is also desirable to enhance the capabilities of low-density EEG devices that are becoming increasingly popular due to their relative low-cost and ease of use. Low-density EEG allows for a wide range of applications by facilitating EEG recording of mobile and possibly long duration experiments. However, because they are targeted for low-cost research and consumer markets, these systems usually contain about 8-19 channels for which the results of traditional ICA results would be insufficient for reliable brain source monitoring. Extracting more sources than channels may benefit low-cost clinical research and improve consumer-oriented BCI applications.

Here, we propose a covariance-domain dictionary learning algorithm, Cov-DL, that can identify more sources than number of channels for the EEG inverse problem. We note that our algorithm does not learn the explicit source time-series activity $X$ but
learns the overcomplete mixing matrix $A$ (projection of sources to scalp sensors) and the power of individual sources in a given data segment. In this sense, our algorithm is categorically placed between blind source identification and source separation methods.

### 3.2 Related Work

An important family of blind source identification methods is comprised of cumulant-based algorithms that incorporate second order (SOBI) [12] or fourth order statistics (FOOBI) [25]. In non-EEG settings, it was shown that FOOBI can identify a number of sources that are roughly quadratic in the number of sensors [25]. However, multiple studies [28, 3] showed that cumulant-based methods perform relatively poorly in EEG source separation tasks compared to maximum likelihood based methods such as Infomax [11]. Among all methods, AMICA, an EM-based maximum likelihood ICA framework with flexible source densities, [74], performed best in terms of extracting the most number of plausible brain sources while providing the highest independence among sources [28].

An extension of traditional ICA for the overcomplete case is provided by the ICA mixture model [56, 74]. This approach learns $N_{\text{model}}$ mixing matrices, $A_i \in \mathbb{R}^{M \times M}$, instead of learning one overcomplete mixing matrix $A$, in order to provide tractable computation. An adaptation of this method with AMICA, Multiple Model AMICA, was shown to be successful in identifying more sources than electrodes in some non-stationary EEG paradigms [74]. However, the mixture model has some drawbacks; because it assumes that at most $M$ sources are active at any given time and there are only a few disjoint sets of simultaneously active sources ($N_{\text{model}}$). This is problematic especially when $M$ is low. An ideal algorithm should be able to handle cases where any of $\binom{N}{k}$ sources, $1 \leq k \leq N$, can be jointly active. Our algorithm targets this case.
Another set of overcomplete ICA algorithms [5, 52] model the source estimates as \( \hat{X} = WY \), where \( W \in \mathbb{R}^{N \times M} \) is a tall unmixing matrix with full column rank. These algorithms optimize \( W \) and return the mixing matrix as \( A = W^T \). One of the recent algorithms of this type is RICA [52], an efficient method used for unsupervised feature learning in neural networks. We have found that in the complete mixing matrix case \( (M = N) \), RICA gives almost identical results with Infomax on EEG data. In this paper, we are considering the overcomplete setting for RICA and multiple model AMICA for comparison with our overcomplete method Cov-DL.

Dictionary learning-based sparse coding algorithms are closely related to overcomplete ICA methods. In the dictionary learning framework, the inverse problem is formulated as the following optimization problem,

\[
\min_{A, X} \frac{1}{2} \sum_{t=1}^{N_d} \| Y - AX \|_F^2 + \lambda \sum_{t=1}^{N_d} g(x_t) \tag{3.1}
\]

where \( g(\cdot) \) is a function that promotes sparsity of the source vector \( x_t \) at time index \( t \) and \( \lambda \) is the regularization parameter controlling the sparsity of the sources. Optimization is generally performed on \( A \) and \( X \) iteratively, namely learning \( X \) while keeping \( A \) fixed, and vice versa [2, 51]. Given a fixed dictionary \( \hat{A} \), the sources \( \hat{X} \) are learned by solving the following optimization

\[
\min_X \frac{1}{2} \sum_{t=1}^{N_d} \| Y - \hat{A}X \|_F^2 + \lambda \sum_{t=1}^{N_d} g(x_t) \tag{3.2}
\]

The true dictionary can be recovered if the sources \( x_t \) are sparse \( (k_t < M) \), where \( k_t \) is the number of active sources at time \( t \). The accuracy of recovery is strongly dependent on the level of sparsity as higher accuracy is achieved if \( k \ll M \). It was shown for various dictionary learning algorithms that the performance significantly drops as \( k \) approaches \( M \) [75]. Indeed, when \( k \geq M \), any full-row rank dictionary can provide a
source decomposition with sparsity $k$ and zero representation error $\|Y - AX\|_F^2$ for (3.1),
thus the true mixing matrix becomes unrecoverable. In the case of EEG, this allows at
most $k = O(M)$ EEG sources to be simultaneously active which limits direct applicability
of dictionary learning to low-density EEG systems.

Recently it was shown that given the true dictionary $A$, and a data segment
$Y_s \in \mathbb{R}^{M \times L_s}$, where $L_s$ is the length of the segment in data frames, M-SBL (multiple
measurement Sparse Bayesian Learning) applied directly on $Y_s$ can identify active
sources under the assumption that sources are uncorrelated in the time segment [6]. The
number of sources identified in this case is not limited by the number of channels $M$,
$1 \leq k \leq M(M + 1)/2$. This finding is supported by [72], where LASSO is applied
on the covariance matrix off the data segment $Y_s$ to obtain probability bounds on the
identification of active sources. Under the assumption of uncorrelated sources $X_s$, the
sample-covariance matrix $\frac{1}{L_s}X_sX_s^T$ is assumed to be nearly diagonal (“pseudo-diagonal”)
and expressible as $\Sigma_{X_s} = \frac{1}{L_s}X_sX_s^T = \Delta + E$, where $\Delta$ is a diagonal matrix composed of
diagonal entries of $\Sigma_{X_s}$. Hence in [72], $Y_s = AX_s$ is modeled as

$$
Y_sY_s^T = AX_sX_s^T A^T
$$

$$
\Sigma_{Y_s} = A\Sigma_{X_s}A^T
$$

$$
\Sigma_{Y_s} = A\Delta A^T + E = \sum_{i=1}^{N} \Delta_{ii}a_ia_i^T + E. \tag{3.3}
$$

Since the covariance matrix is symmetric, we can vectorize the lower triangular part of
both sides and obtain,

\[
\text{vech} (\Sigma_{Y_s}) = \sum_{i=1}^{N} \text{vech} (a_i a_i^T) \Delta_{ii} + \text{vech} (E)
\]

\[
\text{vech} (\Sigma_{Y_s}) = \sum_{i=1}^{N} d_i \Delta_{ii} + \text{vech} (E)
\]

\[
\text{vech} (\Sigma_{Y_s}) = \mathbf{D} \delta + \text{vech} (E)
\]  

(3.4)

where \( \mathbf{D} = [d_1, d_2, \ldots, d_N] \), \( d_i = \text{vech} (a_i a_i^T) \) and \( \text{vech}(\cdot) \) is a function that maps a symmetric matrix \( S \in \mathbb{R}^{M \times M} \) to its vectorized lower triangular matrix, of size \( \frac{M(M+1)}{2} \).

Here, we also define the inverse function \( \text{vech}^{-1}(\cdot) \), which takes as an input an \( \frac{M(M+1)}{2} \)-dimensional vector \( v \) and outputs a symmetric matrix of size \( M \times M \) whose lower triangular matrix consists of entries in \( v \). Thus, for any vector \( v \), we have \( v = \text{vech} \left( \text{vech}^{-1}(v) \right) \).

It was shown in [72] that this formulation, together with the correlation constraint (3.3) can identify \( O(M^2) \) sources given the true dictionary. We leverage this idea to also learn the dictionary \( \mathbf{A} \) from EEG data considering multiple segments from the overall recording. We also note that assumption of uncorrelated sources, albeit being a weaker constraint, is implied by the independence of sources, an assumption which was shown to be successful for EEG source separation [28].

### 3.3 Covariance-Domain Dictionary Learning (Cov-DL)

Here, we describe our covariance based dictionary learning algorithm that leverages the assumed uncorrelated nature of EEG sources. We start by segmenting the overall EEG data matrix \( \mathbf{Y} \in \mathbb{R}^{M \times N_d} \), sampled with frequency \( S_f \), into possibly overlapping segments \( \mathbf{Y}_s \in \mathbb{R}^{M \times t_s S_f} \) of \( t_s \) seconds, where \( s \) denotes the index for the corresponding segment. For each segment, the following equation holds under the linear mixture model
of EEG,

\[ Y_s = AX_s, \forall s \] (3.5)

and thus, \( Y_sY_s^T = AX_sX_s^TA^T \). Then, we calculate the sample data covariance \( \Sigma_{Y_s} = \frac{1}{L_s}Y_sY_s^T \), for each segment \( s \). We have,

\[
\begin{align*}
\Sigma_{Y_s} &= A\Delta_sA^T + E_s \\
\text{vech} (\Sigma_{Y_s}) &= \sum_{i=1}^{N} \Delta_{si} \text{vech} (a_i a_i^T) + \text{vech} (E_s) \\
\text{vech} (\Sigma_{Y_s}) &= D\delta_s + \text{vech} (E_s), \forall s. \tag{3.6}
\end{align*}
\]

where the vector \( \delta_s \) contains the diagonal entries of the source sample-covariance matrix \( \Sigma_{X_s} = \frac{1}{L_s}X_sX_s^T \), and the matrix \( D \in \mathbb{R}^{M(M+1)/2 \times N} \) consists of columns \( d_i = \text{vech} (a_i a_i^T) \).

Note that, for each segment, the left hand side of the equations are obtained from data while \( D \) and \( \delta_s \) are not known. Our goal is to first learn \( D \) and then find the associated matrix \( A \). We propose two different approaches to recover \( D \) and \( A \) which depend on the relation between the target number of total sources \( N \) and the number of channels \( M \). See Fig. 3.1.

### 3.3.1 Overcomplete D (Cov-DL-1)

When \( N \), the number of total sources to be identified for the whole EEG session, is larger than or equal to \( M(M + 1)/2 \), \( D \) in (3.6) is overcomplete. If we assume that at any given segment \( s \), there are less than \( M(M + 1)/2 \) active sources, namely \( \delta_s \) is sparse, then we can learn \( D \) by applying traditional dictionary learning methods on the set of data points \( \{ \text{vech} (\Sigma_{Y_s}), \forall s \} \). Note that, the sparsity constraint imposed here, that is \( k < M(M + 1)/2 \) is much weaker than the traditional sparsity constraint \( k < M \) and is
not necessarily violated when $k > M$.

After learning dictionary $\mathbf{D}$, we can find the mixing matrix $\mathbf{A}$ that generated $\mathbf{D}$ through the relation $\mathbf{d}_i = \text{vech} \left( \mathbf{a}_i \mathbf{a}_i^T \right)$. For each column of the dictionary we optimize,

$$\min_{\mathbf{a}_i} \| \mathbf{d}_i - \text{vech} \left( \mathbf{a}_i \mathbf{a}_i^T \right) \|_2^2 \quad (3.7)$$

or equivalently,

$$\min_{\mathbf{a}_i} \| \text{vech}^{-1} (\mathbf{d}_i) - \mathbf{a}_i \mathbf{a}_i^T \|_F^2 \quad (3.8)$$

The global minimum for this optimization problem is $\hat{\mathbf{a}}_i = \sqrt{\lambda_1} \mathbf{b}_1$, where $\lambda_1$ is the largest eigenvalue of $\text{vech}^{-1} (\mathbf{d}_i)$, and $\mathbf{b}_1$ is the associated eigenvector. For a visualization of the algorithm, see Fig. 3.2. Since there is a sign ambiguity in the learned basis vectors for dictionary learning algorithms, we run the above optimization for $\mathbf{d}_i$ and $-\mathbf{d}_i$ and choose $\mathbf{a}_i$ with the lowest cost.

### 3.3.2 Undercomplete D (Cov-DL-2)

### 3.3.3 Undercomplete D (Cov-DL-2)

When, $N < M(M + 1)/2$, the data points $\{\text{vech} (\Sigma_Y), \forall s\}$ live on or near a subspace of dimension $N$, which is spanned by the columns of $\mathbf{D}$. We denote this subspace as $\mathcal{R} (\mathbf{D})$. We can learn $\mathcal{R} (\mathbf{D})$ with methods such as Principal Component Analysis (PCA) without imposing any sparsity constraints on $\delta_s$. However, the set of basis vectors $\mathbf{U}$ that a subspace learning algorithm, such as PCA, returns only guarantee $\mathcal{R} (\mathbf{D}) = \mathcal{R} (\mathbf{U})$, not $\mathbf{U} = \mathbf{D}$. Therefore, we can extract $\mathcal{R} (\mathbf{D})$ but there is an ambiguity about the basis vectors $\mathbf{D}$. Note, however, that we can enforce the conditions that the columns of $\mathbf{D}$ satisfy $\mathbf{d}_i = \text{vech}(\mathbf{a}_i \mathbf{a}_i^T)$ and also span $\mathcal{R} (\mathbf{U})$ as closely as possible. Furthermore, since
the projection operator for a given subspace is unique, namely $\mathcal{R}(D) = \mathcal{R}(U)$ if and only if $D(D^TD)^{-1}D^T = U(U^TU)^{-1}U^T$, we can obtain $A$ by solving the following optimization problem.

$$\min_{a_i} \|D(D^TD)^{-1}D^T - U(U^TU)^{-1}U^T\|^2_F$$

s.t. $d_i = \text{vech}(a_i a_i^T)$  \hspace{1cm} (3.9)

where $U$ is learned through a subspace learning algorithm on data points \{vech $(\Sigma_s)$, $\forall s$\}. We compute the above cost function’s gradient w.r.t $A$ using the chain rule and can minimize the cost function using quasi-Newton optimization methods. We emphasize that although $D$ is not overcomplete in this case, the mixing matrix $A$, which relates the cortical sources to the scalp EEG sensors, can still be complete or overcomplete. For a visualization of the algorithm, see Fig. 3.3.

### 3.3.4 Remarks

We provide some comments about important aspects of above described algorithms. First, notice that the number of data points that Cov-DL is trained on is substantially reduced because of segmenting and learning in the covariance-domain (there is now effectively one data point per segment). For example, if $t_s$ is 4 seconds and sampling rate is 250Hz, the total number of data points used is $\frac{1}{1000} N_d$ if the segments are non-overlapping. The number of data points for Cov-DL will increase as the overlap ratio increases. However we have found that algorithm performance does not improve when the overlap ratio of consecutive segments increases beyond 0.5. The reduced number of data points in the Cov-DL-1 framework linearly speeds up the dictionary learning computation time and makes its application to EEG feasible.

The segment length $t_s$ is an important parameter that affects the performance of
the algorithms. If the segment length $t_s$ is short, the sample-covariance $\frac{1}{t_s}X_sX_s^T$ is no longer pseudo-diagonal and thus the derivation in (3.6) is not accurate. On the other hand, as $t_s$ gets longer, the number of active sources in a segment increases (becomes less sparse), thus the performance of Cov-DL-1 will decrease. We have found that the choice $t_s \in [2, 4]$sec. provides a good compromise in our experiments.

We also note that for both algorithms to succeed, the power of the individual sources in segments $\delta_s$ should not stay constant throughout the recording. This is required to ensure that $D$ is identifiable for algorithm Cov-DL-1 and that the data points $\Sigma_Y$ obtained by $D\delta_s$ fill the space spanned by $D$ for Cov-DL-2. This requirement holds for most EEG sources, including event-related potentials/oscillations and eye/head movement related artifact sources. To the best of our knowledge, the only EEG source that has constant power across the whole recording is electronic noise/line noise. Yet, the characteristics of this source is available (a 50Hz/60Hz sine wave) and can be filtered in the pre-processing step of EEG analysis.

Finally we note that for algorithm Cov-DL-1, one can choose any dictionary learning algorithm for learning $D$. Here, we use Bilinear Generalized Approximate Message Passing (BiGAMP-DL) [75], an EM-based bayesian dictionary learning method leveraging approximate message passing. This method has the advantage of automatically learning the sparsity level and signal-to-noise ratio (SNR). For Cov-DL-2, we have used the robust PCA method described in [40] to identify $U$.

The success of the algorithm Cov-DL-1 is determined by the success of dictionary learning stage, namely if $d_i$ are identifiable then so are $a_i$. For Cov-DL-2, direct learning of the subspace spanned by basis vectors of the form $\text{vech}(a_i a_i^T)$ may not have a unique global solution depending on the true generator basis vectors. However, our simulations showed that solution tends to be unique as $N$ gets lower ($M < N < M(M + 1)/2$). Moreover, the cost function (3.9) may have local minima. Therefore, we recommend
using several random initial points. This does not bring a lot of computational burden since this stage of the algorithm is already independent of the original data length and is very efficient.

### 3.4 Experiments

#### 3.4.1 EEG Simulation

First we test our algorithm on three simulated data scenarios, for which we exactly know the ground truth mixing matrix $A_{\text{true}}$. We simulate the placement of 32 electrodes on the scalp as shown in Fig. 3.5b. To generate the mixing matrix, we place dipolar sources in the brain using the Montreal Head Institute (MNI) head model. We assign random locations and random orientations for each dipole. Using the FieldTrip toolbox [71], we compute the projection weights of the $i$-th dipole to each channel (scalp maps) and obtain the true $a_i$. See Fig. 3.5b. For realistic source activations $X$, we generate an AR (auto-regressive) model via Source Information Flow Toolbox (SIFT) [27] under EEGLAB [26] and obtain super-Gaussian source activations of duration 66 minutes with 100Hz sampling rate. We choose a segment length $t_s = 2\text{sec.}$ (200 frames) and scale the sources in each segment with a random weight uniformly assigned in the continuous interval $[1,2]$ to model the possibly varying power dynamics of brain sources across the recording.

For the first scenario, we first test and compare algorithms for the case of a complete mixing matrix ($M = N$). We select $M = N = 32$, for an overcompleteness ratio of $N/M = 1$. We also let $k = N = 32$, so that all the sources are active in any given segment. We generate scalp EEG with $Y = A_{\text{true}}X$ and apply Cov-DL-2 on $Y$ with $t_s = 2\text{sec}$ non-overlapping segments. The accuracy of the result is measured as the ratio of the number of scalp maps that are recovered (having correlation higher than 0.99 with
true scalp maps) to N. We compare our algorithm with the 1-model AMICA [74] and RICA [52].

For the second scenario, we have $M = 32, N = 64$, and overcompleteness ratio $N/M = 2$. We also let $k = N = 64$, and again all the sources are active in any given segment. We generate scalp EEG with $Y = A_{\text{true}}X$ and apply Cov-DL-2 on $Y$ with $t_s = 2\text{sec}$ non-overlapping segments. We compare our algorithm with the overcomplete ICA method RICA [52] and concatenated dictionary obtained from multi-model AMICA ($N/M = 2$ models in this case) [74].

For the third scenario, we have $M = 8, N = 40, k = 10$, and overcompleteness ratio $N/M = 5$. In each segment a randomly selected $k$ out of $N$ sources are retained and $N-k$ sources are assigned no activation. At any given segment there are more active sources than channels ($k > M$) and the set of active sources are changing throughout the recording. We select $M = 8$ channels out of the 32 channels shown in Fig. 3.5b such that we uniformly cover the whole head. In this case, since $N \geq M(M + 1)/2$ and $k < M(M + 1)/2$, we use Cov-DL-1. We compare with the results obtained from RICA and 5-model AMICA ($N/M = 5$).

The results of three scenarios are shown in Fig. 3.6. It can be seen that when $M = N$, single model AMICA shows perfect source identification whereas Cov-DL performs slightly worse but still has accuracy of 0.9687 (recovers 31/32 components). This might be because fewer number of data points (number of segments) are fed to Cov-DL compared to AMICA and AMICA has the ability to model arbitrary source probability densities in an adaptive way. RICA performs the worst with an identification ratio of 0.9375 even under ideal complete conditions. This is likely due to the high coherence of the realistic mixing matrix, since other experiments showed that RICA demonstrates perfect recovery with random mixing matrices (a low coherence situation). In the overcomplete scenarios, we see that there is a drop in the performance of all
algorithms. AMICA and RICA perform poorly due to their differences in modeling the overcompleteness. Multi-model AMICA considers a mixture ICA model which has only few distinct states and can handle at most \( M \) sources active at a given time. RICA fits a super-Gaussian distribution to sources obtained as \( \mathbf{WY} \) where \( \mathbf{W} \) is a tall unmixing matrix. However, sources derived in this form cannot be truly independent simply due to the necessary linear dependence of the rows of a tall matrix. Cov-DL is free of these drawbacks of existing ICA algorithms, and can handle more sources than sensors without requiring sparsity of any form as opposed to traditional dictionary learning algorithms which prohibit their use when \( k > M \).

### 3.4.2 Experiments on Real EEG

Unlike simulated EEG, the true mixing matrix for real EEG is not known beforehand. In order to test our algorithm’s performance on real EEG data, we follow the strategy proposed below.

Suppose we have an actual dataset that has \( M_{\text{orig}} \) channel recordings. After rejection of the artifact windows and contaminated channels, suppose that \( N \) channels remain. Then, we apply Extended Infomax ICA and extract \( N \) sources and their associated scalp maps. We regard these scalp maps as ground truth mixing matrix and measure how well the proposed algorithms recover these scalp maps from using only a subset of \( M \) channels out of \( N \) (\( M < N \)). We choose \( M \) channels in a spatially uniform manner as in the previous section. We compare algorithms on 3 different types of datasets; 1) EEGLAB sample data, 2) a Motor Imagery task, 3) a Arrow Flanker task. The results are shown in Figures 3.7,3.8,3.9. The segment length for Cov-DL is \( t_s = 2 \text{sec} \), with an overlap ratio of 0.5 between consecutive segments. We plot the the sorted correlation values of resulting scalp maps with the best column match in the ground truth mixing matrix. In all 3 datasets, Cov-DL shows consistently higher correlations than multi-model
AMICA and RICA. We also plot the correlation results of complete extended Infomax applied on $M$ channels to show the importance of overcomplete approaches for accurate source identification in low-density EEG systems.

### 3.5 Conclusion

We proposed a dictionary learning framework, Cov-DL, that incorporates the presumed uncorrelated nature of EEG sources, which is a related but a weaker assumption than EEG source independence [64, 28]. Identification of the mixing matrix is carried to a higher dimensional covariance-domain, which enables source identification even if the number of sources active at any time is larger than the number of sensors - sparsity is not required. We proposed two different algorithms which depend on the relation between the number of sources targeted and number of sensors available. We have shown that the proposed algorithm Cov-DL is more successful than existing overcomplete ICA algorithms for finding the true generating matrix in EEG simulations. We have also demonstrated the power of Cov-DL on real data. The proposed algorithm, because of its ability to provide higher resolution than the number of sensors, can potentially increase the applicability of low-cost, low-density EEG systems in biomedical research.
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Figure 3.1: The summary of two different strategies of Cov-DL for overcomplete EEG source identification. Cov-DL-1 involves dictionary learning stage thus $k < M(M+1)/2$ sources are assumed to be active at any given segment. Cov-DL-2 does not require sparsity of sources.
Figure 3.2: A geometrical explanation of Cov-DL for $M = 2, k = 2$. If $N = 3$, then $A \in \mathbb{R}^{2\times 3}$, and $D \in \mathbb{R}^{3\times 3}$. In this case $d_1, d_2, d_3$ are identifiable with a DL algorithm applied on the data of vectorized outer products. Associated $a_1, a_2, a_3$ can then be found via solving Eq. (3.8).

Figure 3.3: A geometrical explanation of Cov-DL for $M = 2, k = 2$. If $N = 2$, then $D \in \mathbb{R}^{3\times 2}$, and data is not sparse since $k = N = 2$. $D$ is not identifiable through learning the 2-dimensional subspace. We solve Eq. (3.9) to directly find $A$ such that $D$ will span $\mathcal{R}(U)$ (Cov-DL-2).
Figure 3.4: (a) Randomly located and oriented $N = 64$ dipoles/sources in the MNI head model that generate the simulated EEG. (b) Some of the scalp maps associated with the dipoles in (a). These constitute columns of true mixing matrix $A_{\text{true}} \in \mathbb{R}^{32 \times 64}$. 
Figure 3.5: (a) Outer product of the source matrix in a 2sec. segment (sample-covariance) from Scenario 1; $M = 32, N = 64, k = 64$. (b) Outer product of the source matrix in a 2sec. segment from Scenario 2; $M = 8, N = 40$. $k = 10$ sources are active at any given segment.
Figure 3.6: Simulation results for three cases: complete, x2 overcomplete, x5 overcomplete. Complete case: $M = 32, N = 32, k = 32$, Cov-DL-2 is used. Second case: $M = 32, N = 64, k = 64$, Cov-DL-2 is used. Third case: $M = 8, N = 40, k = 10$, Cov-DL-1 is used.
Figure 3.7: EEGLAB sample data. $M = 5, N = 30$. AMICA is trained with 6 models. Cov-DL-1 is performed.

Figure 3.8: Motor Imagery Task, $M = 5, N = 30$. Cov-DL-1 is performed.
**Figure 3.9:** Arrow Flanker task. $M = 11, N = 30$. AMICA is trained with 3 models. Cov-DL-2 is used.
Chapter 4

Basis Selection for Independent Sources

In this chapter, we pose and suggest a solution to the following problem: “Given multichannel linear source mixture data of \( n \) points \( Y = \{y_1, y_2, \ldots, y_n\} \in \mathbb{R}^{M} \), and an overcomplete dictionary \( A \) of basis vectors \( a_i \in \mathbb{R}^{M} \), how can we construct a complete basis \( A_0 \) by selecting columns from \( A \) such that the sources \( X = A_0^{-1}Y \) are statistically as independent as possible from each other?” While conventional independent component analysis (ICA) methods find the mixing matrix \( A_0 \) from scratch given \( Y \), we restrict ourselves to selecting basis vectors from a known set of an overcomplete dictionary. Our aim differs from the previous simultaneous sparse signal recovery literature in the sense that we consider solutions with a basis set of size \( k = M \) instead of \( k < M \). We develop two methods named BASICA and BASRICA which result from the modifications of the maximum likelihood equivalent of the Infomax approach and reconstruction-ICA (RICA), respectively. We show the relation of our algorithms to multiple measurement sparse bayesian learning (M-SBL) in the noiseless case, showing our methods include a larger family of algorithms of which noiseless M-SBL is a special case.
4.1 Introduction

Independent Component Analysis (ICA) has been used in many different contexts and has found a vast number of applications in diverse fields of engineering, including but not limited to blind source separation, neural networks, and biomedical source localization [20]. The common underlying model in these applications is given by

\[ Y = AX, \quad (4.1) \]

where \( Y \in \mathbb{R}^{M \times n} \) is a data matrix in which each column \( y_t \) is a data vector, \( A \in \mathbb{R}^{M \times N} \) is the mixing matrix, and \( X \in \mathbb{R}^{N \times n} \) is composed of \( N \) component (source) activations. ICA aims to find the unknown mixing matrix \( A \) such that the associated source activations (rows of \( X^* = A^{-1} Y = W Y \)) are (maximally) statistically independent of each other. For simplicity, it is usually assumed that the mixing matrix is square, although extensions to other cases are also possible [20, 88]. Learning is usually performed without restrictions on \( A \). Although different constrained ICA algorithms have been considered in the past [61], the constraint we use here differs from previous efforts.

Unlike common ICA algorithms, we restrict ourselves to selecting basis vectors from a pre-designated set with the goal of finding maximally independent sources. To the best of our knowledge, previous efforts for “source separation on a fixed dictionary” focused on finding a sparse solution for source activations \( X \) [94, 58, 108], instead of aiming for the maximally independent solution. The dictionary of basis vectors can be known \textit{a priori}, or can be designed (constructed) in different ways depending on the application, e.g., lead-field matrix for EEG. Although our constraint gives less freedom in learning the mixing matrix, it has some advantages over standard ICA approaches. In particular, since the solution space is finite (although combinatorially large), our approach requires less data than standard ICA to find the true mixing matrix, as we demonstrate in
our experiments.

One of the biggest problems with current simultaneous sparse approximation approaches (joint sparsity or MMV) is that the number of active sources can be assumed to be sparse but the sparsity level $k$ (the number of active sources) is usually unknown, as in EEG/ECoG (electrocorticography) problems. Given an EEG segment and a dictionary of possible sources, solving for a simultaneous sparse solution is therefore problematic. Our approach handles this problem by choosing $M$ columns from the dictionary, and evaluating how much mutual information is reduced by projecting data onto the achieved complete basis set. Such a measure of independence is needed to assess how well we recover the unknown sources when we have no knowledge of the sparsity of the sources other than the assumption of maximal statistical independence among them. For most dictionaries, any randomly selected $M$ columns from the dictionary would span the space that data lives in, but resulting sources would not necessarily be independent.

As in the case of joint sparse signal recovery, the problem that we pose is a non-trivial, NP-hard combinatorial search problem for which one might need to first consider $\binom{N}{M}$ basis sets, and then choose the one that gives maximal independence among the resulting source activations, measurable via mutual information reduction as defined in [28]. Here, we provide polynomial time, sub-optimal algorithms that we show can perform sufficiently well in many cases. It is important to note that the solution we are after selects $M$ columns of the dictionary, and therefore differs from the traditional simultaneous sparse approximation goal to choose $k \ll M$ columns from the dictionary. Still, connections to simultaneous sparse signal recovery algorithms exist as we discuss the relationship of our algorithms to multiple measurement sparse bayesian learning (M-SBL). M-SBL and related automatic relevance determination methods assume a non-sparsity inducing Gaussian prior on the source activation densities yet still achieve sparse solutions [98]. The drawback of these algorithms is that the active source densities
in real data usually do not fit well with the Gaussian assumption. Palmer et al. suggested a variational method to handle non-Gaussian source priors [73], which is, however, tailored for the single data vector case $n = 1$, and thus not applicable to our problem. Our algorithms suggest a direct way to incorporate arbitrary differentiable priors into the formulation as in the standard ICA framework.

The outline of the chapter is as follows: Section 4.2.2 formulates the conventional maximum likelihood (ML) ICA algorithm and modifies it to derive BASICA selection framework. Section 4.2.3 derives BASRICA algorithm using the reconstruction ICA (RICA) formulation. In Section 4.3.1, we point out connections of both algorithms to M-SBL [97]. Section 5.4 performs tests on synthetic and real data.

4.2 Methods

4.2.1 Greedy Methods

First, we suggest a few greedy approaches to tackle the problem of basis selection for independence of the sources. As in the case of greedy methods proposed for sparse signal recovery [67, 70, 91, 22], we will construct our solution $A_0$ (basis set) by adding basis vectors to the set one by one. We propose 3 methods to do so. But first, we define the measure of independence we will use (Mutual Information Reduction) inside these greedy algorithms.
\[ \text{MIR}_Y(W) = I(x) - I(y) \]
\[ = \sum_{i=1}^{M} h(x_i) - \sum_{i=1}^{M} h(y_i) - h(x) + \ldots \]
\[ \ldots + \log |\det W| + h(x) \]
\[ = \log |\det W| + \sum_{i=1}^{M} h(x_i) - \sum_{i=1}^{M} h(y_i). \quad (4.2) \]

We describe 3 greedy algorithms that make use of MIR as a decision criteria. MIR is only computable if \( W \) and thus \( A \) is square. Therefore, unlike greedy sparse recovery methods, at each step we need a complete basis set to measure MIR. Here, we propose 3 different methods to construct the complete mixing matrix at each step.

**Greedy RICA (gRICA):** Assume that at iteration \( k \), we have already constructed an \( M \times k \) basis set \( A_0^{(k-1)} \). We select a basis vector \( a_i \) from the dictionary atoms that is not used in \( A_0^{(k-1)} \) and temporarily construct \( A_0' = [A_0^{(k-1)}, a_i, X] \), where \( X \in \mathbb{R}^{M \times (M-k)} \) is unknown. While keeping the first \( k \) columns of the matrix \( A_0' \) constant, we learn best \( X \) using the cost function of an ICA method applied on data \( Y \). (we use RICA [52] for speed/accuracy tradeoff). We do this for all columns of the atom, calculate the MIR (4.2) resulting from each ICA and choose the atom that gives maximum MIR in the \( k \)-th step. Then, we move on to the next iteration.

**Greedy PCA (gPCA):** Since the number of ICA optimizations gRICA performs is \( O(MN) \), it is computationally very costly and can be easily unfeasible when the dictionary gets large. To reduce this drawback, we suggest gPCA which uses PCA to find the complementary basis \( X \) instead of ICA as in gRICA. The speed of this method is substantially faster than gRICA with the cost of decreased accuracy.

**Identity Complement Basis (gEye):** Instead of optimizing the complementary
basis \( \mathbf{X} \), we can assume that it is also fixed, e.g., last \( M - k \) columns from the identity matrix. At each step \( k \), we only compute MIR achieved with the possible inclusion of \( a_i \) in the solution set, and choose \( a_i \) with maximum MIR.

We will test the effectiveness of these algorithms with simulations. First experiment deals with the case of a random dictionary \( \mathbf{A} \). In each trial, we have randomly selected 10 sources from the dictionary and generated the data \( \mathbf{Y} \) using these sources. We have generated source activations of 1000 data points sampling from generalized Gaussian densities \((p = 1.6, \text{super-Gaussian}).\)

In our second experiment, we have replaced second half of the dictionary with the inverse sphering matrix of the data \( \mathbf{Y} \). This creates a more coherent dictionary compared to a random dictionary and also confuses algorithms that are do not directly optimize independence but orthogonality (uncorrelatedness). We have performed 100 trials for each experiment and calculated the mean failure ratio for support recovery. See results in Figure 4.1.

gRICA performs very well in both cases. However, one major drawback of this method is its computation time (5min. for a single trial of length \( L = 1000, M = 10, N = 20 \)). As \( M \) and \( N \) increase number of ICA computations will increase with \( O(MN) \) but also each ICA computation will be more expensive. Therefore, these greedy methods are not feasible for EEG applications and we need more efficient algorithms. Here, we suggest 2 non-greedy algorithms that are derived by modifying existing ICA algorithms.

### 4.2.2 BASICA

It was shown by [19] that the Infomax approach to the ICA problem is equivalent to the maximum likelihood formulation of data. The likelihood of the data, which is to
Figure 4.1: $M = 10, N = 20, L = 1000$. gRICA performs the best in both cases. Average computation time for gRICA is 303 seconds for one trial.
be maximized, can be expressed as

\[ p(Y) = \prod_{t=1}^{n} \frac{1}{|\text{det} A^{-1}|} p_s(A^{-1}y_t) = \prod_{t=1}^{n} \frac{1}{|\text{det} A|} p_s(A^{-1}y_t) \quad (4.3) \]

where \( p_s(.) \) is the vector source density function. When \( A \) or \( W \) is not invertible, the nonexistence of \( |\text{det} W| \) is handled by the substitution of \( |\text{det} WW^T|^{\frac{1}{2}} \) in the undercomplete case [88], which becomes equal to \( |\text{det} W| \) when \( W \) is complete. Similar term for \( |\text{det} A| \) would be \( |\text{det} AA^T|^{\frac{1}{2}} \) when \( A \) is overcomplete. Our goal is to select among columns of \( A \) the basis set which provides independence among resulting source activations. In order to be able to use the general maximum likelihood ICA framework, we model the generating matrix as \( A_{\text{gen}} = A\Gamma^{\frac{1}{2}} \), a weighted selection of columns of \( A^\dagger \). The weight matrix \( \Gamma = \text{diag}(\gamma) \) is a diagonal matrix of size \( N \times N \) with nonnegative unknown values on the diagonal which we will learn, with the idea that at the end of the learning phase we are going to achieve \( M \) nonzero elements in \( \gamma \), therefore effectively selecting \( M \) columns of the dictionary \( A \). We denote the matrix of nonzero columns of \( A_{\text{gen}} \) as \( A_0 \).

Adopting the methodology proposed in [88], we substitute \( |\text{det} A| \) in (4.3) with \( |\text{det} \Gamma^{\frac{1}{2}}(A\Gamma^{\frac{1}{2}})^T|^{\frac{1}{2}} = |\text{det} \Gamma^{\frac{1}{2}}A^T|^{\frac{1}{2}} \). One should note that when \( \gamma \) has \( M \) nonzero values, \( |\text{det} \Gamma^{\frac{1}{2}}A^T|^{\frac{1}{2}} \) is equal to the determinant of the underlying forward model \( A_0 \), and if \( \gamma \) has more than \( M \) nonzero values, the determinant still exists. Here, we assume that \( \text{rank}(Y) = M \), so at least \( M \) columns of \( A \) will be needed to explain the data, which ensures at least \( M \) elements of \( \gamma \) will be nonzero.

The backward transformation to the source domain is given by

\[ x_t = A_{\text{gen}}^\dagger y_t = (A\Gamma^{\frac{1}{2}})^\dagger y_t, \quad (4.4) \]

where \( A^\dagger \) denotes the pseudoinverse of the noninvertible matrix \( A \). Here, we should

\(^1\)The square root weighting \( \Gamma^{\frac{1}{2}} \) is used instead of \( \Gamma \) to make the connection to M-SBL more obvious
note that although the pseudoinverse mapping to the source domain for overcomplete dictionaries is not always used to perform the ML overcomplete ICA framework [57], it suits well for our problem, which is rather different than the conventional overcomplete ICA. Since our goal is to find a basis set of size $M \times M$ instead of an overcomplete one, $x_t = (A \Gamma^{\frac{1}{2}})^\dagger y_t$ serves to compute the regular inverse on the selected $M$ columns of $A$ in a weighted manner and place it at the corresponding locations in $N$-dimensional $x_t$ vector, such that $x_t$ has $N - M$ zero values. With this source mapping, we can write the data likelihood for our problem as,

$$p(Y) = \prod_{t=1}^{n} \frac{1}{|\det A \Gamma A^T|^{\frac{1}{2}}} p_s((A \Gamma^{\frac{1}{2}})^\dagger y_t)$$  \hspace{1cm} (4.5)$$

$$p(Y) = \prod_{t=1}^{n} \frac{1}{|\det A \Gamma A^T|^{\frac{1}{2}}} p_s((\Gamma^{\frac{1}{2}} A^T (A \Gamma A^T)^{-1}) y_t)$$  \hspace{1cm} (4.6)$$

Note that $p_s(x_t)$ is a vector source distribution and can be decomposed as $p_s(x_t) = \prod_{i=1}^{N} p_{s_i}(x_{ti})$ under the independence formulation. Here, we choose an analytical source density function $p_{s_i}(.)$ to be able to explicitly write and optimize (4.6). We use the super-Gaussian density $p_{s_i}(x) = c \text{sech}(x)$, which has been shown to be suitable for EEG sources in the past [41]. Moreover, the use of a super-Gaussian source density also enhances the selection property of the algorithm, namely the convergence to sparse $\gamma$ and equivalently large number of zero rows of sources $X$. It should also be emphasized that although the actual sources might have arbitrary variances, we fix $p_{s_i}(x) = C \text{sech}(x)$ for each source, with zero mean and a fixed variance. The zero mean condition is easy to satisfy by removing the mean of the data, and we are able to allow fixed variance for each source $s_i$ due to the source equation $x_t = (A \Gamma^{\frac{1}{2}})^\dagger y_t$ in (4.6), i.e. the actual source variances are embedded in $\Gamma$. Sources with higher variance will have higher $\gamma_i$.

Separating the vector source distribution in (4.6) into individual scalar source distributions and taking the $-2 \log(.)$ transformation of likelihood gives the following,
which is to be minimized:

$$
L(\gamma) = n \log |\det \mathbf{A}\Gamma\mathbf{A}^T|
$$

$$
-2 \sum_{i=1}^{n} \sum_{j=1}^{N} \log p_{s_i}(\gamma_j^\frac{1}{2} a_i^T (\mathbf{A}\Gamma\mathbf{A}^T)^{-1} y_t).
$$

(4.7)

The vector $a_i$ is the $i$-th column of $\mathbf{A}$. We minimize the above quantity over $\gamma$, which is the only unknown in the model. This approach involves computing the gradient of $L(\gamma)$ with respect to $\gamma$ and rearranging the terms to achieve the following fixed point update.

Derivation of the update rule for $\gamma$ starts with taking the gradient of $L(\gamma)$ w.r.t $\gamma_i$. For ease of notation, we separate the two terms in (4.7) and write $L(\gamma) = L_1(\gamma) + L_2(\gamma)$, with

$$
L_1(\gamma) = n \log |\det \mathbf{A}\Gamma\mathbf{A}^T|
$$

(4.8)

$$
L_2(\gamma) = -2 \sum_{i=1}^{n} \sum_{j=1}^{N} \log p_{s_i}(\gamma_j^\frac{1}{2} a_j^T (\mathbf{A}\Gamma\mathbf{A}^T)^{-1} y_t)
$$

(4.9)

Setting $\Sigma = (\mathbf{A}\Gamma\mathbf{A}^T)$ and calculating the gradient for each, we get,

$$
\frac{\partial L_1}{\partial \gamma_i} = n a_i^T \Sigma^{-1} a_i
$$

(4.10)

$$
\frac{\partial L_2}{\partial \gamma_i} = -2 \sum_{i=1}^{n} \nabla_i(t)
$$

(4.11)

where

$$
\nabla_i(t) = - \left( \sum_{j=1}^{N} \frac{p_j'(f(j)y_t)}{p_s(f(j)y_t)} \left( f(j)a_i a_i^T \Sigma^{-1} y_t \right) \right)
$$

(4.12)

$$
+ \frac{p_i'(f(i)y_t)}{p_s(f(i)y_t)} \left( \frac{1}{2} \gamma_i^\frac{1}{2} a_i^T \Sigma^{-1} y_t \right)
$$

(4.13)
with
\[ f(j) = \gamma_j^i a_j^T \Sigma^{-1}. \]

For the distribution we used here, \( p_s(x) = -\tanh(x) \) if \( p_s(x) = C \text{sech}(x) \).

To achieve the fixed point update we set the gradient equal to 0 and obtain the following equality
\[ n a_i^T \Sigma^{-1} a_i = 2 \sum_{t=1}^{n} \nabla_i(t) \]

Following the approach of [62], we form the fixed point update as
\[ \gamma_i^{(k+1)} = \gamma_i^{(k)} \frac{2 \sum_{t=1}^{n} \nabla_i(t)}{na_i^T \Sigma^{-1} a_i}. \]  \hspace{1cm} (4.14)

We initialize the algorithm with \( \gamma_i^{(0)} = 1, \forall i \), and perform the updates for a fixed number of iterations, or stop once the changes in \( \gamma \) are below a threshold.

### 4.2.3 BASRICA

In [52], Le et al. proposed an ICA algorithm called Reconstruction ICA (RICA) using a soft reconstruction cost, which is also applicable to the overcomplete ICA case. Instead of finding the mixing matrix, RICA optimizes the tall unmixing matrix \( W \in \mathbb{R}^{N \times M} \) with the following objective function.

\[ \min \frac{1}{2} \sum_{t=1}^{n} \|W^T W y_t - y_t\|_2^2 + \lambda \sum_{j=1}^{N} \sum_{t=1}^{n} g(W_j y_t) \]  \hspace{1cm} (4.15)

We modify the RICA objective function such that it allows for a basis selection from a known dictionary \( A \). Using the same idea as in Section 4.2.2.A, we regard the mixing matrix as a weighted selection of columns from the dictionary \( A \), namely
\( \mathbf{A}_{\text{gen}} = \mathbf{A} \mathbf{\Gamma} \), with the projection to the source domain as \( \mathbf{x}_t = \mathbf{W}' \mathbf{y}_t = (\mathbf{A} \mathbf{\Gamma})' \mathbf{y}_t \). If the data is whitened by the sphering matrix \( \mathbf{S} \), such that \( \hat{\mathbf{y}}_t = \mathbf{S} \mathbf{y}_t \), the source equation can be rewritten as \( \mathbf{x}_t = \mathbf{W} \hat{\mathbf{y}}_t = (\mathbf{A} \mathbf{\Gamma})' \mathbf{S}^{-1} \hat{\mathbf{y}}_t \). Plugging \( \mathbf{W} = (\mathbf{A} \mathbf{\Gamma})' \mathbf{S}^{-1} = \mathbf{\Gamma} \mathbf{A} (\mathbf{A} \mathbf{\Gamma}^2 \mathbf{A}^T)^{-1} \mathbf{S}^{-1} \) into (4.15) gives the following function to be optimized for BASRICA.

\[
\min_{\gamma} \frac{1}{2} \sum_{t=1}^{n} \| \mathbf{S}^{-T} (\mathbf{A} \mathbf{\Gamma}^2 \mathbf{A}^T)^{-1} \mathbf{S}^{-1} \hat{\mathbf{y}}_t - \hat{\mathbf{y}}_t \|_2^2 + \ldots \\
\ldots + \lambda \sum_{j=1}^{N} \sum_{t=1}^{n} g(\gamma a_j^T (\mathbf{A} \mathbf{\Gamma}^2 \mathbf{A}^T)^{-1} \mathbf{S}^{-1} \hat{\mathbf{y}}_t) 
\]

(4.16)

To be consistent with the BASICA formulation we choose \( g(.) = \log(\text{sech}(.)). \) One of the benefits of this optimization problem is that it allows us to use unconstrained solvers, e.g. L-FBGS. Since RICA results in a degenerate solution \( \mathbf{W} \) (only \( M \) nonzero rows) without row normalization, we expect \( \mathbf{\Gamma} \mathbf{A} (\mathbf{A} \mathbf{\Gamma}^2 \mathbf{A}^T)^{-1} \) to converge to \( N - M \) zero rows as well, equivalently to a sparse \( \gamma \). Moreover, the sparsity of the solutions can be altered with the trade-off parameter \( \lambda \). Figure 4.2 shows the BASRICA solutions for different \( \lambda \) on the same data.

### 4.3 Connections to M-SBL

#### 4.3.1 BASICA

In this section, we explore the connection of BASICA to M-SBL which is the modification of sparse bayesian learning (SBL) algorithm to the simultaneous sparse approximation [97]. M-SBL is originally aimed at finding a sparse representation of a data matrix \( \mathbf{Y} \) given a dictionary \( \mathbf{A} \), namely finding \( k < M \) columns of \( \mathbf{A} \) that may be the generating basis for the data. In order to be able to represent data that lives in an

\[^2\text{Without loss of generality, we choose the weighting} \ \mathbf{\Gamma} \ \text{contrary to} \ \mathbf{\Gamma}^{\frac{1}{2}} \ \text{in BASICA because it will enable us to optimize without the constraint} \ \gamma \geq 0.\]
M-dimensional space with $k < M$ basis vectors, M-SBL also includes a noise hyper parameter $\lambda$ that is to be learned as well. However, when $\lambda$ is forced to be 0 (no noise), and the algorithm is performed on data of rank $M$, it chooses $k \geq M$ columns of the dictionary to explain the data. In [97], the negative log-likelihood for M-SBL is given as,

$$L_{M-SBL}(\gamma, \lambda) = n \log | \det \left( \lambda I + A \Gamma A^T \right) | + \ldots$$

$$\ldots + \sum_{t=1}^{n} y_t^T \left( \lambda I + A \Gamma A^T \right)^{-1} y_t.$$

\hspace{1cm} (4.17)
where $\lambda$ is the noise variance parameter. Plugging $p_s(x) = \mathcal{N}(0,1)$ into (4.7) for BASICA gives,

$$L(\gamma) \propto n \log |\det A \Gamma A^T| + \ldots$$

$$\ldots + \sum_{t=1}^{n} y_t^T (A \Gamma A^T)^{-1} A \Gamma^2 \Gamma^2 A^T (A \Gamma A^T)^{-1} y_t$$

$$= n \log |\det A \Gamma A^T| + \sum_{t=1}^{n} y_t^T (A \Gamma A^T)^{-1} y_t$$

$$\equiv L_{M-SBL}(\gamma, \lambda), \lambda \to 0$$

We can see that M-SBL in the noiseless limit is a special case of BASICA.

### 4.3.2 BASRICA and M-SBL

It was previously shown that in the case of strictly sparse ($k < M$) sample-wise orthogonal sources, the solution for M-SBL in the noiseless case is unique and reveals the true sources [97, 98]. Following a similar method, it can be shown that for arbitrary number of sample-wise orthogonal sources, M-SBL solution tries to satisfy $A \Gamma A^T = \frac{1}{n} YY^T$. If such a solution $\hat{\Gamma}$ exists, $\hat{\Gamma}^{\frac{1}{2}}$ is a solution of BASRICA with parameter $\lambda = 0$, as shown below.

With $\lambda = 0$, BASRICA minimizes

$$\min \|S^{-T}(A\Gamma^2 A^T)^{-1}S^{-1}\hat{y}_t - \hat{y}_t\|^2_2$$

which by Lemma 3.1 in [52], is equivalent to minimizing

$$\|S^{-T}(A\Gamma^2 A^T)^{-1}S^{-1} - I\|^2_F.$$  

\[\text{See Chapter 2}\]
Since \( SYY^T S^T = nI \), we have \( YY^T = n(S^T S)^{-1} \). Plugging \( \hat{\Gamma}_1 \) in BASRICA objective function gives \( \| S^{-T} (A\hat{\Gamma}_1 A^T)^{-1} S^{-1} - I \|_F^2 = \| S^{-T} (YY^T)^{-1} S^{-1} - I \|_F^2 = \| S^{-T} SSS^{-1} - I \|_F^2 = 0. \) \( \square \)

### 4.4 Experiments

We test our algorithms on synthetic data and real EEG data to compare results with those of M-SBL and reweighted \( l_{1,1} \) which induces a Laplacian prior on the sources.

#### 4.4.1 Simulated Data

Here, we compare the performance of our algorithms in a realistic EEG scenario. We construct a coherent dictionary \( A \) of EEG scalp maps of size \( M = 32, N = 100 \). We obtain this dictionary by selecting a subset of columns that are coherent with each other from the lead-field matrix. The subset we choose creates a highly coherent dictionary with mutual coherence of \( \mu = 0.998 \), and average spatial map correlation of 0.85.

For each trial, we randomly choose the support set of size \( M \), and obtain \( M \) realistic EEG sources from ICA decompositions of earlier EEG studies. We generate data as \( Y = AX \), and applying different algorithms we try to recover the true support set of sources. After convergence, we extract the support set of size \( M \) by choosing \( M \) rows of the resulting source matrix that has the highest power. We calculate the success ratio for each algorithm with the below formula after 100 trials

\[
    r = \frac{1}{100} \sum_{k=1}^{100} |s_k \cap \hat{s}_k|/M. \tag{4.20}
\]

where \( s_k \) is the true support set for trial \( k \) and \( \hat{s}_k \) is the support set returned by the algorithm. Figure 4.3a shows the comparison of 4 algorithms. It is seen that BASICA
and BASRICA outperform M-SBL and reweighted $l_{1,1}$ in terms of converging to the true support set in the highly coherent dictionary. Our algorithms require fewer data points to successfully identify the true sources.

Another approach we investigated is performing regular ICA, e.g. Infomax, on data $Y$ and finding a mixing matrix $A'$, followed by matching the columns of $A'$ to the closest columns in dictionary $A$, in a one-to-one manner. We define the closeness of two vectors $v_1$ and $v_2$ as $d(v_1, v_2) = \frac{|v_1^Tv_2|}{\|v_1\|_2\|v_2\|_2}$. Let $a'_i$ denote the $i$-th column of the mixing matrix $A'$. We match $a'_i$ with $a_j$ if $j$ satisfies

$$j = \arg \max_k d(a'_i, a_k)$$

We handle the case where more than one vectors in $A'$ match with the same column $a_j$ by giving priority to the one who has the highest closeness measure.

Comparing Figure 4.3a and 4.3b, it can be seen that unconstrained ICA requires many more data points to converge to the true mixing matrix. This example shows an important benefit of our proposed approaches for direct basis selection.

### 4.4.2 Experiments on real EEG data

Given a real EEG data segment and a dictionary of possible sources, it is a challenging task to assess how the algorithms perform, due to the unknown nature of true sources. Yet, for EEG source separation tasks it is widely accepted that the sources are instantaneously statistically independent of each other. Therefore, a measure of independence among the sources, e.g. mutual information reduction (MIR) [28], can serve well to compare the results of different algorithms.

The calculation of MIR in (4.2) requires a square unmixing matrix $W$ that relates the sources and data as $X = WY$. This fits well with our methods, since the support set...
s our algorithms select from the dictionary is of size $M$ and we can assign $W = A_s^{-1}$, where $A_s$ is the matrix of selected columns.

We use 32-channel 256-Hz EEG data collected during a rapid serial visual presentation task (RSVP). We first perform an ICA mixture model on the entire dataset using multi-model AMICA [74] with 10 mixture models, returning 10 square mixing matrices $\{A_1, A_2, \ldots, A_{10}\}$. Dictionary $A$ is then formed by concatenating those individual ICA models and removing the identical scalp maps. Multi-model AMICA was previously shown to capture the possible non-stationarities inherent in EEG data [74], thus forming a tractable way of obtaining more sources than sensors from EEG. The overcomplete scalp maps dictionary we obtain with the above described method is of size $M = 32, N = 63$.

We extract 70 EEG epochs (data segments around events of interest) of length 4 and 6 seconds. Using the dictionary $A$, we run our algorithms separately on each epoch and compare the resulting MIR values. In Table 4.1 and 4.2, we perform a pairwise comparison of the algorithms and measure the percentage of epochs for which one algorithm results in a larger MIR than the other. In addition to the algorithms examined before, we also compare results with the maximum MIR for the individual ICA models returned by AMICA, namely $\text{MIR}_{\text{AMICA}} = \max_i \text{MIR}(A_i^{-1})$. It can be seen that BASRICA has the highest likelihood of returning a larger mutual information reduction over all pairwise comparisons. BASRICA obtained a higher MIR than individual AMICA models on $\sim 82\%$ of the epochs ($p < 0.025$ on Wilcoxon signed-rank test). On real EEG, BASRICA performs better than BASICA possibly due to the data representation (error/noise) term in (4.16).
Table 4.1: Percentage of 6 second epochs for which Algorithm \( i \) (row) produces more MIR than Algorithm \( j \) (column).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Reweighted ( l_{1,1} )</th>
<th>M-SBL</th>
<th>BASICA</th>
<th>BASRICA</th>
<th>MIR_{AMICA}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reweighted ( l_{1,1} )</td>
<td>( \cdot )</td>
<td>97.14</td>
<td>0</td>
<td>17.14</td>
<td>2.86</td>
</tr>
<tr>
<td>M-SBL</td>
<td>2.86</td>
<td>( \cdot )</td>
<td>2.86</td>
<td>5.71</td>
<td>2.86</td>
</tr>
<tr>
<td>BASICA</td>
<td>100</td>
<td>97.14</td>
<td>( \cdot )</td>
<td>17.14</td>
<td>14.29</td>
</tr>
<tr>
<td>BASRICA</td>
<td>82.86</td>
<td>94.29</td>
<td>82.86</td>
<td>( \cdot )</td>
<td>82.86</td>
</tr>
<tr>
<td>MIR_{AMICA}</td>
<td>97.14</td>
<td>97.14</td>
<td>85.71</td>
<td>17.14</td>
<td>( \cdot )</td>
</tr>
</tbody>
</table>

Table 4.2: Percentage of 4 second epochs on which Algorithm \( i \) has higher MIR than Algorithm \( j \). Row and column indexes are \( i, j \) respectively.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Reweighted ( l_{1,1} )</th>
<th>M-SBL</th>
<th>BASICA</th>
<th>BASRICA</th>
<th>MIR_{AMICA}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reweighted ( l_{1,1} )</td>
<td>( \cdot )</td>
<td>91.43</td>
<td>2.86</td>
<td>0</td>
<td>2.86</td>
</tr>
<tr>
<td>M-SBL</td>
<td>8.57</td>
<td>( \cdot )</td>
<td>8.57</td>
<td>2.86</td>
<td>8.57</td>
</tr>
<tr>
<td>BASICA</td>
<td>97.14</td>
<td>91.43</td>
<td>( \cdot )</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>BASRICA</td>
<td>100</td>
<td>97.14</td>
<td>100</td>
<td>( \cdot )</td>
<td>100</td>
</tr>
<tr>
<td>MIR_{AMICA}</td>
<td>97.14</td>
<td>91.43</td>
<td>80</td>
<td>0</td>
<td>( \cdot )</td>
</tr>
</tbody>
</table>

4.5 Conclusion

We modify Infomax and RICA to construct two algorithms aimed at finding jointly active sources in the case of a known overcomplete set of possible sources. While previous attempts at underdetermined source recovery problems focus on finding the sparsest solution, our algorithms aim at finding the maximally independent sources. We show that on simulated realistic EEG data our algorithms can recover the true sources in the case of a highly coherent dictionary while requiring relatively fewer data points compared to other algorithms. In real EEG experiments, our algorithms obtain higher mutual information reduction.
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Figure 4.3: (a) Comparison of algorithms on synthetically generated data with EEG scalp maps dictionary (b) Performance of ICA + column matching on the same type of data. It requires 500x data points compared to BASICA and BASRICA to recover 95% of the true sources.
Chapter 5

Robust Joint-Sparse Recovery On Data with Outliers

In this chapter, we develop a method to solve the multiple measurement vector (MMV) sparse signal recovery problem in a robust manner when data contains outlier points which do not fit the shared sparsity structure otherwise contained in the data. This scenario occurs frequently in the applications of MMV models due to only partially known source dynamics. The algorithm we propose is a modification of MMV-based sparse bayesian learning (M-SBL) by incorporating the idea of least trimmed squares (LTS), which has previously been developed for robust linear regression. Experiments show a significant performance improvement over the conventional M-SBL under different outlier ratios and amplitudes.

5.1 Introduction

In many applications of MMV algorithms, e.g. source localization for EEG and MEG, the data matrix $Y$ is obtained by taking out a data window of interest from a larger
set of data [94, 37]. If one has a prior knowledge of when the sources turn active and inactive, then the data $Y$ can be extracted such that the common sparsity assumption holds. However, in most cases this knowledge does not exist and the assumption of common sparsity pattern for 100% of the data becomes far from ideal. Here, we refer to data vectors $y_i$ as outliers if the associated $x_i$ do not fit the assumed MMV model, which is the shared sparsity assumption.

If the window size $n$ is expanded for performance improvement, the possibility of the data containing outliers increases which can in turn dramatically decrease the algorithm performance. In [107], the MMV algorithms has been shown to be useful for recovering the sparse sources in the case of time-varying sparsity when it is applied on sliding data windows. However, because of the nature of the problem, and unknown locations of sparsity pattern changes, it is rather likely that sliding windows of data contain outliers.

Due to the non-ideal cases described above, we seek an MMV algorithm that is robust to outliers. To do so, we modify the multiple-Sparse Bayesian Learning (M-SBL) algorithm proposed in [97] such that the new algorithm robust-MSBL captures the support set of the majority of data vectors $y_i$ ignoring the outliers. We adopt the least trimmed squares (LTS) method used for robust linear regression in [82, 81] and apply it to the MMV problem. A similar idea is also followed in [4] for robust sparse linear regression and robust PCA [45]. It should be noted that robustness to noise and high sparsity value $k$ is pursued in [44] for the MMV model, however, our approach differs in the sense that we pursue robustness to outliers that are not jointly sparse with the rest of the data.

The outline of the chapter is as follows: Section 5.2 explains reasons for sensitivity of M-SBL to outliers. Section 5.3 overviews least trimmed squares (LTS) and establishes its connection to robust-MSBL. In Section 5.4, we perform tests. And Section 5.5 gives
some conclusions.

5.2 Sensitivity of M-SBL

M-SBL has the following cost function,

\[
L(\gamma) \triangleq -2 \log(p(Y; \gamma)) = -2 \log \left( \int p(Y|X)p(X; \gamma)dX \right) = \log |\Sigma| + \frac{1}{n} \sum_{t=1}^{n} y_t^T \Sigma^{-1} y_t
\]

(5.1)

where \( \Sigma \triangleq (A\Gamma A^T + \sigma^2 I) \), \( \Gamma \triangleq \text{diag}(\gamma) \). Although our modifications in this chapter could be generalized to every method, we will minimize this cost function by using the fixed point update approach, which has significantly faster convergence rate than the EM update [98].

\[
\gamma_i^{(k+1)} = \frac{\gamma_i^{(k)}}{a_i^{T}\left(\Sigma^{(k)}\right)^{-1}a_i} \cdot \frac{\|Y^{T}(\Sigma^{(k)})^{-1}a_i\|^2}{n}
\]

(5.2)

at the \((k + 1)\)-th iteration and \(\gamma_i^{(0)} = 1, \forall i\). The first term \(\log |\Sigma|\) in the cost function (5.1) encourages sparsity of \(\gamma\) whereas the second term tries to fit data as pointed out in [94]. It is also possible to learn the noise parameter \(\sigma^2\), however it was noted before that the best results are achieved using a fixed value (whether estimated by a different method or using prior knowledge) [97]. After convergence, if the sparsity \(k\) is known, one extracts the indices of the largest \(k\) values of \(\gamma\) in order to recover the support set.

One can see that all data vectors \(y_t\) and thus \(x_t\) are treated equally in this formulation (has the same weight \(\frac{1}{n}\) in (5.1)), which makes the cost function sensitive to outliers. A large amplitude source outlier \(x_{i'}\) (at time \(i'\) in \(i\)-th row) is sufficient to boost \(\gamma_i\) since a zero mean gaussian distribution with variance \(\gamma_i\) is fit for \(i\)-th row of \(X\). In a scenario where all source vectors \(x_t\) shares the same sparsity pattern this
phenomenon does not create a problem in terms of recovering the support set because we would already desire $\gamma_i$ for $i \in S$ to be large. However, if even one $x_{it'}$ that does not share the common sparsity pattern exists (nonzero values at $x_{it'}$ for $i \notin S$), resulting $\gamma$ would contain nonzero values at indices $i \notin S$. Moreover, if $x_{it'}$ for $i \notin S$ is large, the associated $\gamma_i$ would also be large and thus would be falsely regarded as one of the support set indices.

It can also be observed that in the noiseless limit case, as $\sigma^2 \rightarrow 0$, if there exists a data vector $y_j$ such that $y_j \notin \text{span}(A_S)$, then any sparse $\gamma$ satisfying $\gamma_i = 0$ for $i \notin S$, cannot be a local minimum of (5.1) since $y_j^T\Sigma^{-1}y_j \rightarrow \infty$. Thus, outliers of the likelihood function (5.1) are not only the large amplitude data vectors but also the ones that do not share the sparsity pattern of the majority.

5.3 LTS and robust-MSBL

5.3.1 LTS

One of the most common methods for linear regression is least squares (LS), where the regression parameter is fit such that the sum of squared residuals are minimized. Equivalently,

$$\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} r_i^2$$ (5.3)

where $\theta$ is the parameter to be optimized and each residual $r_i$ is a function of $\theta$. The weight $\frac{1}{n}$ can be omitted however we keep it to emphasize that what is being minimized is actually the mean of $r_i$'s. Despite its common use, it is known that this method is very sensitive to outliers. Since every point has the same weight $\frac{1}{n}$, a single large outlier can dramatically change the solution. In [82, 81], this problem is analyzed in detail and alternative robust methods are proposed, one of which is least trimmed squares (LTS)
with the below function to be optimized.

\[
\min_{\theta} \sum_{i=1}^{h} (r_i^2)_{i:n}
\]  

(5.4)

where \((r_1^2)_{1:n} \leq (r_2^2)_{2:n} \leq \ldots \leq (r_{n}^2)_{n:n}\) are the ordered residuals, \(h \geq \frac{n}{2}\) is the parameter of the LTS estimator determining the number of data points to fit the parameter \(\theta\) on. LTS therefore allows for some large values of \(r_i^2\) while being able to fit better to the majority of data.

### 5.3.2 Robust-MSBL

In order to make M-SBL tolerant to outlier data points, we apply an analogue of the LTS formulation to the conventional M-SBL. Using the same notation in 5.3.1, we define the data fit residual for the \(i\)-th vector as

\[
r_i^2 = \log |\Sigma| + y_i^T \Sigma^{-1} y_i
\]

(5.5)

which is a function of \(\gamma\). It can be seen that the conventional M-SBL formulation in (5.1) is equivalent to the LS estimation when \(r_i^2\) is defined as above. Applying the LTS idea to M-SBL, following cost function is obtained.

\[
L(\gamma) = \sum_{t=1}^{h} (r_t^2)_{(t:n)}
\]

\[
= h \log |\Sigma| + \sum_{t=1}^{h} (y_i^T \Sigma^{-1} y_i)_{(t:n)}
\]

\[
\equiv \log |\Sigma| + \frac{1}{h} \sum_{t=1}^{h} (y_i^T \Sigma^{-1} y_i)_{(t:n)}
\]

(5.6)
This formulation is equivalent to finding a \( h \)-size subset of \( n \) columns of \( Y \) that would result in the smallest sum of squared residuals. Given a subset \( H \) of size \( h \), we can find \( \gamma \) that minimizes the cost function by conventional M-SBL optimization method given in (5.2). If \( L(\gamma, H) \) denotes the M-SBL objective function restricted to the subset \( H \), we have

\[
L(\gamma, H) = \log |\Sigma| + \frac{1}{h} \sum_{t \in H} y_t^T \Sigma^{-1} y_t
\]

(5.7)

\[
\hat{\gamma}_H = \arg \min_{\gamma} L(\gamma, H)
\]

(5.8)

and the subset of data which will result in global optimum would be given by

\[
H^* = \arg \min_{H \subseteq \{1, 2, \ldots, n\}, |H| = h} L(\hat{\gamma}_H, H)
\]

(5.9)

This is yet another combinatorial problem where one needs to consider all subsets of size \( h \) and perform M-SBL on each of these subsets of data. However, to optimize (5.6), we follow the iterative method proposed in [81] and also performed in [4]. This method is composed of C-steps which iteratively decrease the objective function value at each step and converge to a local minimum.

**C-steps**

We start with a random \( h \)-size subset of indices \( \{1, 2, \ldots, n\} \) and denote this set as \( H_0 \). We perform regular M-SBL on this subset of data \( Y \) determined by \( H_0 \). With the resulting \( \hat{\gamma}_{H_0} \), we compute residuals \( r_i^2 \) for all data vectors \( y_t \) as in (5.5). We find the smallest \( h \) of these residuals, assign these indices as the new subset \( H_1 \) and keep repeating the same steps until \( H_k = H_{k+1} \). As also shown in [4] this method decreases
the cost function at each step, as

\[
L(\hat{\gamma}_{H_{k+1}}, H_{k+1}) \leq L(\hat{\gamma}_{H_k}, H_{k+1}) \leq L(\hat{\gamma}_{H_k}, H_k)
\] (5.10)

First inequality is valid due to (5.8) and second inequality is true because of the definition of the next subset \(H_{k+1}\). Of course, it is not guaranteed to reach the global minimum with C-steps due to the random initializations and thus it is best to consider different subset initializations and compare the cost function values obtained at the end. Above verifications are adopted from the sparse LTS regression problem in [4] and applies well to the joint sparse recovery problem. Algorithm 1 presents the pseudocode for robust-MSBL.

\textbf{Input} : \(A, Y, \sigma^2, \text{num\_initializations}, h\)  
\textbf{Output} : \(\gamma\)

\begin{verbatim}
for trial ← 1 to num\_initializations do
    H_0 ← random h-size subset of \{1, \ldots, n\};
    k ← 0;
    repeat
        γ ← MSBL(A, Y(:, H_k), \sigma^2);
        Σ ← ΑΓΑᵀ + \sigma^2 I;
        for i ← 1 to n do
            \(r^2_i ← \log |Σ| + y_i Σ^{-1} y_i;\)
        end
        H_{k+1} ← indices of minimum h of \(r^2_i\) k ← k + 1
    until H_k = H_{k-1};
    costFunc(trial) ← L(γ, H_k);
    gammas(trial) ← γ;
end
ind ← index of minimum of costFunc;
γ ← gammas(ind)
\end{verbatim}

\textbf{Algorithm 1}: robust-MSBL
5.4 Experiments

In this section, we perform experiments to compare the performances of MSBL and robust-MSBL under various parameters. We plot the performance with respect to the percentage of the outliers in data, while experimenting with different values of amplitude and sparsity for outliers. At each parameter setting, we perform 100 trials and compute the mean support recovery ratio.

For each trial, we do the following. We create a different random dictionary of size $M = 20$ and $N = 60$ and normalize its columns. We create the source matrix $X$ of size $N = 60$, $n = 100$ by first separating it into two as $X = [X_1; X_2]$. The first portion of $X$, i.e. $X_1$, is the majority of the source vectors which share a common sparsity pattern with sparsity $k_1 = 10$, whereas the second portion of data consists of outliers sharing a different sparsity pattern or not being sparse at all ($k_2 = 10, 60$). Also, note that column permutations of $X$ or $Y$ would not affect M-SBL nor robust-MSBL. We randomly select rows with specified parameters $k_1$ and $k_2$, and generate source activations from a Gaussian distribution $\mathcal{N}(0, \sigma_1)$ for $X_1$. The outliers $X_2$ are sampled from $\mathcal{N}(0, \sigma_2)$. We set the parameter $\text{num\_initializations} = 1$. Better performance can be achieved using a higher value however a single initialization was sufficient to show the performance improvement over M-SBL. We add noise to the simulated data such that $\text{SNR} = 10\text{dB}$. We recover the support set $\hat{S}$ by extracting the indices of the largest $k_1$ values of $\gamma$’s returned by the algorithms and compute the mean success ratio as $\frac{1}{100} \sum_{\text{trial}=1}^{100} |\hat{S} \cap S|/k_1$. Figure 5.1 and Figure 5.2 shows the results when data contains outliers. Figure 5.3 shows the results when there are no outliers.

More indices ($k_2$) of $\gamma$ would be nonzero for experiments in Figure 5.2 compared to at most $20 = k_1 + k_2$ in Figure 5.1, thus there is lower chance of true support detection when $k_2 = 60$. The higher the outliers’ relative amplitude $\frac{\sigma_2}{\sigma_1}$, the higher $\gamma_i$ for $i \notin S$,
Figure 5.1: $n = 100, k_1 = 10, k_2 = 10$.

hence the performance of correct recovery decreases when $\frac{\sigma_2}{\sigma_1}$ increases. As $h$ increases, the performance of robust-MSBL improves since it finds $h$ points to train $\gamma$ on. However, number of outliers should be lower than $n - h$.

When there are no outliers, if $n$ is small, M-SBL performs better than robust-
(a) $k_2 = 60, \frac{\sigma_2}{\sigma_1} = 2$

(b) $k_2 = 60, \frac{\sigma_2}{\sigma_1} = 5$

Figure 5.2: $n = 100, k_1 = 10, k_2 = 60$. 
MSBL when there are no outliers because robust-MSBL finds the best $h < n$ data vectors to optimize $\gamma$ on, whereas M-SBL uses all $n$ data vectors. However, if the data window $n$ is large enough ($n > 30$ for this experiment), $h$ points become sufficient for robust-MSBL to be as successful as M-SBL.

5.5 Conclusion

In this chapter, we modified M-SBL [97] by exploiting the idea of least trimmed squares. This modification significantly enhances MSBL’s robustness to data which contain outliers not sharing the common data sparsity structure. Experiments demonstrate that this approach outperforms M-SBL in recovering the correct support set.
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Chapter 6

Capturing Local Nonstationarities of EEG

In this chapter, we develop methods to identify local, epoch-specific nonstationarities in a given EEG dataset. We assume that most EEG epochs share a common source structure/constellation yet inter-epoch differences may exist. Our method learns the mixing matrix for each segment under the assumption that some portion of the mixing matrix consists of shared components among all epochs. Unlike Chapter 3, a dictionary based method cannot be applied because of the possible uniqueness of epoch-specific sources. We demonstrate our algorithm’s performance on simulated data as well as on EEG.

6.1 Introduction

EEG data analysis usually involves extracting data segments of interest by choosing a fixed latency window before and after an event of interest, e.g. [-1000ms, 2000ms] around a target appearing on screen. These segments are called epochs, whose EEG time
series are then averaged over multiple trials of the same type and hence an average brain response to a certain event is extracted. Averaging over multiple epochs is a fundamental approach to increase Signal-to-Noise ratio (SNR) and suppress the variability among epochs.

Instead of working directly on the signals collected on sensors, one should transfer the problem to the source domain by separating artifacts and brain sources that are mixed at the scalp sensors (for the reasons mentioned in Chapter 3). Traditionally, Independent Component Analysis (ICA) is applied on concatenated EEG epochs for this purpose, and resulting brain source time-series are then processed as described above.

ICA models the overall data $\mathbf{Y}$ as $\mathbf{Y} = \mathbf{AX}$ and thus assumes a single mixing matrix $\mathbf{A}$ that is present in every epoch. It is reasonable to expect certain event-related brain sources to be active in every epoch yet other sources filling the channel space and contributing to the scalp sensor mixing might be different in each epoch.

Our goal is then to find the common sources as well as the epoch-specific differences/nonstationarities. An important example of these epoch-specific sources are the possible variability of the artifacts in each epoch. Being independent from event-related brain responses, muscle/movement/eye artifacts might show countless number of variations and scalp map projections. Moreover, although we might safely assume that a subset of brain activity is responding the same way to certain events at every trial (epoch), there might be epoch-specific variations in the overall source constellations during performing a task. Trying to model these epoch-specific unique sources with a single global mixing matrix, as in the case of ICA, would give erroneous results. Although the common sources might be identified with the traditional ICA approach, a possible lack of success in identifying the remaining sources in the epochs results in inaccurate extraction of time-series for every IC.

In this chapter, we tackle the problem of identifying and separating the globally
shared sources as well as unique, epoch-dependent sources while still leveraging the independence of the sources.

### 6.2 Shared ICA

We denote the epochs of EEG as $Y_e, e = 1, 2, \ldots N_e$, where $Y_e \in \mathbb{R}^{M \times L_e}$. For each epoch we assume that linear mixing holds because of the nature of cortex/skull/scalp volume conduction. We model the data as

$$Y_e = A_e X_e,$$  \hspace{1cm} (6.1)

where $A_e$ is the complete mixing matrix present during epoch $e$. We structure $A_e$ as,

$$A_e = [A_c, U_e]$$  \hspace{1cm} (6.2)
where $A_c \in \mathbb{R}^{M \times k}$ contains the scalp maps of common sources among all epochs. $U_e \in \mathbb{R}^{M \times M-k}$ represents scalp maps of sources that are unique to epoch $e$. The number of common sources is denoted by $k$ and is an input to the algorithm described below. Assumed source model is illustrated in Figure 6.1.

### 6.2.1 Algorithm

Conventional ICA models the data likelihood as

$$p(Y) = \prod_{t=1}^{n} |\text{det} A^{-1}|p_s(A^{-1}y_t) = \prod_{t=1}^{n} \frac{1}{|\text{det} A|}p_s(A^{-1}y_t)$$

where $p_s(.)$ is the vector source density function. Applying $-\log(\cdot)$ results in the following minimization problem.

$$\mathcal{L}(A) = \min_{A} \log |\text{det} A| + \frac{1}{n} f(x_t)$$

where $x_t = A^{-1}y_t$ and $f(\cdot) = -\log(p_s(\cdot))$ The gradient of this cost function is proportional to

$$\nabla \mathcal{L}(A) \propto A^{-T} + \frac{1}{n} \sum_{t=1}^{n} A^{-T} \nabla f(x_t)x_t^T$$

$$= A^{-T} \left( I - \frac{1}{n} \sum_{t=1}^{n} g_t x_t^T \right)$$

(6.5)
with $g_t = \nabla f(x_t)$. Similarly, we have the following likelihood model for our shared source model:

$$p(Y) = \prod_{e=1}^{N_e} p(Y_e) = \prod_{e=1}^{N_e} \prod_{t=1}^{L_e} |\det A_e^{-1}| p_s(A_e^{-1} Y_{et})$$

$$= \prod_{e=1}^{N_e} \prod_{t=1}^{L_e} \frac{1}{|\det A_e|} p_s(A_e^{-1} Y_{et}).$$

$$- \log p(Y) \propto \sum_{e=1}^{N_e} \log |\det A_e| + \frac{1}{L_e} f(X_{et}) \quad (6.6)$$

Gradient of each epoch can be calculated w.r.t $A_e$ as in (6.5) and gradient w.r.t $U_e$ can be extracted. Namely,

$$\nabla_{U_e} = \left[ A_e^{-T} \left( I - \frac{1}{L_e} \sum_{t=1}^{L_e} g_t X_{et}^T \right) \right]_{[:,k+1:M]} \quad (6.7)$$

However, once we have shared sources $A_e$ in every epoch, overall gradient w.r.t $A_e$ is the sum of gradients w.r.t $A_e$ over all epochs.

$$\nabla_{A_e} = \sum_{e=1}^{N_e} \left[ A_e^{-T} \left( I - \frac{1}{L_e} \sum_{t=1}^{L_e} g_t X_{et}^T \right) \right]_{[:,1:k]} \quad (6.8)$$

We have used these gradients with an L-BFGS solver yet other optimization methods may be preferred.

### 6.2.2 Selection of Parameter $k$

Shared ICA algorithm has one free parameter $k$, the number of shared sources among every epoch. In most cases, such as EEG, the true value of $k$ is unknown beforehand. Yet, evaluation of the algorithm for different values of $k$ might reveal insights on to what the true value should be.
As $k$ decreases, since $A_e$ has more freedom of adapting to the data present in epoch $e$, we expect that one find a basis set $A_e$ that represents the corresponding epoch better, which results in a lower cost function value at the optimum of the algorithm for every epoch. Therefore, there is a monotonic increase in the optimum value of the cost function as $k$ increases. However, we have observed that the increase is not linear. Moreover, under ideal conditions, i.e. when the true nature of the problem perfectly fits our problem model, there is a clear point of change (elbow) in the trace of cost function values as a function of $k$. We have created two simulated problems with $M = 5, N_e = 10, L_e = 1000, 3000, k = 3$ and performed Shared ICA for multiple values of $k$. See Figure 6.2. As expected, total cost increases as $k$ increases, yet the increase is much more apparent after the true value of $k$. It might be therefore possible to infer the optimal value $k$ by multiple runs of Shared ICA and detecting the point of change. Moreover, it should be noted that although the optimal cost function did not differ much when $1 < k < 3$, the solutions $A_e$ only matched the ground truth mixing matrices when algorithm parameter was $k = 3$.

6.2.3 Experiments

We implemented Shared ICA on an EEG data collected during the subject is performing a motor imagery task, which was also one of the datasets analyzed in Chapter 3. We divided this 20-minute long 32 channel EEG data into non-overlapping segments of 40 seconds each ($L_e = 4000$) resulting in a total of 30 segments. For parameter section for $k$, we first performed Shared ICA with values of $k$ in the range $[14, \ldots, 32]$. We plot the Shared ICA optimum cost function value trained for different $k$’s in Figure 6.3. Unlike the case in our simulation, in which the assumed model hold perfectly, we do not have a clear break point in the trace of cost function values when plotted w.r.t $k$. We suggest finding the break point in this case using linear regressions and F-test. In this
Figure 6.2: $M = 5, N_e = 10, k = 3$. Break point is shown with circle.

dataset, F-test revealed the optimal break point of $k = 28$. This means that each segment would find 4 unique sources and rest of the 28 sources are shared across segments. Some of the sources extracted showed similarity with what regular ICA finds, such as the sources which showed mu-rhythm suppression during imagined movement and located in left and right motor cortex. However, we found that this approach also revealed brain sources that did not exist in the traditional ICA solution. See Figure 6.4

6.3 Base ICA

Here, we are interested in the problem of adapting a given mixing matrix to a data segment. This is an important problem to tackle which can have benefits especially in online brain-computer-interface (BCI) scenarios. In BCI, usually an ICA mixing matrix is learned on training data to extract sources, and the same ICA mixing matrix
is assumed to hold in the testing phase where new data segments are collected. The underlying idea behind this approach is that, as long as the position of the electrodes do not change between training and test phases, the sources do not change. Yet, this approach is vulnerable when there exists novel sources/artifacts that were not present and not learned in the training phase. Online ICA methods have been proposed [60, 43], yet they fail to capture momentarily appearing/disappearing sources due to their long convergence time.

### 6.3.1 Algorithm

We are interested in the case where the novel sources are sparse (only a few in number) in a given short data segment. Training ICA from scratch on a given short data segment (~ 4 sec, with 32 channels) cannot reveal the true sources present due to lack of data, yet it is possible to do so with the *a priori* knowledge that the true mixing matrix

---

**Figure 6.3**: Cost function values at the optimum trained with different $k$. The circle denotes the optimum break point found with F-test.
Figure 6.4: (a) First row consists of scalp maps associated with motor imagery that traditional ICA found. Second row are the corresponding scalp maps that shared ICA found. (b) Some of the brain sources that only shared ICA revealed.

should be sparsely deviating from the base mixing matrix $A_{\text{base}}$, which was obtained in the training phase.

We impose the assumption on the solution matrix that most of the columns of the mixing matrix $A_{\text{base}}$ and $A^*$ are shared yet there could be few columns that differ. This prior assumption on the target variable can be integrated into the likelihood model of
ICA (6.4) facilitating the maximum-a-posteriori estimate as

$$\mathcal{L}(A) = \min_A \log |\det A| + \frac{1}{n} f(x_t) + \lambda D(A, A_{\text{base}}).$$  \hfill (6.9)

where $\lambda$ is the regularization parameter and $D(Q, S)$ is the sum of distance between columns of the two matrices $Q, S$, defined as,

$$D(Q, S) = \sum_{i=1}^{M} d(q_i, s_i)$$  \hfill (6.10)

with

$$d(q_i, s_i) = \sqrt{1 - \frac{(q_i^T s_i)^2}{\|q_i\|_2^2 \|s_i\|_2^2}}$$  \hfill (6.11)

as the positive sine of the angle between two basis vectors. We use angle distance considering the possibility of changes in source powers and thus the scaling of mixing matrix columns. We do not want our algorithm to be sensitive to the scaling difference of the source scalp maps but only to the topographic variations. Equation (6.10) is the sum of absolute values of the sine of the angle and thus in the form of $\|\cdot\|_1$ norm and expected to encourage sparsity with increasing $\lambda$, which in turn results in a solution with sparse column deviations from the base matrix $A_{\text{base}}$.

### 6.3.2 Experiments

Here, we create short data segments with known ground truth mixing matrix, that is sparsely deviating from a base ICA mixing matrix, multiplied by independent sources. In each experiment, we randomly create the base matrix $A_{\text{base}}$, and randomly change $k$ columns to obtain $A^*$. We use 5-fold cross-validation on the data segment to obtain optimal $\lambda$ using grid search. See Figure 6.5 for $k = 1$ and $L = 100, 500, 1000, 5000$. 
When $L$ is low, ICA does not have enough data to converge to the true solution. Base ICA, on the other hand, makes use of the prior information and stays close to the true solution by automatically learning $\lambda$ from data. (As $\lambda \to \infty$, solution $\hat{A}$ is $A_{\text{base}}$, if $\lambda \to 0$, the solution $A$ is identical to the ICA solution). As $L$ increases, ICA can learn the true mixing matrix without the need for priors.

### 6.4 Conclusion

In this chapter, we proposed two algorithms that aims at identifying the true EEG sources in the case of non-stationarities. First approach is an algorithm targeted for offline analysis of EEG and assumes that not all but some portion of the active sources are similar throughout the experiment. The algorithm allows to learn unique sources in individual segments/epochs of data. Second algorithm targets the online analysis case and makes use of an existing ICA solution possible obtained on training data. In the online testing mode, it aims at identifying the true sources by automatically learning
sparse deviations from the existing ICA solution. We showed that new sources can be discovered with these methods which were not identifiable with traditional ICA.
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Chapter 7

Source-domain EEG Analysis of
Sports-Related Concussion

Here, we show the utility of independent source separation and source localization of EEG in a concussion study to identify concussion related biomarkers. Most work in this field has been through straight-forward sensor-domain analysis. We mention the difficulties source-level analysis brings when assessing group statistics.

7.1 Introduction

Sports activities are a major cause of concussions. It has been estimated that 1.6-3.8 million sports and recreation related concussions occur each year in the United States [35]. A major challenge in the field of neurology is that current neuropsychological, behavioral and standard neuroimaging tools are not sensitive to subtle changes in brain structure and function, thus making the initial diagnosis of concussion difficult. As a result, many adolescents may resume sports activities well before full recovery has occurred, leaving them vulnerable to the potentially serious effects of repeated brain
trauma during their critical period of brain development.

Most studies investigating the EEG correlates of concussion have analyzed the scalp channel data directly [89, 9, 85]. However, because of volume conduction to and source mixing at the electrodes, the EEG sensor signals are simultaneous mixtures of sources located in various parts of the cortex, as mentioned before. In addition, non-brain source processes including eye movements, scalp muscles, head movements, and electrical line noise also contribute to EEG signals. On the assumption that the brain and non-brain source activity time series are statistically independent, independent component analysis (ICA) can separate individual brain and non-brain sources from the scalp mixtures [64]. In this study, we used AMICA [74], that has been shown to provide more dipolar brain sources together with higher independence compared to other algorithms [28].

Although ICA can extract the source activities and facilitate source localization, group-level ICA analysis is non-trivial because of variations across brains and the brain sources extracted for each subject. A recent ICA-based concussion study [77] used k-means clustering of individual subject independent components (ICs) to investigate brain source cluster differences between concussed and non-concussed subjects. Using k-means clustering requires choosing a target number of clusters and relative weights for more than one measure of IC similarity. Here we made use of a recently developed framework, Measure Projection Analysis (MPA), that attempts to avoid these uncertainties[14, 77]. In contrast to [77], which used the standard clinical 19-channel scalp montage, we recorded and analyzed 64-channel EEG data. A lower number of channels limit the number of brain and non-brain sources that can be separated and the accuracy of subsequent source localization [1].
7.2 Methods

7.2.1 Participants

Twenty-one adolescent athletes (all male; mean age, 16.5 years) with a clinical diagnosis of subacute (≤ 3 months previously) sports-related concussion participated in this study. Healthy subjects comprised 33 adolescent soccer players (all male; mean age, 16 years). Subject exclusion criteria included focal neurologic deficits and diagnosis or prescription medications for neurological or psychiatric conditions. All participants were right-handed. Parents of each subject signed an informed consent form that was approved by the University of British Columbia.

7.2.2 EEG acquisition protocol

Resting data were collected for five minutes while subjects had their eyes closed. A 64-channel Hydrogel Geodesic SensorNet (EGI, Eugene, OR) with a Net Amps 300 amplifier was used for EEG recording at a sampling rate of 250 Hz. Electrode impedances were typically below 50 kΩ.

7.2.3 Data processing

Preprocessing

Each subject’s EEG signals were band-pass filtered between 0.5 Hz and 45 Hz. Channels whose time series were not consistently correlated with any other channel (r < 0.8) were discarded. On average, 2-3 channels per subject were rejected. Randomly occurring large amplitude artifacts (with power ≥ 3σ w.r.t clean EEG) were cleaned using ASR [69].

AMICA [74] was used to separate the scalp channel mixtures into maximally
independent brain and non-brain sources. The DIPFIT 1 toolbox in EEGLAB [26] was used to locate the equivalent dipole for each IC (independent component) in the MNI (Montreal Neurological Institute) head model. ICs whose best-fitting dipole accounted for less than %85 of the spatial variance in their scalp projection (column of $A$), as well as sources whose equivalent dipoles were outside the brain were regarded as non-brain sources and excluded from further analysis. All IC’s were initially clustered with respect to their power spectra for the sole purpose of batch rejection of artifact IC’s. Visual inspection of power spectra of the resulting cluster centroid and the cluster IC scalp maps identified ICs associated with muscle/movement artifacts which were also excluded from further analysis. In total, 665 ICs were retained, on average ∼12 ICs per subject.

7.3 Measure Projection

7.3.1 K-means IC clustering

In most EEG studies, the properties of individual subject ICs, including their scalp projection patterns (scalp maps) and associated dipole locations, are never the same and thus require some form of clustering to identify equivalency classes across subjects. As pointed out in [77, 14] common approaches for multi-subject source-level analysis, such as k-means IC clustering, have some drawbacks. It is not clear which IC features or measures to use for clustering or how different measures should be weighted. In [77], it was shown that clustering on source equivalent dipole locations, on IC spatial extents as estimated by sLORETA, or on IC scalp maps gave component clusters exhibiting different spectral group differences. Assuming some fixed number of clusters is another requirement of k-means clustering that can dramatically affect the nature of the resulting clusters and the numbers of ICs included/excluded.

1Available at http://sccn.ucsd.edu/wiki/A08:_DIPFIT
7.3.2 Measure Projection

Measure Projection Analysis (MPA) framework [14] was developed to reduce some drawbacks of other clustering methods. First, MPA divides the (MNI) template head model into a cubic grid with 8-mm spacing comprising 3,908 brain voxels. MPA automatically identifies ICs accounting for eye movement artifact using EyeCatch [13] and excludes them from the analysis. Then, given some activity measure for each IC localized with an equivalent current dipole, each such measure is first smoothed out across neighboring voxels to take into account expected inaccuracy in source dipole locations and between-subject anatomical differences. Here, we used mean-subtracted log spectra as the MPA measure. Subtracting the mean log spectrum is equivalent to inversely scaling each IC time-series by its mean log power.

Denoting the set of voxels in the MNI model by \( V \) and one such voxel by \( v \), MPA calculates the projected measure \( \mathbb{E}[M(v)] \) at every \( v \in V \) as

\[
\mathbb{E}[M(v)] = \frac{\sum_{i=1}^{n} P_i(v) M_i}{\sum_{i=1}^{n} P_i(v)} \quad (7.1)
\]

where \( n \) is the number of ICs in the study. Thus, a spatially-weighted average measure is calculated for each brain voxel, for which the contribution of each IC is determined by the distance between the voxel and the IC equivalent dipole (truncated Gaussian \( P_i \) centered at equivalent dipole \( v_i \)). Next, brain voxels whose projected measure values are consistent with those at nearby voxels are identified using \( \hat{C}(v) \), defined in [14] as

\[
C(v) = \mathbb{E}[S(v)] = \frac{\sum_{i,j} P_i(v) P_j(v) S_{i,j}}{\sum_{i,j} P_i(v) P_j(v)} \quad (7.2)
\]

where \( S_{i,j} \) is a pairwise IC similarity measure. Estimated measure convergence values
C(v) are assigned significance values after bootstrapping using a surrogate distribution of estimates obtained by randomly re-assigning (with replacement) measure vectors to IC dipole locations. Here, we used a statistical consistency threshold of (p<0.05). See Fig. 7.1a. Significantly consistent voxels may then be clustered into "domains" using affinity propagation [36] based on the similarity of their projected measures. Affinity propagation automatically determines the number of clusters and outliers consistent with a given domain disparity threshold. Here, we set the maximum similarity threshold between domains to 0.9. Finally, locations or other properties of the identified regional domains of interest may be investigated to assess group-level measure differences.

7.4 Results

Affinity propagation clustering initially produced 15 domains. Only 5 domains remained after removal of very small domains including less than 6 voxels. See Fig. 7.1b. The previous IC-based spectral analysis of concussion reported significant group differences in some frontal brain areas [77]. Similarly, we found a cluster located in frontal cortex (Domain 4, centered in the superior frontal gyrus), that contained 48 ICs, 13 ICs from 10 or the 21 concussed subjects (%47.61), and 36 ICs from 21 (%63.63) of the control subjects. Scalp maps of some of the ICs contributing to the domain, as well as their associated equivalent dipole locations, are shown in Figs. 7.3 and 7.4. This domain includes voxels from both the right and left hemispheres of the MNI model, although the majority (%85) are on the left side. Mean projected domain spectra for both groups are shown in Fig. 7.2.

We divided the spectrum into frequency bands Δ delta (2-4Hz), theta (4-8Hz), alpha (8-13Hz), beta (13-30Hz), gamma (30-45Hz) Δ and calculated mean log power in these bands for the ICs contributing to each domain. Bootstrap statistics (using 5,000
Figure 7.1: (a) Voxels that show significantly consistent spectra among nearby source locations ($p < 0.05$). (b) Domains created by affinity propagation clustering with maximum similarity threshold across domains 0.9. Domain 4 is the only domain in the frontal part of the brain.

iterations) revealed significant group differences for Domain 4 in the delta, theta and beta bands. Contributing ICs from the concussed group had significantly less delta and
theta band power ($p < 0.01$, $p < 0.05$ respectively) but higher beta power ($p < 0.005$) than contributing ICs from the control group.

![Figure 7.2: Measure-projected IC log spectra for the concussed and control groups at the maximally centered “exemplar” IC for Domain 4. Shaded regions indicate the standard error of the mean. Black lines correspond to spectral bands with a significant group difference.](image)

### 7.5 Discussion

Our findings partly overlap results of the previous ICA-based concussion study [77]. We also found significantly more beta band power in or near frontopolar cortex in the concussed group during resting state EEG. However, unlike the previous study, we observed significantly less delta and theta power in the concussed group, although EEG spectral slowing has been a commonly reported finding in traumatic brain injury patients. Our finding of power increases and decreases in specific bands in the frontal cortex parallels previous fMRI studies on concussed adolescents that have shown both increases
and decreases in functional connectivity within the frontal regions of the brain [15]. These region specific changes in the frontal areas may reflect parallel processes of response to injury and recovery and may be signature of acute concussion. Decreased power at the lower end of the EEG spectrum, together with higher beta power are associated with increased alertness and attentional focus. As pointed out in [86], this can be explained by a mechanism that mTBI patients use to compensate for cognitive deficits arising from their brain injury. Possibly this frequency profile might be used to define a single measure that could differentiate individuals with concussion from still-healthy controls at time of injury, and/or might be used as an index of recovery from mild traumatic brain injury (mTBI).

**Figure 7.3:** Scalp maps of highest contributing 9 sources to Domain 4.
7.6 Conclusion

In this study, we investigated the effects of sports-related concussion on source-resolved EEG spectral measures during eyes-closed rest. Unlike most studies in this field, we used ICA decomposition of high-density scalp data to clean EEG data of artifacts and to transform our analysis domain from scalp sensors to brain sources. Rather than using k-means clustering methods for group-level source analysis, we used a probabilistic framework, Measure Projection Analysis, that takes into account expected inaccuracy in source location estimates and inter-subject differences in brain anatomy. Our results suggested that the concussed group had significantly less delta and theta band power and higher beta power in or near a medial frontal brain area.
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Chapter 8

Conclusion

In this work, we investigated the domains of support recovery and dictionary learning in sparse linear inverse models in the presence of uncorrelated/independent sources. We found that multiple-measurement Sparse Bayesian Learning (M-SBL) is able to recover the support set for uncorrelated sources even though there may be more sources active than sensors. We theoretically provided exact support recovery conditions for this case. In the MMV model, we developed a robust algorithm as a result of the modification of Sparse Bayesian Learning. Derived algorithm is able to find the support recovery in the presence of outliers.

We modeled the EEG source identification problem as consisting of multiple MMV problems with same unknown dictionary. Since most EEG sources are assumed to be independent and thus uncorrelated, our new dictionary learning framework can reveal the mixing matrix even when more sources than sensors are active in any given EEG data segment. This is done via first transforming the problem to the covariance-domain and learning a transformed dictionary. Actual dictionary is then derived through an inverse transformation. We showed our method’s superiority to other overcomplete ICA models on simulated EEG and real EEG. We provided locally-complete methods to identify EEG
local non-stationarities that can be used in low-density as well as high-density EEG.

Later, we provided algorithms to extract independent sources given a multi-channel mixture of a data segment and an overcomplete dictionary to choose the sources from. This problem is different than the MMV sparse model, since we desire that sources carry maximal independence rather than maximal sparsity. The idea of seeking independent sources is again motivated by the nature of most EEG sources and unknown level of sparsity. We have shown that our algorithms can identify independent sources in overcomplete setting through simulations and on real EEG. We showed our algorithms connections to M-SBL.
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