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Abstract

Families of recurring low‐frequency earthquakes (LFEs) within nonvolcanic 
tremor on the San Andreas Fault in central California are sensitive to tidal 
stresses. LFEs occur at all levels of the tides, are strongly correlated and in 
phase with the ~200 Pa shear stresses, and weakly and not systematically 
correlated with the ~2 kPa tidal normal stresses. We assume that LFEs are 
small sources that repeatedly fail during shear within a much larger scale, 
aseismically slipping fault zone and consider two different models of the fault
slip: (1) modulation of the fault slip rate by the tidal stresses or (2) episodic 
slip, triggered by the tides. LFEs are strongly clustered with duration much 
shorter than the semidiurnal tide; they cannot be significantly modulated on 
that time scale. The recurrence times of clusters, however, are many times 
longer than the semidiurnal, leading to an appearance of tidal triggering. In 
this context we examine the predictions of laboratory‐observed triggered 
frictional (dilatant) fault slip. The undrained end‐member model produces no 
sensitivity to the tidal normal stress, and slip onsets are in phase with the 
tidal shear stress. The tidal correlation constrains the diffusivity to be less 
than ~1 × 10−6/s and the product of the friction and dilatancy coefficients to 
be at most 5 × 10−7, orders of magnitude smaller than observed at room 
temperature. In the absence of dilatancy the effective normal stress at 
failure would be about ~55 kPa. For this model the observations require 
intrinsic weakness, low dilatancy, and lithostatic pore fluid.

1. Introduction

Deep slip on some plate‐boundary scale faults is accompanied by 
nonvolcanic tremor (NVT), long duration seismic signals with highest signal‐
to‐noise ratios in the ~2–8 Hz band, of similar frequency to volcanic tremor 
(Obara, 2002). The seismic moment of the tremor has been estimated to be 
a fraction of the total moment of the deep slip (Kao et al., 2010). Individual 
repeating low‐frequency earthquakes (LFEs) make up a portion of the tremor
(Shelly et al., 2007), and the LFE focal mechanisms are consistent with shear
slip on the plate boundary (Ide et al., 2007). Accordingly, a simple, popular 
conceptual model for LFEs is that they represent radiation emanating from 
small, persistent regions that repeatedly fail during aseismic shear of the 
larger‐scale surrounding fault zone (Shelly et al., 2007).



In this paper we study the sensitivity of NVT to imposed changes in stress 
from the tides using LFEs extracted from the tremor on the deep San 
Andreas Fault (SAF) in central California (Shelly & Hardebeck, 2010) and 
consider two models of the relation between tidal stress and fault slip. The 
LFEs locate between 16 and 29 km depth, meaning this seismicity occurs 
above the MOHO (~30 km depth) but beneath the depth extent where 
conventional earthquakes predominately occur. For short‐hand throughout 
we refer to the region containing the LFEs generically as the “transition” 
zone between brittle and ductile deformation because deformation in this 
region shows evidence of both smaller scale seismic (low‐frequency 
earthquakes) and larger scale aseismic (creep) behavior. Here LFE 
occurrence, and the NVT generally, is sensitive to tidal shear stress changes 
as small as fractions of a kilopascal (Thomas et al., 2009, 2012). LFEs occur 
at all phases of the tides, and the maximum rate of occurrence coincides 
approximately with the maximum tidal shear stress, with peak‐to‐peak 
amplitude less than 0.5 kPa (Thomas et al., 2009, 2012). Following Thomas 
et al. (2012), in Figure 1, LFEs from 4/2001 to 2/2012 are binned according to
the tidal right‐lateral shear stress on the SAF at the time of LFE occurrence. 
The number of events in each bin (Nobs) is normalized by the expected 
number of events (Nexp), assuming LFEs are randomly distributed in time. The
expected number is the total number of events in the catalog divided by the 
fractional catalog time at that bin's range of tidal stress. Nobs/Nexp > 1 denote 
an excess of LFEs at that stress level, and Nobs/Nexp < 1 indicate a deficit. The 
collective event occurrence rate varies systematically from low but nonzero 
at the lowest and negative tidal shear stress to high at the highest, positive 
stress (Figure 1a). NVT on the SAF shows the same relationship (see Figure 3
of Thomas et al., 2009). In contrast, collectively, LFEs show no strong or 
systematic relationship with the tides resolved as normal stress on the SAF 
(Figure 1b). In detail for individual families there is rather complex relation to
normal stress, including apparent correlation with both positive and negative
normal stress; see the detailed results in Thomas et al. (2012). In any case, 
the correlation of LFE occurrence and the normal stress tides never comes 
close to that of the shear stress, and for our purposes, the collective 
sensitivity depicted in Figures 1a and 1b well describes the contrast. This is 
surprising because the solid Earth tidal strains are largely volumetric and the
peak amplitude of the normal stress tide is more than 10 times larger than 
that of the shear stress. In the following we use this sensitivity to the shear 
stress and the lack of coherent sensitivity to normal stress as constraints on 
the fault rheology.



Figure 1

Relation between earthquake occurrence and the tidal shear stress from Thomas et al. (2012) for 
~732,000 events in 88 LFE families. (a) The left vertical axis is the observed number of events 
normalized by the expected number. The error bars are the 99% bootstrap confidence intervals. The 
horizontal axis is the tidal shear stress. (b) Same as Figure 1a for fault normal stress. Shown for 
reference are the shear stress data from Figure 1a (small gray symbols).

We evaluate two models of frictional fault slip for their implications for the 
correlations between the tides and low‐frequency earthquake occurrence. In 
the immediately following section 1.1, the two models are briefly described: 
a slip modulation model where the aseismic fault slip rate is affected directly 

https://wol-prod-cdn.literatumonline.com/cms/attachment/b1c0ce12-e2ac-4c3a-a54f-6ad60734bef0/jgrb52488-fig-0001-m.jpg


by the tidal stress, and a triggered slip model where slip occurs episodically 
and the onsets of slip events are triggered by the tides. In the two 
subsequent sections 2 and 3 the models are described in more detail, 
starting with a slip modulation model in section 2, where two previously 
published modulation models (Ader et al., 2012; Beeler et al., 2013) are 
discussed in the context of the observations. Both of these models are found 
to be lacking. Moreover, the SAF LFE data are clustered, and following a 
qualitative clustering analysis and formal declustering of the catalog 
(section 2.1), we find that the catalog is dominated by cluster durations that 
are too short for slip modulation on that time scale. In addition, the cluster 
recurrence interval is much longer than the semidiurnal period. With these 
temporal properties, the clusters appear to be triggered. Using a conceptual 
model of truly triggered occurrence, section 3, we evaluate the implications 
for fault properties. Since friction models imply dilatancy (Brace et al., 1966; 
Dieterich, 1979), experimentally observed dilatancy is described and the 
standard constitutive model of frictional dilatancy (Segall & Rice, 1995) is 
incorporated into the triggering model in section 3.1. Then, the data are used
to constrain friction, dilatancy, and effective normal stress in the model, 
sections 3.2, 3.3, and 3.4. Finally, section 4 expands briefly on the 
implications and section 5 on known limitations of our study, and some 
suggested remedies.

1.1 Models of earthquakes and the tides

Among the large number of models of ETS processes (e.g., Ben‐Zion, 2012; 
Hawthorne & Rubin, 2013; Hayman & Lavier, 2013; Liu & Rice, 2007; Segall 
et al., 2010; Skarbek et al., 2012, 2014) we limit our focus to those that 
directly address the correlation between the tides and low‐frequency 
earthquake or tremor rates, and of those models only ones that can explain 
the details of the correlation. Due to the narrow scope of the observations 
under consideration, necessarily, we evaluate only a fraction of possible 
models, and therefore, nearly all our conclusions are inherently model‐
dependent.

In response to the shear‐stress tides the earthquake rate increases 
approximately by 75% above the background rate, whereas the normal‐
stress tides have no systematic effect on the LFE earthquake rate (Figure 1). 
One interpretation of the lack of a substantial and systematic sensitivity of 
earthquakes to normal stress is a ductile rheology with failure strength 
independent of pressure. However, a ductile rheology is not consistent with 
the presumed recurring episodic slip and repeating earthquake occurrence, 
most easily interpreted as brittle deformation. Two alternatives to ductile 
deformation have been suggested; the simplest, developed in reference to 
these SAF LFEs is that the fault failure strength is pressure dependent but 
with a very low friction coefficient (Thomas et al., 2012). Since the normal 
tides are more than 10 times larger the shear tides and have no coherent 
effect, this requires that the friction coefficient is much less than 0.1. Strictly,
there are no laboratory measurements of sliding friction on geologic 



materials that have such low values and for the time being, we dismiss this 
possibility, returning to it later in section 4. An alternative was suggested by 
Hawthorne and Rubin (2010) in the context of triggered slip in Cascadia. 
They proposed that weak or absent correlation with the normal stress 
component of the tides can be explained by allowing the fault zone to be 
undergoing frictional sliding, at any absolute strength level, while the pore 
pressure within the fault is incompletely drained. So long as the fault zone 
has a high poroelastic coupling of stress to fluid pressure (a Skempton‐like 
coefficient of ~1), as is expected at low effective normal stress, tidal 
changes in normal stress are opposed by changes in pore fluid pressure, the 
effective normal stress remains nearly constant, and expected changes in 
shear resistance or in slip rate due to the normal stress tides are diminished.

There are two classes of laboratory‐based pressure‐dependent models that 
have been used to explain the correlation between the tides and earthquake 
occurrence (Dieterich, 1987; Perfettini & Schmittbuhl, 2001), so in 
considering models of deep slip, we follow Hawthorne and Rubin's 
suggestion and assume that slip is frictional and allow that pore pressure is 
potentially undrained. Most relevant to seismic hazard are earthquake 
triggering models that were developed for seismicity in the upper part of the 
crust. In this brittle region, the fault is typically assumed to be effectively 
locked prior to failure. The onset of earthquake occurrence results from 
elastic stress transfer due to loading from plate motion outside the region of 
interest (tectonic loading) and from the tides, imposed as a body force in the
model (see Appendix A). The modeled onset of slip depends on the stress 
level, resulting in an occurrence rate that reflects the characteristics of the 
tectonic loading and the influence of the tides. In the shallow crust there is 
generally a weak relation between the tides and natural earthquake 
occurrence (Métivier et al., 2009), and the majority of the moment release is 
thought to be seismic.

Appropriate for these conditions, triggering models descend from 
calculations with rate and state friction by Dieterich (1987), based on his 
room temperature experiments on initially bare quartzofeldspathic rocks and
in later implementations from experimental studies by Lockner and Beeler 
(1999) and Savage and Marone (2007). The Dieterich (1987) model was 
developed for application to triggered seismic slip, in regions where such slip
is the majority of the moment release. However, such observational 
restrictions on slip rate might not apply in the deep crust of our immediate 
interest. For instance, Hawthorne and Rubin (2010) show in Cascadia that 
deep slow events appear to be triggered, at depths where the majority of the
strain release is aseismic rather than seismic. Similar to Hawthorne and 
Rubin (2010) our application of triggering models will be to slow slip.

The other class of models (Perfettini & Schmittbuhl, 2001) is specific to 
earthquake occurrence in regions where the predominant strain release 
mechanism is aseismic slip and the seismic moment is a small fraction of the
total energy release (Nadeau & Johnson, 1998; Shelly et al., 2007). 



Accordingly, it is the surrounding slipping fault that provides the majority of 
the stress loading to the small areas of earthquake initiation. If the slip rate 
in the surrounding region is stress sensitive, then the tides modulate that 
rate and the earthquake occurrence rate reflects that modulation (Ader et 
al., 2012; Beeler et al., 2013; Hawthorne & Rubin, 2013; Perfettini & 
Schmittbuhl, 2001). Models of this second type are more consistent with the 
prevailing view of deep tectonic tremor and low‐frequency earthquakes in 
that they are driven by slip of the immediately surrounding fault (Shelly et 
al., 2007), and indeed the Ader et al. (2012) and Beeler et al. (2013) models 
were developed to explain the strong correlation between NVT/LFEs and the 
tides using the assumption of slip loading as a starting point.

However, their assumption of slip loading does not preclude the possibility 
that the tidal correlation is due to triggered transient aseismic slip events 
rather than continuously modulated aseismic slip or to both. For example, 
again, since Hawthorne and Rubin (2010) showed that the onsets of deep 
slip episodes in Cascadia (e.g., Dragert et al., 2001) correlate with the tides, 
any seismic activity associated with that initial triggered slip is also 
triggered. Furthermore, in the context of slip loading, triggering and 
modulation are not mutually exclusive, and if slip is episodic with durations 
much longer than the tidal period, as is well known to be the case in 
Cascadia (e.g., Lambert et al., 2009), triggered slip may also be modulated 
by the tides (Hawthorne & Rubin, 2010) and the seismicity rates can show 
aspects of both.

In any case, so long as there are resolvable earthquake rate changes in 
response to known tidal stresses, the correlation might be used to determine
the fault rheology, fault hydraulic properties, and potentially, the ambient 
effective stress levels in the source region (e.g., Hawthorne & Rubin, 2010; 
Thomas et al., 2012). As these determinations are necessarily model 
dependent, in this study, we address which model within these two classes, 
triggered or modulated slip, may be most appropriate and infer associated 
rheological parameters and conditions on the SAF.

2 Tidal Modulation of Fault Slip

Slip modulation models assume that an LFE is a brittle patch on a fault plane 
that is elsewhere and otherwise slipping aseismically (Bufe et al., 1977; 
Nadeau & Johnson, 1998; Perfettini & Avouac, 2004; Shelly et al., 2007) and 
that the LFE source itself is sufficiently small and obeys a threshold failure 
criteria such that occurrence is a passive meter of the rate of fault slip 
(Beeler et al., 2013)

Here V and R are the slip and seismicity rates, respectively, 
and VL and RL are reference values of slip and seismicity rate, taken 



throughout as being associated with the plate motion rate on the 
SAF, VL ≈ 0.001 μm/s. As implied by 1, the normalized histogram of 
occurrence shown in Figure 1 can equivalently be expressed as a plot of the 
normalized fault slip rate, and the fault patches that produce seismicity have
an occurrence rate that directly reflects the rheological properties of the 
surrounding fault. In both published models (Ader et al., 2012; Beeler et 
al., 2013) the fault has rate strengthening friction but the details differ 
considerably. Rate strengthening friction has the form

(Dieterich, 1979; Ruina, 1983), where a and b are small relative to the 
nominal friction coefficient μ0, θ is the state variable of Ruina (1983) with 
steady state value θss = V/dc, dc is the state variable weakening 
distance, V0 is a reference velocity, and a > b (rate strengthening). For the 
Ader et al. (2012) model the fault is loaded elastically and there are four 
fault‐controlled tidal response regimes that are separated by three 
characteristic time scales, defined by the relative contributions of the state 
variable to fault strength over the tidal period of interest and the onset of 
elastic interactions. The Beeler et al. (2013) model is much simpler; elastic 
interactions are ignored and the fault is purely rate strengthening (no state 
variable) and therefore has a single response regime where the fault always 
slides at steady state. To determine which model is most appropriate we first
consider which of the Ader et al. (2012) regimes applies to the SAF LFEs. The
response regimes in Ader et al. (2012) are, in order of lowest to highest 
period, as follows: instantaneous, state‐influenced, steady state, and 
elasticity‐dominated. The boundary between the instantaneous and state‐
influenced regimes is proportional to the steady state value of the state 
variable, 2πdc/VL. Using a lab value of 200 μm for fault gouge for dc (Ader et 
al., 2012), Figure 2 shows a recalculation of modulation for a wide range of 
tidal periods using the conditions of Ader et al. (2012) case #2. The daily and
fortnightly tides are shown for reference and suggest that the dominant tidal 
response is in the instantaneous regime. The loading rate in Ader et al. 
(2012) (0.00063 μm/s) is somewhat lower than on the SAF, where, for the 
same choice of dc, the regime boundary is at 1.26 × 106 s. This is still much 
higher than the semidiurnal tidal period that most strongly influences LFE 
rates on the SAF, requiring that the LFEs of interest are in the instantaneous 
regime.



Figure 2

Tidal response regimes in a rate and state friction slip modulation model. Recalculation of Ader et al. 
(2012) case 2. The parameters used in the simulation are Δτ = 15 kPa, VL = 0.02 m/yr, mean normal 
stress σn = 5 MPa, k/σn = 0.002/m, μ0 = 0.7, a = 0.004, b = 0.0036, and dc = 0.2 mm. The simulations 
are plotted as the velocity ratio V/VL versus period T. The vertical dashed lines show tθ, the fortnightly 
tide, and the semidiurnal tide.

The Ader et al. (2012) instantaneous response regime is essentially the same
as that of the simpler Beeler et al. (2013) model, but, due to different 
assumptions, the derived amplitude of the slip rate responses can differ 
substantially: in Ader et al. (2012) the rate and state equations have been 
linearized resulting in V/VL = 1 + Δτ/(aσe), while in Beeler et al. (2013), 
elastic loading is ignored, as if the tectonic loading were infinitely compliant, 
resulting in V/VL =  exp [Δτ/(aσe)]. While the results are identical when the 
tidal amplitude Δτ is small relative to aσe (i.e., when exp x ≈ 1 + x), for 
application at very low effective stress on the SAF (e.g., Thomas et 
al., 2012), this may not be the case and the nonlinearity of the earthquake 
rates may be important. Indeed, the SAF observations show strong evidence 
of nonlinearity (Thomas et al., 2009; 2012; Figure 1), as do LFE and tremor 
rates elsewhere (Houston, 2015; Ide & Tanaka, 2014). Similarly, while Ader 
et al. (2012) suggest that elastic stress transfer is unimportant for slip in the 
instantaneous regime, they do not consider low effective stress conditions 
where elasticity may influence the tidal response, and generally for 
application to the SAF and elsewhere, numerical simulations rather than 
either of the published, approximate models are recommended.



More important for our application to the SAF is whether a modulation model 
is appropriate for the observations. There is inconsistency between the 
assumption of modulated slip and the observation that the LFE occurrence is 
episodic (clustered in time) (Shelly, 2010; Thomas et al., 2012) (Figure 3), as 
follows, using Figure 3 as an example. For this family (#5 Shelly & 
Hardebeck, 2010), on the time scale of the whole catalog (~11 years), the 
event rate is apparently smoothly varying, which is not inconsistent with the 
idea that the rate might be modulated by the tide. This is an example of a 
“continuous” LFE family (Shelly, 2010; Shelly & Johnson, 2011; Thomas et 
al., 2012). However, on a much shorter time scale (inset), rather than 
smooth, occurrence is clustered, with ~8 events in each cluster and an 
average cluster recurrence interval of 0.0092 years (Table 1). To determine 
whether these clusters or episodes in the entire catalog are consistent with 
modulation during the cluster or with triggering requires processing the 
occurrences for recurrence interval and duration. In the following section we 
first develop a catalog processing routine. We focus only on the continuous 
families for a number of reasons. The continuous families are the large 
majority, 55, of the 88 families (Table 1), and the continuous families have 
more events per family than the “episodic” families (Shelly, 2010). In 
addition, clustering is similar among the continuous families. For these 
reasons we believe that the correlation of earthquake occurrence with the 
tides in the whole catalog is dominated by the behavior of the continuous 
families. As we will show, this is borne out by our analysis. The continuous 
families can be distinguished from episodic families in a number of ways, for 
example, as defined by the Shelly and Johnson (2011) MFD75 parameter. 
Here we define the continuous families as those that show clustering on a 
single time scale, whereas episodic families are clustered on two time scales.

Figure 3

Earthquake occurrence for an example LFE family catalog, a “continuous” family, #5 (Shelly & 
Hardebeck, 2010). The inset shows the episodic nature of occurrence on an expanded scale spanning 
36.5 days.



2.1 Catalog Processing

We developed a simple catalog processing procedure to define all the 
individual episodes, episode recurrence times, episode durations, and 
number of LFEs per episode. To characterize a LFE family catalog, the 
catalog is divided into two sets of events, LFEs that occur during episodes 
and those that occur in the interepisode period. The division is done in two 
steps. First, interevent times are calculated for all LFEs—the interevent time 



is the time since the previous LFE in the family. The interevent time is also 
the reciprocal of the instantaneous occurrence rate of the family. Interevent 
times or occurrence rates are plotted on log scale versus time within the 
catalog (Figure 4a); in this report the occurrence rate is used. The division in 
this figure is defined by the horizontal region in the center of the plot where 
there are few events; this region of depleted occurrence lies between 
1/average episode recurrence interval and 1/average interevent times during
episodes. A naive but effective procedure for objectively determining the 
location of this break is to sort the log of the reciprocal of the interevent 
times and to take the largest value of the difference between consecutive 
values (Figure 4b). In this example the break in the catalog is at 1.44 (in log 
(1/d)). Episodes are defined by two or more consecutive occurrences with 
interevent times that are shorter than the break. This procedure is followed 
for all 55 continuous families defining catalogs of episode duration, number 
of events per episode, episode seismicity rate, and episode recurrence 
interval. The averages of each of those quantities are calculated for each 
family in Table 1.

Figure 4

Temporal properties of a continuous LFE family catalog, #5 of Shelly and Hardebeck (2010). Logarithm
of instantaneous seismicity rate (1/interevent time with time in days) versus time in years between 
2005.5 and 2012. Also shown are the average episode duration, episode recurrence interval, the 



semidiurnal tidal period (44,712 s), the fortnight (1,180,224 s), and the break in the catalog used to 
define the episodes (see text for discussion). (b) Sorted logarithm of seismicity rate (horizontal axis) 
and the gap between successive rates (vertical axis). Seismicity rate is in events/d. The local minimum
at 1.44 on the horizontal axis corresponds to the center of the horizontal low density band in Figure 4a.
This value is used to divide the catalog in Figure 4a into events within episodes, log values above 1.44,
and those that are between episodes, values below.

To illustrate clear constraints on models of tidal correlation from this 
analysis, note the relation of the episode duration and recurrence interval to 
the daily tidal period for the example family #5 (Figure 4c). The semidiurnal 
period is more than 2 orders of magnitude longer than the average episode 
duration of 302 s, meaning that to first order, all of the LFEs in each episode 
occur at the same time relative to the tidal period. This indicates that no 
significant modulation of slip is possible during episodes. The average 
recurrence interval in this family is 3.4 days, intermediate between the 
semidiurnal and fortnightly tides. We extend this idea to the behavior of all 
the continuous families by constructing a “declustered” catalog. The catalog 
consists of the occurrence time of the first LFE in each episode, representing 
the episode onset time, for all the continuous families relative to the tidal 
stress (Figure 5). To avoid possible influences of the 2004 Parkfield 
earthquake (e.g., Shelly, 2017) we undertake the analysis from 2005.5 
(07/02/05) to the end of the catalog (1/4/2012). As shown in Figure 5there is 
little difference between the tidal correlation of the whole LFE catalog (2001–
2012) and the post Parkfield subset (2005.5–2012). Furthermore, relative to 
the shear stress tides (Figure 5a), the episode onsets (solid black symbols) 
follow a similar trend as the entire LFE catalog (gray symbols), while relative 
to the normal stress tides, the episode onsets (Figure 5b solid black symbols)
are similar to the entire LFE catalog (gray symbols) and show no systematic 
relationship to the tidal stress. These observations confirm that the LFE 
catalog is dominated by the behavior of continuous families, and on the time 
scale of the episodes, the correlation does not arise from modulation of slip 
by the tides. The latter result has been discussed in a more general context 
by Thomas et al. (2017), who consider in detail the assumption underlying 
our analysis, that LFE rates are proportional to the slip rate of the fault. 
Thomas et al. (2017) conclude that for continuous families, during clusters, 
LFE occurrence rates are not proportional to the fault slip rate. Consequently,
these short duration bursts cannot be interpreted as slow slip events but 
instead represent some kind of compound rupture driven to failure by 
surrounding slow slip. That surrounding slow slip, if variable, for instance due
to the tidal stress, varies at longer time scales than the continuous family 
cluster duration (Thomas et al., 2017).



Figure 5

Relation between LFE occurrence and the tidal stress for continuous family episodes, ~38,013 episode 
onsets from 55 LFE families between 07/2005 and 01/2012. (a) Upper plot. The left vertical axis is the 
observed number of episode onsets normalized by the expected number. The horizontal axis is the 
tidal shear stress. A fit to the form (9) (dashed) has c = 0.98 and Afit = 330 Pa. Shown for reference 
is Nobs/Nexp for the entire LFE catalog (01/01/2001–01/04/2012) from Figure 1a and the values for the 
catalog from 07/02/2005 to 01/04/2012. The dotted nearly horizontal line represents that the predicted
event numbers were the earthquake rate controlled by steady state dilatancy hardening in a quartz 
gouge using room temperature dilatancy measurements (see text). The lower plot shows the 
probability density of the tidal shear stress associated with the episodes. (b) Same as Figure 5a for the 
tides resolved as fault normal stress. Shown for reference are Nobs/Nexp for the entire LFE catalog (small 

https://wol-prod-cdn.literatumonline.com/cms/attachment/21817483-ef9a-444f-a685-6046df5c16ba/jgrb52488-fig-0005-m.jpg


gray symbols) from Figure 1b and the shear stress data from part Figure 5a (x's). The lower plot shows
the probability density of the tidal normal stress associated with the episodes.

The rate of occurrence of the episode onsets in the declustered catalog is 
much less than an event per tidal cycle; for example, for family #5, the rate 
is 0.15 episode onsets per tidal cycle. Accordingly, there is no resolution of 
modulation on the time scale of a single tidal period and the onsets have the 
appearance of being triggered by the tides, a property we refer to in the 
remainder of this paper as “apparent” triggering. In the context of specific 
triggering and modulation models, this behavior could be due to either. For a
triggering model the onsets might represent triggered deformation within 
the region containing clusters. Since the duration of episodes is long relative 
to earthquake risetimes, this would be a triggered creep model with each 
episode onset being used as a proxy for the onset of detectable slip (see 
Thomas et al. (2017) for detailed discussion of the temporal resolution of LFE
families). For modulation, the model would be no different than described in 
the prior studies of Ader et al. (2012) and Beeler et al. (2013), except the 
region containing episodes would have to be spatially large enough or the 
stress drop associated with failure be large enough that reloading to failure 
takes multiple tidal cycles. Because modulation models are well represented 
in the literature and have been applied previously to LFEs (Royer et 
al., 2015) and nonvolcanic tremor (Yabe et al., 2015), we focus on 
constraints from the unexplored possibility that these episodes may be truly 
triggered slip events.

3 Tidal Triggering of Slip

Given the lack of systematic normal stress dependence and discounting the 
possibility that the friction coefficient is much less that 0.1, interpreting the 
observations as due to triggered frictional slip requires the fault to be 
incompletely drained over the tidal period. Appendix Aconsiders 
poroelasticity and triggered slip over a range fluid diffusivities from 
undrained to drained conditions, relative to the daily tides. In these 
calculations, for undrained conditions, the earthquake rate is in‐phase with 
the tidal shear stress, but as the diffusivity increases, the normal tides begin 
to influence the earthquake rate, and necessarily, the in‐phase relationship 
with the shear tides is lost. At drained conditions the effect of normal tides 
on fault slip is fully manifest. The observed SAF seismicity rate relative to the
daily tides (Figure 1), when interpreted in the context of these calculations, 
places a qualitative bound on the diffusivity in the source region to be less 
than about 1 × 10−6/s. While these calculations are somewhat involved and 
would seem to be highly model‐dependent, the essential constraints on the 
diffusivity come from the data: the observed lack of sensitivity to the normal 
tides (Figure 1b), the in‐phase with shear tides (Figure 1a), and the 
semidiurnal tidal period tp of 44,712 s. These require that the fault is not 
drained at diffusivities of 1/tp or ~2 × 10−5/s. Thus, the diffusivity is on the 
order of or smaller than the reciprocal of 10 times the tidal period, and the 



inference made in Appendix A is likely to be independent of the particular 
triggering model.

Requiring nondrained fault slip puts additional constraints on the fault 
rheology because frictional deformation is fundamentally dilatant (Brace et 
al., 1966). Changes in pore volume due to dilatancy or compaction will 
change the effective stress inside an incompletely drained fault zone. For 
example, in friction experiments, shear zone porosity varies systematically 
with slip rate (Marone et al., 1990; Morrow & Byerlee, 1989). Figure 6 shows 
this effect in saturated quartz gouge at room temperature and 100 MPa 
normal stress from Marone et al. (1990). On a rate‐weakening fault with this 
property and with incompletely drained fluid pressure, slip acceleration 
produces dilatancy and an increase in the effective normal stress, slowing, 
and potentially stabilizing fault slip (Segall & Rice, 1995), as described in 
detail as follows.

Figure 6

Rate‐dependent dilatancy and friction in saturated quartz gouge at room temperature and 100 MPa 
normal stress from the seminal study of Marone et al. (1990). (a) Fault zone evolves following a 
change in slip rate; in this case, there are two rate changes. In response to the first order of magnitude
step increase in slip rate, the fault becomes more dilated, and then compacts following the subsequent
slip rate decrease. The data shown have had a positive linear (compaction) trend removed. (b) Friction 
changes rapidly when slip rate is changed following the two stage response of Dieterich (1979), in this 
case resulting in a net increase in steady state friction following the increase in slip rate, then a 



decrease in steady state friction when the slip rate is returned to the origin rate (rate strengthening). 
The figure is reproduced from Segall and Rice (1995).

3.1 Dilatancy Rate Dependence

Rate‐dependent dilatancy provides the basis for a number of theoretical and 
numerical studies of crustal‐scale faulting (Segall & Rice, 1995) and deep 
slow slip (Liu & Rubin, 2010; Segall et al., 2010; Segall & Bradley, 2012), 
using the constitutive equations developed by Segall and Rice (1995). In 
these faulting studies the modeled slip velocities range from substantially 
below the plate rate up to seismic rates, and the depth varying effective 
normal stresses range from near zero near the surface to those expected at 
the base of the lithosphere in strike‐slip and subduction zone settings. In the 
subduction zone models, it is this effective “dilatancy rate strengthening” 
that limits slip to subseismic rates while producing quasiperiodic occurrence 
(Liu & Rubin, 2010; Segall et al., 2010; Segall & Bradley, 2012). Collectively, 
these studies require that rate‐dependent dilatancy occurs throughout the 
crust independent of slip speed, normal stress, and mineral composition. The
experiments upon which this is based are limited to room temperature 
quartz and granitic faults and gouges (e.g., Morrow & Byerlee, 1989; Marone 
et al., 1990), at a limited range of normal stress and slip speed.

To determine the expected contributions from dilatancy we allow the fault to 
slip over the range of conditions between drained and undrained. Fault 
strength is the product of a friction coefficient, μ, and the effective normal 
stress

(3)

where σn is the applied fault normal stress and p is pore fluid pressure. The 
steady state rate‐dependent dilatancy is assumed to follow the laboratory‐
based constitutive relation proposed by Segall and Rice (1995),

 (4)

where ϕ is porosity of the shear zone, the ratio of the pore volume to the 
total volume, and V0and ϕ0 are arbitrary reference values of slip velocity and 
porosity. ε is the experimentally measured rate dependence of 
porosity, ε = dϕ/d ln V. The rate‐dependent porosity is thought to result from
competition between time‐dependent compaction and shear‐induced 
dilatancy. Equation 4 strictly describes the steady state response of dilatancy
and therefore dictates only the maximum amplitude of the pore pressure 
response to dilatancy (see section 3.4 below where the nonsteady state 
behavior is included). At drained conditions, rate‐dependent 
dilatancy 4 makes no contribution to the fault strength 3.

More generally, following Walder and Nur (1984) and Segall and Rice (1995), 
a fluid mass balance requires that the rate of change of fluid mass per unit 
volume, m, depends on the sum of terms representing the rate of change of 
the porosity and that of the pore fluid pressure



 (5a)

where ρf is fluid density, βf = (1/ρ)(dρ/dp) is the fluid compressibility, 
and βϕ = (1/ϕ)(dϕ/dp) is the pore compressibility. Undrained conditions, that 
is, dm/dt = 0 in 5a, define the relation between dilatancy and pore pressure 
to be

  (5b)

(Segall & Rice, 1995), where they used the substitution β = ϕ(βf + βϕ) as the 
combined compressibility of the fluid and pores. Combining 5b with the 
derivative of 4 (assuming ϕ = ϕss) results in

 (5c)

Equation 5c is the undrained rate of pore pressure change associated with 
changes in slip rate that we use initially, keeping in mind that this is the 
amplitude of pore pressure response due to only the steady state dilatancy; 
subsequently, we will also examine the nonsteady state response. 
Accordingly, the material contribution of dilatancy to pore pressure change is
manifest as the coefficient ε, the size of the porosity change, and throughout
this study, ε is referred to as “the dilatancy coefficient.”

3.2 Steady State Dilatancy and State

Quasi‐periodic slip requires recurring stress drop, most reasonably explained 
by rate weakening frictional slip with restrengthening in the interevent 
period (Dieterich, 1979). For steady state dilatancy and state, rate and state 
friction follows an equation of the form of 2, with aσe augmented by the 

dilatancy contribution   (Segall & Rice, 1995) and 

where bσe >    (rate weakening). Previously published rate step tests 
to determine ε for quartzite results in ε = 1.7 × 10−4 (Table 3), the 
associated friction value, μ0 = 0.7 (Marone et al., 1990; Segall & Rice, 1995), 
and we assume crack‐like as opposed to equant porosity βϕ = 1 × 10−2/MPa 
for βϕ at all depths (Segall & Rice, 1995). To estimate the remaining unknown
constants, ϕ, and βf, we consider a range of possible temperature and stress 
conditions within the transition zone as estimated by Beeler et al. (2013), 
using a strike‐slip faulting environment with an optimally oriented fault 
where the intermediate principal stress is the mean stress and the geotherm 
of Lachenbruch and Sass (1973). Temperatures range between 380 and 
620°C in the region of LFEs and tremor between 15 and 30 km. The normal 
stresses for an optimally oriented fault in this depth range from 420 MPa at 
15 km to 840 MPa at 30 km. Taking the least extreme stress condition to be 
associated with the lowest pore pressure (hydrostatic), p = 150 MPa, at 



15 km, and most extreme stress condition to have lithostatic pore 
pressure p = 840 MPa at 30 km, results in a range of values of βf from most 
compressible, 1 × 10−3/MPa, for the shallow extreme to least compressible 
3.2 × 10−4/MPa for the deep extreme (Burnham et al., 1969). Allowing the 
steady state porosity to vary between 1 and 10% with the high (shallow) to 
low (deep) effective normal stresses, respectively, leads to εμ0/β = 0.12 to 
1.1 MPa. The smaller value is for the high pore pressure, high temperature, 
high porosity conditions (Table 2).

If we take these frictional properties inferred from room temperature 
measurements as appropriate for these depths, a minimum fluid pressure for
nucleation of repeating slip can be inferred from the requirement that the 
steady state friction is rate weakening, namely,

 (6)

A low temperature value of (b − a) for localized slip in quartz is 0.005 
(Chester, 1995), yielding minimum values for effective normal stress in the 
range of 22 to 202 MPa. These are very high relative to the amplitude of tidal
shear stress that produces the strong correlation with the tides and are 
inconsistent with a prevailing view that to produce strong correlation with 
the tides requires the ambient stress levels to approach the amplitude of the
tide (Thomas et al., 2012), for instance, second‐order relative to the tidal 
stress (Beeler et al., 2013). The disagreement may be an indication of 
inconsistency between the frictional properties measured in room 
temperature experiments on quartzofeldspathic rocks and those that may 
control earthquake occurrence in the deep crust, pending the results from 
our nonsteady state calculations to follow. Since smaller magnitude (more 
neutral) values of the rate dependence might be expected in the brittle 
ductile transition region (e.g., Ader et al., 2012) and because such values 
would raise the minimum effective stress in 6, qualitatively, the primary 
requirement of the tidal correlation on frictional properties would be to 
reduce the εμ0 product relative to room temperature values. Moreover, the 



implied range of stress change due to dilatancy from the quartz 
experiments εμ0/β = 0.12 to 1.1 MPa greatly exceeds the stress drops of 
natural slow slip events (e.g., Rubin, 2011), further implying fundamental 
differences in frictional properties between low temperature lab tests and at 
the elevated temperatures in the deep crust.

3.3 Steady State Dilatancy, Nonsteady State

While using low temperature friction parameters in 6 seems to provide 
effective stress that is too high to explain the tidal correlation, we take the 
result as an upper bound on effective stress for this triggering model. In this 
and the following section we make more complete estimates of the frictional 
properties and effective stress for tidal triggering on the SAF by allowing the 
friction parameters to deviate from the low‐temperature measurements and 
for friction to deviate from steady state. In this section we assume that 
steady state dilatancy, equation 4, applies throughout earthquake nucleation
and simulate fault slip with 5c for pore fluid pressure, 3 for effective stress, 
and 2 for friction and assume that the effective normal stress in the absence 
of shear‐induced dilatancy is constant. An evolution relationship for the state
variable

 (7)

(Ruina, 1983) completes the friction constitutive equation 2. Shear loading 
consists of a nominal constant rate of stressing that represents tectonic 
loading and an oscillating stress representing the tides that is imposed as a 
body force,

 (8)

where we have represented the tidal shear stress as a simple sine 
function. k is the stiffness, Δτ is the amplitude of the tidal shear stress, tp is 
the tidal period, and VL is the loading velocity. The calculations follow the 
approach of Dieterich (1987) in spirit and consist of a population of N sources
that are initially far from failure with identical frictional properties. The initial 
phase of the tidal stress for these sources is distributed uniformly over the 
tidal period tp. When Δτ = 0 the failure rate of the population, the seismicity 
rate, is constant at N/tp. The friction parameters, fault properties, stresses, 
tides, and pore pressure were selected to match known conditions on the 
deep San Andreas (see caption to Figure 7) and to produce earthquake rates 
that are qualitatively consistent with the observations. Results are 
independent of the values of b and dc in 2, and in all calculations, the peak 
earthquake rate coincides with the peak stress of the tide (cf., Beeler & 
Lockner, 2003); that is, the earthquake rate is in phase with the tidal stress 
as required by the observations. Simulated distributions of Nobs/Nexp with 
respect to the tidal stress (Figure 7a) can be fit empirically with



 (9)

Figure 7

Simulations of triggered slip. (a) Example simulation in number of events versus tidal stress level for 
μ0 = 0.7, a = 0.007, b = 0.015, dc = 3 μm, βf + βϕ = 0.1/MPa, ϕ = 0.1, ε = 0, σe = 0.03 MPa, k = 6 × 10
−7 MPa/μm, VL = 0.001 μm/s, tp = 44,712 s, Δτ = 0.00023 MPa, and N = 500. The solid symbols are the 
simulation; the line is fit to the simulation with equation 9, resulting in Afit = 0.00013 MPa, c = 0.68. (b)
Fit values of c and Afit from a suite of simulations, with the same parameters as in Figure 7a 
except σe is varied from 0.03 to 0.07. Each simulation results in earthquake rates over the range of 
tidal stresses, as shown in Figure 7a. Each of those resulting histograms is then fit with the empirical 
earthquake rate equation 9. This figure shows the values of the two fitting parameters Afit and c of 

https://wol-prod-cdn.literatumonline.com/cms/attachment/4b931a0f-547c-489c-a205-141eccd68d11/jgrb52488-fig-0007-m.jpg


equation 9, plotted against the value of the rate dependence used in the simulations,  . The 
solid symbols are the values, Afit (left axis). Fit values of c are in gray (right axis). The dashed line is the

result if the fit value is Afit = 0.7  . (c) Fit values of c and Afit from a suite of simulations with 
the same parameters as in Figure 7a, except a = 0.0035, and σe is varied from 0.03 to 0.07 and ε is 
covaried from 1.5 × 10−7 to 3.5 × 10−7 such that aσe = εμ/β in all simulations.

The preexponential constant c measures the offset of the exponential 
from Nobs/Nexp = 1 at Δτ = 0, as in the example (Figure 7a) where c = 0.68. 
Fits with 9 to the results of our calculations yield values of c between 0.5 and

1 (Figures 7b and 7c). The values of Afit scale with the sum   as 
expected from the undrained analysis of Segall and Rice (1995) (Figures 7b 
and 7c). Figure 7b shows a suite of calculations over a range of effective 
normal stresses for the end‐member case where the dilatancy 
coefficient ε = 0 such that the earthquake rate reflects the instantaneous 
rate dependence most directly. In those calculations a = 0.007 and the 
starting value of effective normal stress is varied between 0.03 and 
0.07 MPa. Because there is no dilatancy, effective stress is constant 
throughout all the calculations. The dashed line is Afit = 0.7A, 

where A =    and indicates that the apparent rate dependence in 9 is 

somewhat smaller than the input values of the sum  . Figure 7c is a 
similar calculation where the input values of the rate dependence 

sum   are the same as in Figure 7b but where ε ≠ 0. This is 
accomplished by setting a to half the value used in the prior 
simulations, a = 0.0035, and as σe is varied from 0.03 to 0.07, ε is covaried 
from 1.5 × 10−7 to 3.5 × 10−7 such that aσe = εμ/β in all simulations. Because
the fault has nonzero ε, it dilates, raising the effective stress and porosity 
with slip such that, at failure, neither ϕ or σe are their starting values. 

Nonetheless, other than   being systematically larger at failure, the 
simulations are no different than those in Figure 7b. Again in 
Figure 7b, Afit = 0.7A is shown as a dashed reference line.

3.4 Nonsteady state Dilatancy and State

Because there is known displacement evolution of dilatancy following a 
change in slip speed (Figure 6), the assumption of steady state in 4 may lead
to an overestimate of the role of dilatancy hardening on earthquake rates. 
Better estimates may come from assuming an evolution relationship for 
porosity:

(10a)

(Segall & Rice, 1995), when combined with the steady state 
relationship 4 results in



(10b)

We use 10b in nonsteady state calculations. In these, the dc controlling 
dilatancy evolution is assumed to be the same as that for friction in 7 (e.g., 
Beeler and Tullis, 1997), an assumption that has been used in simulations of 
slow slip (Liu & Rubin, 2010) but has not been verified experimentally. In 
addition, in our nonsteady state calculations, we allow the fault to be 
undrained at times substantially longer than the tidal period. Following 
Segall and Rice (1995) for 1‐D diffusion normal to the fault, we equate the 
second spatial derivative of pore pressure in equation 5a to the difference in 
pore pressure in the fault and that outside the fault, pout, presumed to be 
constant and associated with a very large fluid mass, divided by the square 
of the characteristic diffusion length, L, ∂2p/∂x2 = (pout − p)/L2 such that

(11)

 is the characteristic diffusivity with units 1/s where κ is 
permeability, and υ is fluid viscosity. Here c* is taken to be constant and, as 
inferred in section 3 above, to be at most c* = 1 × 10−6/s. We simulate fault 
slip with 10b for dilatancy, 11 for pore fluid pressure, 3 for effective 
stress, 2 and 7 for friction, the loading rate 8, and constant effective normal 
stress in the absence of dilatancy, using the same Dieterich (1987) approach
as in the steady state dilatancy calculations. The results are very similar to 
the steady state dilatancy calculations (Figure 8). The one difference is a 
small offset of 0.05 kPa in the inferred value of the rate dependence Afit to 

lower values relative to  ; the dashed reference line in 
Figure 8 is Afit = 0.7A + 0.05 kPa.



Figure 8

Simulations of triggered slip with nonsteady state dilatancy. Fit values of c and Afit from a suite of 
simulations with the same parameters as in Figure 7c. The dashed reference line is the result if the fit 
value is Afit = 0.7  + 0.00005 MPa.

4 Discussion

For purposes of order of magnitude constraints on frictional properties we 
take the results from the calculations shown in Figures 7b, 7c, and 8 as 

indicating that the inferred value of the rate dependence Afit ≈   . 

Comparing this to the fit of the data to equation 9, 330 Pa ≈    and, 
considering the end‐member case of ε = 0, requires either that the effective 
pressure in the source region is low or that the intrinsic instantaneous rate 
dependence, a, is vanishingly small. Because this rate dependence is 
expected to increase with temperature theoretically (Nakatani, 2001; Rice et 
al., 2001) and is observed to do so in limited experiments (Nakatani, 2001), 
we favor the latter interpretation that the effective pressure is low. 
Taking a = 0.006 as inferred by Chester (1995) for quartz in the brittle rate 
weakening regime, σe = 55 kPa.

Allowing the fault to dilate, the small value of the sum also requires that the 
fault zone material is intrinsically weak, as previously inferred by Thomas et 
al. (2012). Earthquake rates controlled by room temperature dilatancy alone 
are shown in Figure 5a as the nearly horizontal dashed line. There are 
actually two dashed lines that overlay one another in the figure that were 
calculated using the observed tidal shear stress in equation 9 with Afit = εμ/
β = 1.01 MPa and 0.12 MPa; these values are the earlier inferred εμ/β from 
the San Andreas depth and temperature using room temperature quartz 
dilatancy data. Allowing contributions from dilatancy and aσe, 
Figure 9 summarizes the allowable parameters from the fit with 9 where the 
range of parameters lies between the two solid curves that correspond to 
values of fault zone compressibility between 1 × 10−3 and 1 × 10−4/MPa 
(fault zone porosity of 10 to 1%). To reemphasize the constraint on εμ, the 
room temperature value for quartz is superimposed as a dashed line and lies
well above the upper limit on this product.



Figure 9

Range of parameters allowed by the fit of the empirical relationship 9 to the continuous family episode 
onset catalog. Allowable combinations of εμ and aσe lie between the solid curves that correspond to 
values of the fault zone compressibility β = 1.03 × 10−3 and β = 1.1 × 10−4. Shown for reference is the 
room temperature value of the product εμ for quartz (Table ).

A couple of additional constraints on dilatancy are worth noting. The small 
value of εμ/βrequired by the data is favored by low intrinsic friction 
coefficients and low dilatancy, independent of the effective normal stress. 
Experiments on the brittle failure of intact rock show that the pressure 
dependence of failure strength, the internal coefficient of friction, is a 
reflection of the dilatancy necessary to produce a throughgoing fault (Brace 
et al., 1966). Subsequent work on lower strength phyllosilicates (Escartin et 
al., 1997, 2008) shows that the correlation between dilatancy and pressure 
dependence extends to these weaker and highly anisotropic materials. 
Similarly, though it has not been the subject of comprehensive study, for 
frictional sliding, dilatancy and friction are expected to correlate 
(Beeler, 2007; Brace, 1978; Escartin et al., 1997, 2008). The dilatancy and 
friction coefficients of quartz from Marone et al. (1990) when compared with 
those of muscovite and talc from Scruggs (1997) are consistent with this 
idea (Table 3). Talc is both the weakest and least dilatant. Accordingly, low 
frictional strength is expected to correspond to a low dilatancy coefficient 
and taking talc to be the low strength end‐member, with εμ = 7.28 × 10−6, 
the LFE observations require the deep SAF to be weaker and less dilatant 
than known measurements made on fault zone materials at room 
temperature. Regardless of the particular material considered, in light of the 
expected correlation between intrinsic friction and dilatancy, the SAF LFE 
data requirement is for a self‐consistent, intrinsically weak fault zone 
material. Also, so long as the pore pressure is elevated well above 



hydrostatic in the tremor source region, as has been suggested in prior 
studies (e.g., Becken et al., 2011, and references therein), the pore fluid 
should be incompressible relative to the porosity and β ≈ ϕβϕ (Segall & 
Rice, 1995). The contribution of the compressibility β to the small value of 
the dilatancy hardening coefficient (εμ/β) from the data fit in Figure 5 is 
favored by high and compliant porosity, whereas the temperature and 
pressure conditions tend to favor small and stiffer porosity. This is an 
additional contradiction that arises in invoking dilatancy hardening to explain
slow slip in the deep crust.

The discrepancy between laboratory measured values of dilatancy (Figure 6),
expected compressibility at depth, and the requirements on friction models 
from the SAF seismicity (Figure 5) can be resolved, at least conceptually, by 
considering the temperature dependence of friction. Sliding friction and 
internal friction near the brittle ductile transition are expected to differ from 
room temperature values, transitioning from stronger pressure dependence 
(higher friction coefficient) to near zero at the brittle ductile transition 
(Paterson & Wong, 2006). Since the pressure dependence reflects the 
relative amount of dilatancy (Escartin et al., 1997, 2008; Beeler, 2007), 
dilatancy is also expected to effectively vanish at the brittle ductile 
transition. Even for phyllosilicates, which do not undergo dislocation creep, 
and lack a clearly defined transition from friction to ductile flow, a reduction 
in the pressure dependence is expected based on the experiments of 
Chernak and Hirth (2010). In those tests on antigorite serpentinite between 
25 and 620°C, the pressure dependence decreases systematically from near 
Byerlee's law to <0.3. Thus, in the SAF transition zone where LFEs occur, 
dilatancy should be systematically reduced for all brittle materials relative to 
room temperature values. For our triggered frictional slip model, the 
correlation between LFEs and the tides requires that, in the transition zone, 
the product of the friction and dilatancy hardening coefficients, με, is 
~5 × 10−7, whereas the room temperature product for quartz is 
~1.2 × 10−4 (Figure 9). Note that in the first section of this paper we had 
dismissed extreme intrinsic weakness as an explanation for the lack of 
dependence of earthquake rates on the normal stress tides based on a lack 
of experimental verification. That the assumption of undrained frictional 
deformation also requires intrinsic weakness leaves no alternative.



The inference from friction models in this study, that pore fluid pressure is 
lithostatic on the deep extent of the SAF, is consistent with previous 
geophysical studies (e.g., Becken et al., 2011, and references therein). 
Because these LFEs occur at depths between 15 and 30 km, and at 
temperatures between 350 and 600°C, below the conventional brittle‐ductile
transition, porosity is not expected to be maintained long‐term due to crystal
plasticity. As minerals deform at elevated temperature, pore space collapses 
reducing permeability, leading to an increase in pore pressure. The implied 
weakness is reminiscent of inferences of the strength of subduction zones 
based on the fault orientation and a force balance (Wang & He, 1999), and 
from measurements of subduction zone heat flow (Gao & Wang, 2014).

The requirement that the deep SAF is undrained at the period of the 
semidiurnal tides, tp, places constraints on the shear zone thickness and the 
fluid diffusivity, α. We distinguish between the diffusivity c*, having units of 
1/s that is generally constrained by our analysis, and the fluid diffusivity that 
has units of m2/s and determines the length scale of the fluid diffusion. For 
example, if the diffusion distance is taken as the half‐width of the shear 
zone, L/2, then, and if the shear zone width corresponds to the expectation 
from field studies (Chester & Chester, 2000; Chester et al., 2004) and is of 
the order of 0.1 to 1 mm, then the upper bound on the diffusion coefficient is
5.6 × 10−12 m2/s. That is, the fault may be undrained on time periods longer 
than the semidiurnal (tp = 44,712 s), making our estimate possibly higher 
than the actual value.

When the constraints from the triggered frictional slip model are compared 
with those from previously published friction modulation models (Ader et 
al., 2012; Beeler et al., 2013), significant similarities are found. First, at 
constant normal stress, all of these models predict an in‐phase relationship 
between the earthquake rates for the semidiurnal shear tides and reasonable
values of the slip‐weakening distance. Furthermore, the fundamental 
constraint from all models is on the same rheological parameter, the 
instantaneous rate dependence of frictional strength. Finally, to a first 
approximation, the constraints from all models are the same. While it is 
unfortunate these models cannot be easily distinguished from one another 
on the basis of the strength of the tidal correlation itself, on the other hand, 
it is notable that these and other seismicity rate models for friction 
(Dieterich, 1994) are controlled by the same rheological property. An 
instantaneous rate dependence is ubiquitous in low‐ and high‐temperature 
rock deformation: friction (Dieterich, 1979), fracture (Scholz, 1968), crack 
growth (Atkinson & Meredith, 1987a, 1987b), pressure solution (Niemeijer et 
al., 2002), and plasticity (Mares & Kronenberg, 1993); therefore, there is a 
general empirical expectation that all brittle and transition zone deformation 
will exhibit this kind of behavior (Beeler et al., 2007, and references therein).
It is encouraging that the nonlinear form of the rate dependence is found in 
experiments, expected on a theoretical basis (Nakatani, 2001; Rice et 
al., 2001), largely independent of the particular low‐temperature deformation



mechanism (e.g., crack growth and plasticity) and is consistent with deep 
non‐linear tidal correlations in a number of environments (Houston, 2015; Ide
& Tanaka, 2014; Royer et al., 2015; Thomas et al., 2009, 2012; Yabe et 
al., 2015). That said, the constraints on dilatancy, friction, and diffusion 
developed in this study for a triggering model have not been considered for 
modulation. While there is no expectation that significantly different 
constraints will arise for modulated slip, nonetheless, this remains a topic for 
further investigation.

The particular form of rate‐dependent dilatancy hardening (Segall & 
Rice, 1995) used in our study has been invoked as a control on the slip speed
during slow‐slip events in simulations (Liu & Rubin, 2010; Segall et al., 2010).
Since our result suggests that this dilatancy does not play a role in the onset 
of slip events on the San Andreas, it also raises the question whether there 
are similar limitations on the role of dilatancy on modulating slip rate during 
slow events. Regardless, given the limitations of the slider‐block model used 
(see immediately below), some care should be exercised in applying our 
conclusions generally to other locales. The results are limited to the deep 
SAF and whether that result applies elsewhere will depend on the tidal 
amplitude (which is higher for shear stress in Cascadia, for example), the 
particular stress components that are associated with the correlation, and 
strength of the tidal correlations. The analysis would have to be repeated in 
any region in which the slow slip is well‐resolved.

To that end, measurements of the instantaneous dependence of fault 
strength on slip rate, such as a in equation 2, and the hydraulic properties of 
shear zones could be routinely made in laboratory experiments at the 
elevated temperatures and pressures found in the source region of the SAF 
LFEs and elsewhere at deep crustal conditions (e.g., Boettcher et al., 2007). 
Shear dilatancy as measured by ε in equation 4 and the detailed slip and 
rate dependencies of dilatancy (Figure 6) may also be accessible at these 
conditions by monitoring pore volume. It is likely that the fundamental 
nature of dilatancy at high temperature and pressure differs from that at 
room temperature and might most easily be determined experimentally 
using a nonreactive phase such as argon as the pore fluid. Furthermore, lab 
slip rates overlap the range of natural plate motion rates and fault slip rates 
during episodic slow slip events; thus, experiments can be conducted at the 
actual pressure, temperature, and slip rate conditions and, except the 
difference in scale (fault length and shear zone thickness), results can be 
applied to the Earth without extrapolation. Such experiments are needed at 
conditions appropriate for the deep San Andreas in central California and for 
the transition zone in Cascadia and other subduction environments. These 
are among the highest research priorities for laboratory studies of deep 
crustal fault mechanics.

As discussed briefly in the introduction there are a large number of proposed
models of ETS phenomenon, but only a limited number that have been used 
to directly address the correlation between the tides and low‐frequency 



earthquakes or tremor. The rheological models underlying our 
implementation are applied using a single degree of freedom, spatially 
dimensionless slider block model where large‐scale aseismic slip and small‐
scale seismic slip are used interchangeably, assuming a proportionality 
between slip rate and seismicity rate, and where the seismic sources do not 
recur. In contrast within the rheologically heterogeneous natural source 
region, the interactions between small‐scale seismicity and large‐scale 
aseismic slip are complex, leading to back and forward propagating slip 
events (Bletery et al., 2017; Houston et al., 2011; Rubin, 2011), varying 
propagation speeds (Rubin, 2011), and seismicity that consists of repeating 
sources (Shelly et al., 2007). Progress in understanding correlations among 
the tides, seismicity, and slip events and the mechanics of deep slip requires
dimensioned heterogeneous rheological models such as Skarbek et al. 
(2012, 2014) and Dublanchet et al. (2013). Application of these models to 
tidal triggering and slip modulation may provide guidance in understanding 
circumstances where the seismicity rate and fault slip rate are proportional, 
the relative proportions of triggered and modulated seismicity in the deep 
crust, and the dependence of observable quantities on the density and 
magnitude of the heterogeneity.

5 Limitations

There are assumptions related to scale and the properties of the source in 
the triggering model that are not well‐justified. Though the calculations are 
not strongly dependent on stiffness, the particular choice for the slipping 
portion of the fault surrounding an LFE source (6 × 10−7 MPa/μm) is ad hoc. 
An especially unrealistic aspect of the triggering calculations is the 
assumption of a population of events, whereas it would be more consistent 
with the observations of episodic clustering of LFEs (Figure 3) to represent 
the triggered source as a single repeating event. While this choice is hard to 
justify on conceptual grounds, there are artifacts that arise in calculations of 
a repeating source using rate and state friction and tidal loading that have 
little or no observational basis. Essentially, the problems are phase‐locking of
occurrence with the imposed stress, and resonances. When simulating 
triggered slip with perfectly periodic stressing, these artifacts arise because 
at constant loading rate, rate and state friction produces perfectly periodic 
recurrence. There are no clear natural counterparts to this kind of behavior, 
and the primary example in which a repeating rate and state source with 
resonance has been used to model tidal correlations (Ader et al., 2014) is the
application to background seismicity rates in Nepal. That study shows 
enhanced tidal correlations about a characteristic period that are much 
stronger than those in our calculations. Additionally, in that study, the 
repeating source has a finite dimension so it is not completely clear whether 
the enhancement is due to the dimension, the periodicity of the source, or 
both. While avoiding enhancement artifacts of the friction equations was 
central to our choice to adopt the population approach of Dieterich (1987), 



developing dimensioned repeating source models for triggered LFE 
sequences on the SAF and elsewhere is an important future consideration.

There are wide variations in the degree that individual LFE family 
occurrences are episodic (Shelly & Johnson, 2011) and in their tidal 
sensitivity (Thomas et al., 2012), and our study considers the average 
behavior of LFEs and NVT. In particular there are spatial variations in tidal 
shear stress sensitivity and some LFE families that show systematic 
correlation with both positive and negative normal stress that are obscured 
by analyzing the entire catalog. There are similar correlations of LFE families 
with compressive normal tidal stress in Cascadia (Royer et al., 2015, their 
Figure 4 and discussion section 5.1). Highly variable normal stress 
correlations likely indicate nonuniform effective normal stress and 
poroelastic and hydraulic properties. For example, correlations with 
compressive normal stress can result from partially drained conditions 
introducing a phase lag between normal stress and pore pressure. Modeling 
families individually is an important next step in determining spatial variation
of the fault properties on the deep SAF.

While future experiments at hypocentral conditions should provide friction 
and dilatancy data that can be applied directly in models of slow slip and 
nonvolcanic tremor, a significant remaining experimental challenge is 
understanding the physics of rate‐dependent dilatancy in the first place, 
including the behaviors that are known and not included in existing models. 
For example, quartzofeldspathic materials (Marone et al., 1990; Marone & 
Kilgore, 1993) and phyllosilicate gouges (Scruggs, 1997) undergo changes in 
the displacement rate of dilatancy when slip rate is changed that are not 
included in the Segall and Rice (1995) equations. The implications of such 
effects for dilatancy hardening and triggered seismicity are unknown. 
Regardless of the particular form of dilatancy, whether it be as 
parameterized by Segall and Rice (1995) or a more complicated response, 
the experimental rock mechanics understanding of dilatancy strains, based 
on the early rock failure tests of Brace et al. (1966), is that these are 
pressure independent. Accordingly, dilatancy represents the work done 
against the normal stress necessary to allow shear deformation, and while 
the work is an increasing function of normal stress, the normal strain is not. 
These ideas are consistent with the Segall and Rice (1995) treatment. In the 
deep crust where ductile processes tend to reduce porosity, raise the pore 
pressure, and lead to undrained deformation, the mechanical contributions 
from slip dilatancy will increase in importance and oppose the intrinsic rate 
dependence that is reduced under the same conditions. If this conceptual 
model holds, where there is correlation of deep seismicity with the tides 
(Houston, 2015; Royer et al., 2015), and where high pore pressure is 
invoked, dilatancy likely places significant limits on the possible rate of fault 
slip (Segall & Rice, 1995).

6 Conclusions



The SAF LFE family occurrences are clustered, correlated with the tides, and 
the majority of families have cluster durations much shorter than the daily 
tidal period. If those durations are interpreted as that of slip episodes, the 
very short duration precludes slip modulation on the time scale of episodes 
from explaining correlation between earthquake rates and the tides. The 
clusters are apparently triggered by the tides, and we determine constraints 
on the deep fault rheology by assuming that episode onsets represent the 
onset of truly triggered fault creep of the fault surrounding the LFE source. 
By assuming that that frictional slip is dilatant (Segall & Rice, 1995) and that 
the fault zone is undrained, the strong correlation between the Earth tides 
and LFE rates constrains the diffusivity and product of the friction and 
dilatancy coefficients. Undrained triggered frictional slip predicts no 
sensitivity to the tidal normal stress (Hawthorne & Rubin, 2010), and a 
seismicity rate in phase with the tidal shear stress. In this context the 
observations require that the diffusivity in the source region is less than 
1 × 10−6/s and that the product of the friction and dilatancy coefficients to be
at most 5 × 10−7. This product is orders of magnitude smaller than observed 
at room temperature for quartz, also smaller than for weaker and less 
dilatant materials at 25°C. In the context of this friction model the 
observations require low intrinsic friction, low dilatancy, and lithostatic pore 
fluid pressures.
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Appendix A: Tidal Triggering With Poroelasticity

A one‐dimensional fluid mass balance requires

(A1)

(Segall & Rice, 1995), where m is fluid mass per unit volume, ρ is fluid 
density, κ is permeability, and υ is fluid viscosity. For this implementation x is
the fault normal direction. Considering that fluid mass per unit 
volume m = ρϕ, where ϕ is porosity, leads to

(A2)



(Segall & Rice, 1995), where the fluid compressibility is βf = 1/ρdρ/dp. Faults 
and joints are preferentially compliant normal to the discontinuity (Brown & 
Scholz, 1986; Cocco & Rice, 2002), and for simplicity, we consider this 
compliance to dominate the elastic deformation of the fault zone in response
to arbitrary changes in the stress state such as from the tides. Theoretical 
considerations and preliminary measurements on simulated fault gouges are
consistent with this idea (Beeler & Lockner, 2004; Cocco & Rice, 2002). Thus,
in A2, we characterize the change in porosity dϕ/dt as depending entirely on 
applied normal stress and pore pressure, or

(A3)

where the pore compressibilities due to changes in pore pressure and normal
stress are βϕ = 1/ϕdϕ/dp and βϕ

′ = 1/ϕdϕ/dσn, respectively. 
Combining A2 and A3, results in

(A4a)

where, following Segall and Rice (1995), the combined compressibility of the 
pore space and fluid in response to changes in pore pressure 
is β = ϕ(βϕ + βf). Under undrained conditions the fluid mass in the fault zone 
does not change and A4a defines a Skempton‐like coefficient for pore 
pressure (e.g., Beeler & Lockner, 2002, 2004), that is,

(A4b)

Since the pore compressibility in response to normal stress is bounded to 
be βϕ

′ ≤ βϕ, then 0 ≤ B′ ≤ 1.

More general time‐dependent changes in pore pressure due to the tides can 
be represented by combining A4a and A1.

(A5a)

Again following Segall and Rice (1995), for 1‐D diffusion normal to the fault, 
we equate the second spatial derivative of pore pressure to the difference in 
pore pressure in the fault and that outside the fault, pout, presumed to be 
constant and associated with a very large fluid mass, divided by the square 
of the characteristic diffusion length, L, ∂2p/∂x2 = (pout − p)/L2 such that

(A5b)

and   is the characteristic diffusivity with unit 1/time.

To represent triggered frictional slip we used the standard form of rate and 
state friction (Dieterich, 1979; Ruina, 1983), equation 2 in the main text of 
this paper,



(A6a)

where θ is the state variable of Ruina (1983) with steady state value θss = V0/
V, a and b are coefficients that are small relative to μ0, b > a (rate 
weakening), and σe is the effective normal stress, σn − p. In these 
calculations the state variable is

(A6b)

(Ruina, 1983). The results are thought to be independent of the choice of 
state variable (Beeler & Lockner, 2003), but that has not been tested in 
these calculations. The state variable represents strength losses associated 
with increasing slip rate. Loading consists of a nominal constant rate of 
stressing that represents tectonic loading and an oscillating stress 
representing the tides that is imposed as a body force,

(A7a)

where we have represented the tidal shear stress as a simple sine 
function. k is the stiffness, Δτ is the amplitude of the tidal shear stress, tp is 
the tidal period, and VL is the loading velocity. On the San Andreas the shear 
and normal tides are out of phase with each other, defining their individual 
influence on the low‐frequency earthquake rates (Thomas et 
al., 2009; 2012). In contrast, in these calculations for simplicity, the tidal 
normal stress with amplitude Δσn is exactly in phase with the variations in 
shear stress,

(A7b)

The calculations follow the approach of Dieterich (1987) in spirit and consist 
of a population of N sources that are initially far from failure with identical 
frictional properties. The initial phase of the tidal stress for these sources is 
distributed uniformly over the tidal period tp. When Δτ = 0 and Δσn = 0, the 
failure rate of the population, the seismicity rate, is constant at N/tp. The 
friction parameters, fault properties, stresses, tides, and pore pressure 
(Table A1) were selected to match known conditions on the deep San 
Andreas and to produce earthquake rates that are qualitatively consistent 
with the observations. These triggering calculations were conducted over a 
range of values of the diffusivity c* from undrained, 1 × 10−10/s, to drained, 
3 × 10−2/s, relative to the semidiurnal tides, to examine the phase of peak 
earthquake rate relative to peak stress of the imposed tides (Figure A1, solid 
symbols). The fault zone pore pressure is decoupled from shear stress and 
slip rate. In the calculations the shear tide is 10 times smaller than normal 
stress tide.



Figure A1

Phase of peak seismicity rate as a function of diffusivity for triggered slip with poroelasticity (no 
dilatancy). The shear and normal tides are in phase, and the amplitude of the normal tide is 10 times 
the shear tide (2.3 and 0.23 kPa, respectively). The parameters used in the simulations are listed in 
Table A1. The dashed reference line is the phase of the peak shear stress tide (π/2); the dotted 
reference line is the phase of the minimum normal stress tide (−π/2), the maximum in unloading 
normal stress.

The phase of the peak earthquake rate and the phase of the effective stress 
in these calculations depend on c*, the phase difference between the shear 
and normal tides, the Skempton‐like coefficient B′, the nominal friction 
coefficient, and the relative sizes of the shear and normal stress tides. To 
understand the range of possible phases of these peaks we first consider the 



phase of peak earthquake rate for the end‐member case of undrained pore 
fluid pressure. For undrained conditions, c* in A5b is negligible and pore 
pressure oscillates in phase with the normal stress. Because B′ = 1 in these 
calculations, the difference between normal stress and pore pressure, the 
effective stress, does not vary at undrained conditions so there is no 
contribution from the normal stress tides to the earthquake rate (Hawthorne 
& Rubin, 2010). The earthquake rate follows, essentially in phase the shear 
stress tides, just as it does in models without pore pressure (e.g., 
Dieterich, 1987). For a sine the peak of the shear tide is at π/2, so that is the 
phase of the undrained peak earthquake rate (Figure A1).

For drained conditions c* is large, there is no oscillation of pore pressure with
normal stress and the effective stress is the applied normal stress minus pout.
The earthquake rate then is sensitive to both shear and normal tides. Since 
there is no phase shift between the shear and normal tides in our 
calculations, the maximum influence of the normal tide is the minimum of 
the sine function, at phase −π/2. At drained conditions the maximum 
earthquake rate is dominated by the normal stress tides when μΔσ >> Δτ, as
is the case in our calculations where friction coefficient is high (μ = 0.7), and 
the normal stress tide is 10 times larger than for shear stress. Accordingly, 
the drained peak earthquake rate is at −π/2.

At intermediate values of c*, the phase of the peak earthquake rate is 
between these two end‐member cases, as is shown in the summary plot 
(Figure A1). As c* is increased from the lowest value (undrained), 
corresponding to shortening of the diffusion time, the fault moves to become
progressively more drained and the peak rate becomes out of phase with the
shear tides. As c* is progressively increased from undrained conditions, the 
shift involves two effects: (1) the increased influence of normal stress, 
described above, and (2) a phase shift between the peak normal stress and 
peak pore pressure. For this fault model, pore pressure in the fault zone is 
entirely decoupled from shear stress and from slip rate; thus, the 
contribution can be determined from equations A5b and A7b. The peak in 
pore pressure shifts to lower phase as the fault becomes more drained. The 
net influence of increasing effective normal stress and a phase shift in peak 
pore pressure is the phase shift in earthquake rate shown in Figure A1.

Here the direction of the phase shift in the earthquake rate with 
changing c* is not important for our purposes, though phase shifts in natural 
data may be diagnostic of the underlying processes (e.g., Thomas et 
al., 2009; 2012). As the observations (Figure 5a) are an in‐phase relationship
between shear stress tide and the maximum earthquake rate, consistent 
with the undrained end‐member, these calculations suggest that the 
diffusivity on the deep San Andreas is less than approximately 1 × 10−6/s.
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