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K
INTERFEROMETRY OF ELECTROCHEMICAL MASS TRANSFER BOUNDARY LAYERS
Frank Raymond McLarnon
Inorganic Materials Research Division, Lawrence Berkeley Laboratory and
Department of Chemical Engineering; University of California
Berkeley, Calififornia 94720

ABSTRACT

A travelling, double-beam interferometer has been used to study the
development of electrochemical mass transfer boundary layers along
horizontal electrodes in a rectangular duct. The'interferometric
fringe patterns (interferograms) of refrective—index fields formed by -
constant-current Cu deposition from 0.1 M CuSO4 were converted to CuSO#
concentration profiles.

When interferograms are ottained from boundary 1ayers in which the
refraetive—iﬁdex varies between.the bulk electrol&te and interface,
refraction causes the light beam to curve in the direetion of increasing
index. Conrentional interpretation of such interferograms, thch'
assumes light propagation along a straight line, leads te serious
errors in the‘evaluation of the concentration field. Reflection from the
even slightly rounded edge of a planar surface has been identified as
another source of error. These optical aberrations are accounted for in
new iterative methods for the quantitative interpretation of iﬁterferograms,
and the practical limitations and capabilities of interferometry are
.defined{ Graphical correlations are also presented for a practical
range of variables to facilitate convenient estimation of errors
incurred due to light-deflection. Studies of transient diffusion
layers served to verify portions of the optical anaiysis;

Ph D. Thesis, research conducted under the d1rect10n of R. H. Muller
and C. W. Tobias. : .
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Investigations of the concentratioﬁ boundary‘lafers in laminar
flow at downwa?d-faciﬁg and upward-fasing electrsdes'revealed the.
expected two modes of mass trsnsfer control: forcsd>convention and
combined ffee snd forced convection, respectively. Transient and steady-
state boﬁhdary_layer thicknesses and interfacial.coﬁcéntrations for
laminar forced convection derived from interferograms show good
agreement with asymptotic solutions to the c0nvsctivévdiffusion'
equation. _Qnset of natural conﬁection effects is corrélated with a
critical Rayleigh Number.

A compafative study of turbulent forced convesﬁion boundarf layerss
demonstrates the practicality of increasing mass‘tfansfer rates by
using small oBstaclss on the surface to promote local turbuiehce in an

otherwise laminar stream.
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INTRODUCTION
Industrial electrochemical processes are'generélly carried out at
low current dénsities becéuse of sloy liquid—phaséfﬁaSs transport.
Forced convection (e.g., in brine electrolysis) orznatural coﬁ#ection'

(e.g., in copper plating) is employed to enhance mass transfer rates.’

The limiting current technique is the standard méthq& in the experimental
aﬁalysis of problems involving ionic transport to and from electrodes.
However,'tﬁié method gives no direct information abou; the nature of
mass transfér processes at current densities of'pféctiCal significance}
i.e., below the limiting current.- |

Interferometry is an alternative to the'limiting curren£ téchnique
that pfovides direct visualizakion of the concentration bdundaryvlayer
at ggz.currenﬁ level. The interférogram gives (a):quaﬁtitative information
about local current density, interfacial'concentrétion and boundary |
layer thickﬁess in two-dimensional concentration fields and (b) qualitative
informatioﬁ aboﬁt threé—dimensional concentration fields, sﬁch as‘thése
occurring in combined forced and free convection. _‘ |

The prupose of this work was two-fold: (l) td‘define_the Eracticai
capabilitieS“and limitations of the 1nterférometriq fechnique and
(2) to use the méthod to study convective electrochemical mass transfer
boundary layers. K. W. Beach* began this project by constructing the

flow channel and interferometer and describing the 1igﬁt—deflection

effects that complicate interpretation of interferograms.

* : ,
K. W. Beach, Optical Methods for the Study of Convective Mass Transfer
Boundary Layers on Extended Electrodes (Ph. D. Thesis), UCRL-20324,
July 1971. ' . ' S :
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Chapter 1 describes the experimental set-up aﬁd explains the operation

of the system. An optical analysis of the light4ééflection problem is
presented in Chapter 2. Part 2.1 presents the various methods for
solution of the problem and part’ 2.2 illustrates the:large errors that
can result ifvlight—deflection effects are neglecte&;‘ Part 2.3 presents
a numerical iterative method for the'interpretatién'df interferograms

and discussés’the useful range and limitations of:iﬁterferometry.

Chapter 3 examines another problem in the quanéifative interpretation
of interferograms: reflection from the even sligﬁfiy rounded edgé of the
electrode surface. Surprisingly large distortionsxcén_re5ul£Ifrbm this"
optical aberratibn. |

The results of an experimental study of the tranéien; diffusion
layers_associa;ed with constant-current electrolysis>are presented in
Chapter 4. This work provides experimental verification of parts of
the optical analysis given in Chapter 2.

Chapter 5 gives the results of an experimental study of convective
velectrochemical mass transfer boundary layers. Par; 5.1 contains én
interferometric_analysis.of laminar forced conveCtiBﬁ'mass transfer
bdundary 1ayers,ahd parf 5.2 examines the éffgcts of laminar natural
convection superimposed on forced convection. Part 5.3 presents é.
comparative study of turbuleht boundary layers. Tﬁfﬁulence induced
by small prompters attached to the electrode surface is compared to

that due to increased electrolyte flow rate.
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1. EXPERIMENTAL
All intefferometric experiments were carried out using the flow

channel and interferometer built and describedlfz.by‘K. W. Beach. The
channel and interferometer are described briefly‘in part 1.1; the
reader who éééks moreé detailed descriptions should coﬁsult Refs. 1 and:Z.
The special electrode preparation required td minimize edge reflection
(Chapter 3) is described in part 1.2. Part 1.3 deais-with electrolyte
preparation_énd correlétion of refractive-index with electrolyte
concentration. Part 1.4 explains the operation of the interferometer.

and the method of beam alignment.

1.1. The Flow Channel and Interferometer

The three meter long flow channel is shown in»part in Figs. 1 and 2.
Gravity:feéd.from.a'storage tank (which can be pressurized) providgs
an even flqw 6f‘e1ectrolyte to the rectangular duétffor Reynolds
Numbers up tb‘at least 10,000. A cross-sectional éketch of the auct
is shown in Fig. 1 of Chapter 4: the duct is 1.00'cﬁ wide and 2.54 cm
high, and the electrodes fully occupy the space befween the two
parallel optically flat glass sidewalls. Seventy.hydraulic diameters
(de = 1.44 cm).of gntry length are provided, where lucite replaces coﬁper
upstream of tﬁe 1.00 meter long electrodes. Table 1 gives‘the relationship
between average flow velocity and Reynolds Number.for this flow channel,
using the density and viscosity of 0.1 M CuSO4 at éSfC (see Ref. 3 and
part 1.3). | |
A'cross—seétion of the modified Méch—Zehnder interferometer is also
depicted in Fig. 1 of Chapter 4. Note that the He-Ne'laser is specially
modified to eﬁit_light (at X = 632.8) nm from each'end.Interferograms are

recorded on Kodak 7278 Tri-X film in a Bolex Pillard 16 mm movie camera, .



Table 1. Reynolds Numbers for various volume average
flow velocities through the duct.

Ave?age‘Flow Velocity v(cm/s) Reynolds Number Rg ='pvde/u '

0.70 - 100

3.49 | - 500

6.98 1,000
10.5  _1,500

13.9 2,000

34.9 ' 7.5,000

69.8 : | 10,000




which is mounted on a micrometer slide to permit reproducible positioning.

1.2. Electrode Preparation

The copper electrodes were designed with two‘éoals in mind: (&) the
electrode working surfaces should be flat and smooth and (b) the test
beam should tréverse the cell parallel to the ﬁorking surface. These.
requirements suggested the following scheme: poliéh one side of each
electrode flat.and optically smooth. Then, construcﬁ a right-angle

polishing jig and prepare the electrode working surfaces perpendicular

to the reflécting sides. Align the cell so that the test beam strikeé
the reflecting side of an electrode at exactly normai:incidence (check
that the reflected beam retraces its path back to the laser light
source), and the beam will then traverse the cell péfallel to fhe working
surface. | |
The original 99.999% pure copper metal was milled to form a pair
of bars 1.0 ﬁetef long, 1.0 cm wide and 3.8 cm_highf. One side
(3.8%100 cm) of each bar was polished in three stagés as detailed in
Table 2. The'resulting.reflecting surface profiles were measured witﬁ
a profileométer4 and are depicted in Fig. 3a and 3c. ‘These surfaces
were then coéted with urethane for prdtection; and the profiles of
the coated surfaces are shown in Fig. 3b and 3d.v The localized
scratcﬁes visible in Fig. 3b and 3d were caused by fhe use of the
polishing jigt;jprepare the electrode working surféées (the jig rides
against the reflecting surface, see Fig. 5), and the humps were caused
by unequal draining of the urethane coating while it dried. The test
beam is usualiy reflected from the coated side surface abou; 5 mm away
from the edge of the electrodé working surface,where the profile is

flat to within Q.O3°.



Table 2.

Poiishing procedures for the electrode side surfaces.

Holder for Rubbing

Compound (Ref. 6) with
kerogsene as a carrier

cloth

Stage Abrasive ‘Rubbing Material _
- # ' ’ Material
1 Brilliantshine Metal - #250, #400 carbide A flat, rectangular metal block
Polish (Ref. 5) paper slightly smaller than the 3.8 cm
electrode height (to avoid edge
rounding).
2 1-5 ym chromium oxide #600 carbide paper Same as Stage 1
powder (Ref. 6) with
kerosene .as a carrier
3 1 ym Diamond Polishing A fine polishing A rotating metal cylinder, its

flat contact surface diameter
slightly smaller than the 3.8 cm
electrode height.
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The righf—angle polishing jig is shown in Fig; 4 and its use is
illustrated in>Fig. 5. Note that the Teflon® légs_df the jig ride
against parts of fhe polished side of the'electrddé that aré not used
fof reflection. Carbide paper can be used as a cddrée abrasive material
on the face of the jig, and chromium oxide 6n paper with kerosene can
be used as a fine abrasive. The resulting electrode working surface
profiles afe shown in Fig. 6. The profiles are not perfectly flat, and
the consequences of this are discussed in Chapter 3. The overall accﬁrécy
of the beam alighment parallel to the electrode workiﬁg surfaces is limited
by the flatness of the reflecting and working surface profiles and the
resolution of the reflected test beam at its original source. The estimated:;

overall accﬁracy is #0.1°.

1.3. Electrolyte Preparation

Aquebu'éCuSO4 electrolyte was prepared by mixing reagent grade
CuSOa;SHZO crystals wiih twice-distilled water in ‘a 25 gallon
polyethylene container. The solution was agitated an& sparged with inert
gas (e.g., argoh) until all of the crystals were dissolved. SelectedJ'
physical propérties3 of CuSO4 electrolytes are 1isted in Table 3.

The dependence of electrolyte refractive-indeg on CuSO4 concentration
was determined by preparing a small batch of l;O_M eiéctrolyte as abéve
and diluting portions to samples of different concgﬁtratién. The
refractive-index of each sample was measured with ah‘Abbe critical
angle refractometer, and the cbncentration of each sample was found by

gravimetric analysis. Linear correlations of measured refractive-index

vs concentration are presented in Fig. 7 for two wavelengths: sodium



Table 3.
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/

Physical properties3 of
the CuSOa electrolyte at
25°C. '

C (M Cus0,) o (gm/em’) W/

water

0

0.009

0.284 .

0.997 1.0
0.999 1.007

1.041 1.200

o e e
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yellow (A = 589.2 nm) and that of .the He-Ne laser (A = 632.8 nm)
for the range.O S C<0.2 Mat 25°C. For the rahge 0<C<0.1M,
a least squares analysis provides the linear correlations shown

in Fig. 7:

T

A =589.2 nm: n = 1.33238 + 0.0294C ()

A =632.8 nm: n

1.33110 + 0.0290-C. (2)

The actual measured value of refractive-index for.watef was 1.33243 at

the sodium yéllbw wavelength, which may be compared to’the value of

1.33250 given in Landolt—Boernstein7 for the same'anelength and

temperature. Equation (2) is used to correlate refractive~index with
CuSO4 concentration throughout this thesis. A'polyhomial correlation'

for the range 0 < C < 1.0 m CuSO, has been presented'elsewhere.8

4

Figure 8 illustrates the measured véfiations of aqueous CuSO4

refractive-indices with light wavelength.

1.4. System Operation

- A step-by-step procedure is presented for the éperation of the
interferometér and flow channel. -
1. Electrode preparation. Use the right-anglé}poiishing jig with
mild detergent solution to clean and polish the eiécéfode working
surfaces (see Fig. 5). Insure that the glassAwalls ahd flow channel
are cleaﬁ.
2. Assemblé the flow chamnel and check for leaks; Turn on the -
laser and check the film in the camera.
3. Align the chanmel in its lengthwise (flow) direction. Adjust the cell

jacks until the electrode/eléctrolyte interface is viéible through the
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camera as the interferometer is moved from one ena of the electrode
to the other. |

4. Lower or raise the channel until the test beam strikes the
reflecting face of an electrode and adjust the cell jacks until the Beam
is reflected right back to its source at the laserfheéd. Repeat steps 3
and 4 until botﬁ criteria are met. The accuracy Qf this alignment is
about 0.03°,v |

5. Adjust the_interference fringes until they”éppear perpendicular.
to the electrode/electrolyte interface, as describedﬁby Beach.

6. Focﬁs the camera by moving it back and fofﬁh on its micrometer
slide until ausuitable target appears in fbcus. For the observation of

cathodic concentration boundary layers (refractive—index decreasing

near the electrode surface), the recommended1 plane fo;us is on the
inside of tﬁe'gl&ss wall farther from the camera. Eleven sets of
scale lines spaced 10 cm apart in the horizontal diféction have been
inscribed oﬁ ﬁhis wall for ease of focusing. The iines aré spaced -
0.5 mm apart in the vertical direction to provide a‘qaiibration'for
distance on the. interferogram. See Chapter 3 for details on:the'
»determination pf_the true eleétrode/electrolyte interface location by
variation of'the_plane of focus. |
7. Sef tﬁébelectrolyte flow.raﬁe and pass current through the cell.

8. The reéulting interferograms can be recordéd'on 16 mn movie
film and analyzed later by projecting the film onto é table. An example
is shown in Fig;.9; in which the ébove—mentioned scale lines are

visible. The_phése depicted by the interferogram can be directiy related
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to electrdlyte concentration by the following well-known equation:

AC = —Ndxz o | (3)
v dc |
or,
AC/N = 0.002182 M/fringe : (4)

The numerical value 0.002182 was determiﬂed using Eq. (2) for the value

of dn/dcC.
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NOMENCLATURE
concentraFion (M CuSO4)
hydréulié diametér (cm)
refractive-index
phaée change (fringes)
Reynolds Number
averagé velocity (cm/s)
electrode width (cm)
light ﬁavelength (nm)
viscosity (gm—cm-l—s-l)

) density'(gm-cnr3)



Fig. 1.

Fig. 2.

Fig. 3.

Fig. 4.

Fig. 5.
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FIGURE CAPTIONS
End view of the flow channel and interferometer. The inter-
feroﬁgter is mounted on a lathe bed to permif travel of the
instrument along the length of the electrodés.

Side view of the electrodes and interferometer with one glass

" sidewall installed in the flow channel. -

Electrode reflecting surface profiles. Theée profiles were

measured at z = 50 cm from the electrode leading edges, but

they.are similar at other locations.

Abscissa: disfance parallel to the elecfrodé reflecting
surface (cﬁ) |

Ordinate: distance normal to the electrode reflecting
SurfaCe.(um)

The electrode working surface is perpendiéular to the-féfle¢tiﬁg‘

surface and is located at the indicated éfigin of the absciSsav

scale. The origins of the ordinate scales‘are at arbitrary

locations. |

a Upper electrode after final polishing

b Uppéf.electrode after coating |

¢ Lower electrode after final polishing

d Lower electrode after coating

The right-angle polishing jig.

Polishing.the lower eléctrode working surface with the right-

angle polishing jig.
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Fig. 6. Electrode working surface profiles.
Abscissa: distance parallel to the elec:rode working surface (cm)
Ordinaté: distance normal to the electrode working surface (um)

These profiles were measured at z = 50 cm ffom the electrode

9

1eadiﬂg edges, but they are similar at dther locations. ' The

electrode reflééting surface is perpendiéﬁlar'to the working

surface and is located at the indicated drigin of the abscissa

scale. The origins of the ordinate scales are at arbitrary

loéaﬁiohs.

a Upper electrode working surface after final polishing

b : Lower electrode working surface after finai polisﬁing
Fig. 7. Liﬁeéf.correlation of refractive-index wiﬁh electrolyte

| concentration. | |
o.o Q-v refractive-index vs concentration data for sodium
yellow (A = 589.2 nm) light source.

e ¢ ¢ refractive-index vs concentration data for a He-Ne
laser (A =-632.8 nm) light source. -
linear correlations for‘the rangé'O SC<0.1M CuSO4

(see text).
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Fig. 8. Variation of electrolyte refractive-index with light wavelength.

Fig. 9.

Ordinate: measured refractive-index
Aﬁscissa: light wavelength (nm)

W 0.602 M CuSO,
A'.0.2009 M CusO

4
A 0.0829 M Cuso,
O 0.0419 M Cuso,

@® 0 M CusO, (water)
Méaéﬁrement of interferograms.
Vertiéél scalé determined by etched markihgs_(separated by
0.5-mm), Eaéh_fringe spacing along the vgrtical»}ine cérresponds

to one wavelength of'phase‘difference.'
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2. LIGHT-DEFLECTION EFFECTS IN INTERFEROMETRY

The nature and interpretation of "ideal" interferograms obtained
in double-beam (Mach-Zehnder) experiments has been well-described
previously.l Light-refraction (Schlieren effect) in the refractive-
index field in typical experimental situations distorts the resulting
interferogram, leading to severe problems in the reduction of the
interference fringes to concentration profiles.

This chapter is divided into three parts. Part 2.1 defines the
light-deflection problem and outlines several methods to correct for
light-deflection effects. Part 2.2 (LBL-2240) presents, in graphical
form, errors incurred if interferograms were to be interpreted without
correcting for light-deflection effects. Part 2.3 (LBL-3141) presents
anliterative method for the derivation of one-dimensional refractive-
index profiles from interferograms.

2.1. Solutions of the light-Deflection Problem

An experimental interferogram (e.g., Fig. 2 in part 2.2)
produced by a double-beam interferometer depicts a one-
dimensional phase vs distance relationship. The phase information is

a measure of the optical history of the test beam. For a test specimen

of finite size, the phase is thus an integral quantity, related

(see part 2.3) to the optical path length of some ray as it

traverses the specimen. If the ray had propagéted along a

straight 1ine, its optical path length would be simply the product of
the local refractive-indexand the specimen width. The local refractive-
index within the specimen could then be calculated directly from the

experimental interferogram.
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Refrectien of the beam within the refréctive-index‘field, however,
alters the propagation direction. - Figure 2 in part 2.1 and
Fig. 1 of pért 2.3 illustfate typical beam deflections. In
each case, the specimen (electrolyte) refractiveeindex increases in
the (positivej y-direction, and thevbeam AB is deflected toward the
same direction. The slope dy/dx of the rays continuously increases from
zero at x = Oe(plane of light-entrance into the speeimen) to a positive
value at x = w (plane of 1ight—exit’from‘the specimen). The
crux of thelproblem is now evident; the phase depicted on the
interferogfaﬁ is not related to a refractive-index velue at any
particular ioeation within the specimen. Rather, the phase is related

to the opticalipath length of a deflected ray:

Z |
p(x) = fx n(x,y) Y1 4-,(%3:—) dx . @

o .
The ray trajectory must be calculated in order to solve Eq. (l),
requiring solution of the light-deflection equatidn for a Cartesian

coordinate system:
dy._1 1+(§Z) 'a—“—(gx) on ' (2)
o 2 n(x,y) A\dx oy dx/ 3x
. dx _ - . |
Equations (1) and (2) are derived in Appendix. IV.
Solution of Egqs. (1) and (2) requires knowledge of the refractive-
AN
index function'n(x,y). This leads to an iterative method for the
interpretation of interferograms; the refractive-index function must
be guessed and the assoclated interferogram calculated. This process

is then repeated until there is agreement between the computed and
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experimental interferograms. This technique, bj'itsélf, does not
guarantee that the unique refractive-index profile has been found. See

part 2.3 for further discussion of this point.

One-Dimensional Refractive-Index Profiles

When reffactive—index is a funetion of'y only,,h = n(y), the last term
- on the right-hand side of Eq. (2) vanisﬁes. Equaﬁidns (1) and (2) cah

then be solved by a numerical integration methodl’2 for any réfrécti?e-
indéx profile.‘ For specific polynomiai-type refrégtive-index prOfilés,_
closed-form solutions to.the light-deflec;ion eqqations can be obtaiﬁed,

as outlined in part 2.3. |

Two-Dimensional Refractive41ndex Profiles

Solution of the iight-deflection_equations fof-ggz_two—dimensional
refractive-index profilebreQuires a numerical integration; vThé
refractive~index field is divided into a large (e.g., 100) numbef of
intervals, one of which is depicted in Fig. 1. The sﬁlid.arc AB represents
the trajectory of a deflected fay over a‘small diétahce dx. if this arc
is appfoximated by a straight segment AOB of slopéb-'

L dy | | @

we can write Eq; (2) in another form:

2 | - -
ds _ 1+ s on_ _ dn . :
dx n ( s Bx) , - - (é)

Casting Egqs. (1), (3) and (4) in finite difference form permits

'computatiqn of the position yj+l’ slope s,

41 and segment optical path

) from the position yj, slope s and optical path p(xj).of the

P (xj +1 i

previous segment:
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.
Yy 7 vy ¥yl e
S jl s ) @ D) @
Py41 = Py f‘n(xa,ya) . m-dx o, | ' (7

where

on (X)) - nlx)
» v3x - dx

(8)

A férmula similar to Eq. (8) could be used for the éradient (9n/3y).
Note that fheSsubscript "a" refers to éverage values at the center of
ghé segmeﬁt.'iUse.of Eqs. (5) through (8) is demoqstfated in Appendix II
for a two—diﬁénsional'refractive—inderfield. |

Focusing Effects

vThe Eggl_plane of focus within the specimen is opticaily conjugate
to the film plane ofifhe cameraﬂ In other words, there is a one-to-one
relationship between a point at the realvplane qf-fdcus and,a.point on
the film plané of the camera, as illuéfrated by_théidashed'line in
Fig. 1 of Chapter 4.

Given the location x = x. of the real plane of focus within the

f
specimen, the location of the virtual plane of focus can be computed1
as a distance F relative to the outside of the gléss sidewall nearest

to the camera):
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Fe_—f£,.d _
F = + 3 9)

™ g
The distance F is depicted in Fig. 2. All rays, provided they are
accepted by the objective lens of the interferometer imagingboptics,
appear to emanate from the virtual plane of focus. .Thus, on the

interferogram the apparent location of the interface will not, in

general, c§in¢ide with the true ﬁosition.* Figure 2_of part 2.2
illustrates this effect. |

For every“refractive—index field, there exists a real plane of
focus at x:= *o for which.the location.of the interféce is not distorted
on the interferogram. Choice of such a plane of fbcus would guarantee
a true representafion of the extent §f the refractive-index Variationé
on the interferogram (far from the interface, the refractive-index
variations'greatiy diminiéh and light-deflection distortions are
negligible). |

Figure 2'depicts a iight fay trajectory AB Vithin a‘éathodi¢ boundary
layer. Thé refractive—indéx increases continuousl& froﬁ its minimum
value ”nS(C ;;Cs) at the electrode surface y = 0 go its»maximum valﬁe
nb(C = CS) at y = 8, the edge of the boundary lgye:. "The feffactive—ihdex
is uniform for y > §. The real plane of focus GH is the ébove—mentidned
plané for which the deflected ray ABC appears.to emanate from its
virtuai origin'Q right at the electrode surface. 'Th;s conditidﬁ of

no interfacial distortion is met when

y(x =w + d) = yC = § = F‘tan¢a . .. . L (10)

* ’ . S
The image of the electrode surface in the absence of any optical
aberrations, ' ‘ : :
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The exit location Yo and exit angle ¢a of a deflected ray must be
calculated in order to find the desired plane of focus X by using

Eqs. (9) and (10):

y
| xov= Voo, tang - %‘ . o - an

' . a g
Computation'qf the exit location yé requires, in general, numerical
integratioﬁ of‘the iight—deflection‘equation (Eq._(2)). The exit
angle ¢a and the ray trajectory in the glass sideﬁall are theh'easily'
calculated'by‘Snell'é law, as shown in Appendix I.vw

Ray trajectories_wefe calculated for'two,diffﬁsional conceﬁtration
profiles (as outlined in part 2.2), and the results are shown
'iﬁ'Figs, 3‘thr9ugh.6. As in ﬁart 2.2, the inteffacial refractive-
index gradient‘(curfeht dgnsity) was chosen as the abscissa. The
ordinate isvthé function 1 - xolw, representing a dimensionless diétance
from the inéidé of the glass sidewall nearest to the camera to‘the
>focal plane location X . If this function were uﬁity, the_plane of
focus would correspond to x = 0, the recommendedz_-’3 plane of fécus for
observatioﬁ of cathodic bdundary layers. - | |

" The curQes in Fig. 3 show the dependence of ghé focal plane

location xd on both concenﬁration difference (Cb —'Cé) and the type
of diffusidnai concentration profile (potentiostatic‘qr galvanésfatic).
The curves "a" and "b" éorrespdnd to 0.1 and 0.2 ﬁ CuSO4 concentration
difference, reSpéctively. ‘The inflection points at (a) .7 mA/cm2 and
(b).10 mA/cﬁz cdrréspond~to the interfacial refractive~index‘gradients'

at which the light ray entering the electrolyte right at the electrode
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surface has been deflected so much:that it leéves_the boundary layer
before enfering the glass sidewall nearer to the caﬁera. This effect
is discussed more fully in the next section. The relatively small
effect of the particular type of diffﬁéional concentfation profile
(solid liﬁes,-potentiostatic; dashed 1ines,>galvanostatic) refieCtb

the similarity of the respective concentration profiles. . A similar

conclusion is drawn from the computations'presentedvinvthe next section.

Figure 4 illustrates the effect of specimen'widfh. Only for thin
specimens (less than a few mm) does the focal plane location X remain

near the center'of the specimen for a range of current densities.

Similar, but less conclusive resulté were presentedfearlier by Muller.1

As suggested by Beach,sthe asymptotic behavior of the‘curves in

Figs. 3 and 4 should not be interpreted strictly. In the limit as the

interfacial refractive-~index gradient vanishes, there is no sihgle,

focal plane location that eliminates interfacial .distortion; all

locations give no distortion in this limit. Figures 5 and 6 illustrate

this point. -The cross-hatched area in each figure corresponds to
focal plane locations that prbducg no more than iO.dOl mm distortion
in interfacial location .

While Figs. 3 through 6 may be used to estimate an adVantégeoﬁs_
focal plane location for the observation of»cathodié'boundary 1ayefs,
the variationlof this location with current density suggests_ghat :
choice of a fixed lbcation ié preferable for the sake of simplicify‘of

interpretation.
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NOMENCLATURE
electrblyte concentration (M CuSOA)
bulk cpncentration M CuSO4)
interfacial concentration (M‘CuSO4)
glass sidewall width (mm)
locatiqn of virtual plane of focus (mm) (see Fig. 2)
éurreht deﬁsity (mA cm-z) o
refractive-index
refraétive—index of bulk electrdlyte

refractive-index of glass walls

‘refractive-index of electrolyte at the electrode surface

optiéal path length (mum)

slope of a deflected light ray

see Fig, 2v(mm)

specimén (electrode or electrolyte) width (mm)

horizontal distance (mm)

location of real plane of focus (mm)

.location of plane of‘focgs giving no inteffacial distortion (mm)
vertical distance (mm)

see Fig. 2 (mm) ‘

defleéted ray angle in surrounding:medium (rad)
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FIGURE CAPTIONS
Fig. 1. Nﬁmerical solutionvof the light-déflectidn équation.
Abséissa: horizqntai distance (mm) - |
Ofdinéte: vertical distance (mm)
AB -deflééted light r;y fréjectofy b
AOB straight segment used td'épproximate arc AB
dx interval width | | o

Xj " Xa' ’,‘xj +1 ‘
. see text
J

FR S A0
Fig. 2. Deterﬁinatié% éf focal plane location giving no distortion of
the-inteffécial location on an intéfferogram. | |
ABC vdeflécted light'raj-
GH feél.planevof foﬁﬁs
RQ  virtual plane of focus

F,S see text

d o glass wall‘width

v o .eleétrodé width

x  horizontal distance

y Qertiéal”disﬁance

X liocétion of real plané of focus giving no intéffacial
distortion ' '

§ . boundary layer edge



Fig. 3. Focal plane position X for different coﬁcenttation différences.

Fig. 4.

Fig. 5.

Fig. 6.
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w = 10 mm, Cs = 0.
Abscissa: interfacial refractive-index gradient (cm—l)
Ordinate: dimensionless focal plane 1qcatidn, 1 - xo/w

potentiostatic diffusional cohcehtration profile
Eq. (6) in part 2.2.

- = - = - galvanostatic diffusional concéhtration profile
(Eq. (13) in part 2.2).

a € =0.14CuS0, , (C, -C)=0.1M :

b

C, = 0.2 M CusO, , (C, = C)) =0.2 M’,
Foéal'plane position X for different electrode widths.’
Cb = Q.l M CQSO4 s Cs =0

a ' w;= 20 mm

b 10 mm
c 5 mm
d 2.5 mm
e ‘1 mm

Other designations as in Fig. 3.
Focal plane positions X, for which the distortions in
inteffacial location are not larger than i0.00l mm.

w=10 mm

%

cC =0
S .

0.; M CuSO4
Potentiostatic diffusional concentration profile.

Focal plane positions X for which the distortions in inter-
facial location are not larger fhan +0.001 mm. w =1 mm, other

designations as in'Fig.'S.
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XBL749-4163

Fig, 2 .
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2.2, Light-Deflection Errors in the Interferometry of Electrochemical
Mass Transfer Boundary Layers ,

This part is identlcal to LBL—2240 Rev., which is reproduced in

Appendlx V
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2.3 Derivation of One-Dimensional Refractive-Index Profiles from
Interferograms , ) '

Introduction

Conventional interpretation of interferograms'assumes that light

propagates along a straight line through a specimén. Local refractive-
index variations within the specimen are then caléﬁlated froﬁ the local
phase change (fringe shifts) in the interfefograﬁ. However, because
refractive—ihdex‘variations normal.to the beam direction deflect

the beam as it travérses’the refractive-index field; conventional
interpretation of the resulting interferogram can lead.to large
errors.l’2 This section presents a method for the derivation of>
one-dimensiohal_refractive—index profiles from interferograms which

may be distbrtéd by 1ight4deflection effecfé.

" A numerical solution fo the equation of 1igﬁt‘d¢flection has
permitted compﬁtatiGnl of the interférogram associated.with any giveh
réfracfive—index field. For tﬁé reﬁerée prbblem, an‘iterative technique must
be used to calculate the refractiveéinde#-fiela aéséciéted with a given |
interferogram bécause no direct_computéﬁidnal method éxisfs; Closed;'
form solutiohé'to the equation of light—deflec;iohlhavevnow been derived
for a polynomial?type refractiﬁe?indéx field énd<are u§ed in tﬁe

‘iterative method presented in this section.

Light-Deflection in a Refractive-Index Figld

Figure 1 échematicaily illﬁsfrates‘the'traject§rz of aflightvray
within a refractive—index_field. .The field in this case is a boundary
layer, which is a tfansparent medium of variable téfractiye—index
near an opaéue:surféce (the plane identified‘by yfé 0 in Fig. 1).

The refractive-index increases continuously from its minimum value
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n_ at y = 0 to its maximum value n at y=246, the edge of the

boundary leyer; and the.refractive—index'hes alcoﬁstant value n

for y z 8 ,: Such boundary layers are encounteted in beat and mass
transfer between two phéses. Local variations'in temperature or
concentratioﬁ'reSuit_in correepohdiﬁgvrefractive—in&ex variations near
the interface. The trajectory by(x) of light beam AB 1is calculated

by solving_the‘light—deflection equation for this CObrdinate’system:1’3

)
Sothe@ )][ () ] o
2 n
dx

Where n = n(x,y) is the refractive—index within the field.
Concurrently, the optical path length P 6f the beam must be calculated

in order to determine the phase dlfference between various rays

traversing ‘the specimen:_

% .

p(x) =fn(x,y)v ( dx , v (2)'

0

Solution of the Light-Deflection Equatibns

In the analysis of one-dimensional boundary layers, the refractive-

index is a function of y only (n = n(y)) and the last term on the

right-hand side of Eq. (1) vanishes. Equation (1) may now be

integrated directly:
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(3)

y
N =f dy'z ‘ )
S

where Ve is the position whefe a particular ligh; ray enters the

specimen (parallel to the plane y = 0) and ne‘"is the medium refractive-

index at x =0 and y = Yo * The tractability,of;Eq. (4) depends
upon the form of the refractive-index function n = n(y) . Solutions
for a constanf refractive-index gradient of uniimited éxtentv (n<=y)
have been obtained préviou_sly.4 | |

Solu;ions fpr more genéral refractive—ihdég-ﬁrofiles canzbe.
obtained if fhe_light—deflectibn equation [Eq. (4)] is simplified.
If we‘defihe € =‘€L'— ; ;-we see that € 1is a’ small numbér for many
interferometric éys:ems. For e#ample, the maximum value of € likeiy
to be encountered in the interferometry of aqueéus -CuSOA systems

2

is about 0.01. We-can then approximate (n/ne)2 —'1_= 2e + € g:Ze

to within about 0.5%.

The light—deflectioﬁ equations [Eqs. (2) t§ (4)] now simplify to

%_= 2'——;——% - ‘ ; (5)
. e -
y . I :
x=| —&___ | (6)
n - ne .
ye 2 n : -

P
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X
p(x) = n °x + 2] (q - ne),dxr : e
0. |

Use 6f thesevapproximate equatipns is justified‘in Appendix A for the
inﬁerferbmetric anélysis.of a particular refracfive—index field.

Note that as- n -+ n,os the refractive-index variaﬁions vanish and

Eq. (7) becomes p(x) = nx , which corresponds to conventional

interferogram interpretation.

Two-Parameter Refractivé~1ndex Profile:

A closed-form solution of both Eqns..(é).and,(6) can be obtained

(see Appendix.B ) for a parabolic refractive-index profile

g=—-2--1-0-vl=2v-¥", 0<¥v<1 @)

where Y "is a reduced distance in the boundary-layér Y = y/6 ;
The parébolic profile has only two degrees of freedom, n_ and § :
the parametér n bermits stretching along_the'refractive—index
axis (e.g., the abscissa in Fig. 4) and the parameter § allows |

stretching along the distance axis (e.g., the ordinate in Fig. 4).

Three-Parameter RefractivefIndex Profile

A polynomial refractive-index function can be formulated as
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D
]

1_—(1—1<Y)2(1—Y)2,—0.268<k§”_1, 0<Y<1 . (9)

6=1,Y>1

where the limits on the parameter k insure that the function 8(Y) .

suffers no inflection or extremum points for 0 <Y < 1. This

relatively simple functionality offers two advantages: (a) it permits ‘

a closed¥fotﬁ solution to the equations of 1ight-&efleccion [Egqs. (5)
to (7)1, and (b) it is flexible enough to approxiﬁate closely typical
refractive-index fields encountered in heat and masé transfer. Note
that the parabolic boﬁndaryAlayer profile Eq. (8)‘15 a special case
of Eq. (9)vf§r vk =0.

There are three variable parameters in Eq.:(9)} né » § and k:.
In addition to thé two stretching parameters o and ¢§ ; the curve
shape parameter‘ k provides additional flexibility to fit data.
The polynomiai function Eq. (9) is plotted in Fig. 2 for several

values of k:.

We can obtain a closed-form solution to Eq. (6) for the pblynomial-

boundary layer profile by first defining the folloﬁing variables and

parameters:

W= A-WA-v (10)

=2 _u(¥) -
U u = U(Ye) | o (11)

- 2 N ) ) :
=1 4 - k)~ .
n=32 [} T ] N 2)
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h=2—-—= ' (13)
ue oo
*n = Y7 | 14)

U is a transformation variable related to dimensionless distance Y by

y-L1tk + k \[—— (2m-1+70) - (15)

Using the new variable of integration U, Eq. (6) transforms into:

1

.= f du e

V2] /A-DWU+ DO -1+ 2m . ,
U ) . :

for which the solution is:5

-1 i-u .
X = x °sn < T s u> _ an

where m (defined by Eq. (12)) is the parameter of the elliptic

integral of the first kind sn_l . Equation (17) can be inverted

to a function of the Jacobian elliptic function sn :

=1 - 2m'sﬁ2(§i s m) _ - (18)

The phase integration formula Eq. (7) beconmes:
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X

p(x)=nex+hx—fU2& ‘ _(19)

0

which can be easily integrated by standard formulae (e.g., Gauss-
Legendre Quadrature). Formulae similar to Eqs._(l7) - (19) can
be derived6 for k< 0. For k =0, the parabolic boundary layer

formulae (see Appendix B) apply.

Calculation of Ray Trajectories and Optical Paths.

Equatidn (18) may be used to calculate the trajectory of a light
ray through a boundary iayer. Figure 3 illustrates two types of rayv
trajecto;ies to consider: Type I, represented by 1ine ARBRC, in which 
the ray reméins within the boundary layer for 0‘§_x <w ; and
Type 11, represented by line DEF, in which the fay igaves'the
boundary layer before enﬁering thevglass wall af- X=w. Sinpe the
ray would leave the boundary layer by definitioﬂ when the ray reaches
the edge of the boundary layer Y =1 (or U = 0), we can easily
determine fhé type trajectory (I or II) of a ra&fby using Eq. (17) for

U =0 to calculate the abscissa location Xy where the ray leaves

x, = xm'sn—]'(‘/-ila , m) - (20)

Type 1 xb'> w : the ray remains within the boundary layer for

the boundary layer:

0<x<w . Integration of Eq. (19) provides the optical path length

of the beam:
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W
p(w) = n_|w + hiw - IUZdX ' | (21)

0

The integral in Eq. (21) can be accurately evaluated by 3—poinﬁ Gauss~
Legendre Quad'rature,7 where Eq. (18) supplies the functional values

Uz(x) . The accuracy of the 3-point quadraturebis'discussed in

Appendix At‘ Eq. (18) and Eq. (15) provide the location Y(w) (see Fig. 1)
of the ray as it‘leaves the medium to enter the glass wall. Equation

(9) gives the ﬁedium refractive-index agd Eq. (5) gives the slope of

the ray at this plane.

ngg I1 Xb.< w : the ray leaves the boundary layer before entering
the élass sidewall. For x > Xy s the ra& traﬁels along a straight
line since above the edge of the boundary layer there is no refractive-
index gradient. Inspection of Egs. (5) and (13) shows ;hat the ray

has a slope‘ dy vh  for X, < x<w, so the location of the ray at

dx

the plane where it leaves the medium to enter the glass wall is

Y(w)=1+vﬁ(w—xb)' ' (22)

The optical path length of the ray can be calculated from Eq. (2) and

Eq. (19):

*b | |
p (W) =nexb+hxb—fU2dx +nb'(w-_fxb)>/l+h, (23)
. o o
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Calculation of Interferograms from Known Refractive-Index Fields

The formulae derived in the previous section provide the
trajectory y(x) and the optical path length p(#) of a light ray
as it traverses the medium 0 < x < w . The ray thep passes th:§ugh
the glass wall w < x < w + d and propagates to the imaging objeéﬁivé
lens of the interferometer. If the real planevofif0cus'(optically
conjugate to the film plane of'the interferometér) lies at some plane
X = x; , we can éalculatel the iocation of the virtual plane of
focus GM (Fig.l) (relative to the pléne of_lightééxit x = w‘+ d
from the‘séecimén): |
A S-S - (24)

o ng . . _ ‘
The distance"F is shown on Fig. 1 for focus at  X = 0, n =1.33

and ng = 1.5 . All rays, provided they are accepted by the objective

lens, appear to emanate from the virtual plane of fqéus GM. The
defleétéd ray ABC thus appears to come from its #irtual origin Mv,.
and its locétipn on the interferogram can be calculated by Considering
refraction in the glass wall and the distance S = Fetan ¢a shoﬁn

in Fig. 1
y; = y(w)>+ de*tan ¢g — Fetan ¢a _ (25)

The angles ¢g3 in the glass wall and ¢a in the surrounding medium

(e.g., air) are easily determined by Snell's Law.
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Phase on the interferogram is calculated froﬁ.the optical path length
difference between the deflected ray ABC (Fig. l) and a hypothetical |
undeflected ray IMN passing through the‘viftual origin M . The
exit points C and N of each ray lie on an eqﬁiphase arc CN
centered onvthe virtual origfn M. Beyénd points C and N the

imaging optics introduce no phase difference between the rays ABC

and LMN. _The optical path P of the hypotheticél undeflected ray is

calculated by considering the distance T = F-(Vl + tan2 ¢a - l)

on Fig. 1:

Py = MW+ ng'd + F'(Vl + ta‘n2 ¢a - l) (26)

where the surfounding medium is assumed to be air. The phase is

given by

2 .
Ap = +n °d- ¢yl + ¢t - 27
p = p(w) n V an ¢g P, (27)

and is related to the number of fringe shifts on the interferogram by
N = !éﬁl o -~ (28)

Using a'large number (e.g., 50) of rays entering the plane
x = 0 at different positions (ye values) an interferometric phase

vs distance relationship, i.e. an interferogram, can be constructed

by application of the above formulae.
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Derivation of Refractive-Index Profiles from Interferograms

Although fhe interferogram associated with a given polynomial"
refractive-index field can now be derived in closed form, the reverse
is not possibie. Rather,an iterative techniquefis required_to fiqdf
the refractive-index profile associated with a given (i.e;, expefimental)
interferog;#m.‘ The three variable parametefs of the polynomial
function Eq. (§) can be estimated by a conventionai analysié of the
interferogram. These parameters are then variéd in a systematic
fashion, and a new interferogram is calculated éééh-timé.aAsingle
parameter is changed until the best fit between.thg'experimental.
and computéd-intefferograms is found.

The fbllowiﬁg parameter variationv;échniQué ﬁas been used to
find the'refractive—index profilé associated Qith a given interfero—
gram by miﬁimizing the deviations between the given and calculated
interferograms:

1. Yafy the ingerfacial refracﬁive—indexv_ﬁs .uﬁtil the average

'deviation between computed and given inféffefograms is zero
(or less than soﬁe agbitrary small valdé)f
2. éhange the orientation parameter k and.calculate the new
n_ ‘value by repeating step:#15

3. Repeat step #2 until a minimum in staﬁda:d deviation between

caiculated and givén interferogfams ié_foﬁhd. | |

4. Chénge the boundary layer thickness 6_>and calculaﬁe the

new. k and n_ values by repeating step #3.
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5. Repeat step #4 until a minimum in standard deviation between
calculated and given interferograms is found.

. . . C o K 6
Details of this iterative technique are given elsewhere.

Accuracy of Polynomial Representation of Refractive-Index Fields
Resulfs of sample interferogram analyses are shown in Fig. 4.

On the abscissa of this_figﬁre the interference order (fringe shifts)

ié linearly related to refractive-index (concentration). This

- relation corfesponds to conventional interpretation Ap = w(n - nb) .

Thé true refractive-index fields correspond to concentration profiles

(Eoundary layers) formed by the electrodeposition.of Cu from

aquebus vOil M CuSO4 elecﬁrolyte. These profiles are depicted by

the filled circles on Fig. 4 and correspond to the foilowing functional

relationéhips:

: 2
a: 8 =1+ nl/ZY(l - erfY) - e_Y (29a)
b: 6 = erfy _ (29b)
c: 0 = 2Y -~ 2Y3 + Y4 . (29c) -

Equations (293) andA(29b) describe the concentration profileszformed by
diffusion—confrolled electrodeposition at (a) constant current9
(constant interfacial'refractive;index gradient) and (b) constant
potential10 (constant interfacial refractive-index). Equation (29c>

is a Pohlhausen-type field11 that approximates the concentration profile
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one might expect12 for forced convection-conﬁroliéd electrodeposition.
The open circles shown on Figure 4 are the "data" - the interferogram

to be analyzed. These points were calculated by numerical integration 8
of the light-deflection equation (Eq. (1)) for the refractive-index
fields Eq..(29) for real plane of focus Xe = 0 . The solid and
dashed curves are the derived polynomial concentration profile and

its associétgd computed interferogram, respectiveiy. 40-90 iterations
are usuallyvréquired to find the minimum standard deviation between ‘ v é
computed_(dashed curve) andbgiven (open circles) interferograms, !
consuming about 1 sec of computerl3 time. About 20 seconds of computer ‘ %
time would bé required to perform a similar analysis using a numerical |

solution™?

~of the light-deflection equation.
Figuré 4 shows that the refractive-index field derived from a

given interferogram by the technique presented in this section does

approximate the "true'" field. A serious question arises, however,

about thefuniqueness of the derived refractive-index profile. In
Fig. 4b and 4c the form of the derived profile closely approximates ‘
the form of the true profile, but careful inspection shows that the

slopes dC/dy at y = 0 do not match. Figures 5 and 6 present a

series of computations that illustrate this problem. Figure 5 depicts
the ratio R_ of the derived interfacial refracfive—index gradient
to the true interfacial refractive—indexvgradienﬁ-as a fuﬁction of the
true gradieﬁt. The calculations were perfo;med for the three modelb
refractive—indgx profiles Eq. (29) for a real plane of fq;us Xp = 0] . §

The f£illed symbols on Fig. 5 represent conventional interpretation of

the (computed) interferograms while the open symbols illustrate
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interpretation as previously described in Fig. 4. Figure‘6 shows
similar calculations for the ratio Rn of derived refractive-index
differencesv(Bulk less interfacial) to the true réfractive-index
differencé;

_The open points in Figs. 5 and 6 show that while the technique
presented ﬁere is likely to>find the interfacial refractive-index té
within 5%, serious (up to 30%) errors can resul; in the determination
of ;he interfacial refractive~-index gradieﬁt.: These errors are related
to the insufficient flexibility of the polynomial refractive-index
function Eq, (9); it can accﬁrately represent the ﬁodel profile
Eq. (29a), but it cannot adequately describe the préfiles Eqns. (29b)
and (29c).

| Although one's immediate reaction might be to suggest another
refractive~index functionality more general than Eq; (9), careful
inspection of Fig. 4 indicates a problem in the uniqueness of the
refractive~-index field derived from the interferogram; Note that the
end point of the computed interferogram (dashed line) matches the'
end point of the given interferogram (lowest‘open éirgle) only in
Fig.»%a. In Fig. 4b and 4c, there are 0.023 mm and 0.017 mm
discrepancies between the end points. This misfiﬁ is the only apparent
signal that the best match between computed and given (experimental)
interferograms has not been found. In practice, theré is considerable
difficultfugn reading the exact location of the interface on an
experimental interferogram, so it is unlikely that this small difference
between the computed and given interferograms could_be detected. In

other words, there are two different refractive-index fields (e.g. the
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solid curve and filled circles in Fig. 45) associéfed with practiéally
indistinguishable interferograms (e.g., the dashéd curve and open
circles in.Fig. 4b). Thus, while the technique pfeéented in this
section can indeed approximate both the form of thg refracfive—index
field and.thg interfacial refractive—inde# associated with a given
interferogram, it is not able to find either the unique refractive-index
profile functionality or the exact interfacial refractive-index gradient.
Under certain circumstances, however, it may‘be possible to deter-

mine the true refractive-index profile functionality directly from the

(distorted) interferogram. The solid curves in Fig. 7 depict two
specific formsjof the poiynomial refractive—index‘function Eq. (9):
the parabolic profile k = 0 and the quartic préfile k=1. The
computed interferograms associated with the'parabolic and quartic
profiles are indicated by the dashed éurvés. Note that the dashed
curveé correspond to dimensionless plots of ;he distorted interferograms.
(conventionél interpretation). The close.agreemént between the forﬁ
of the parabolic profile and its associated interferogram suggests
that the trﬁé fefractive—index functionality may.be-determined
directly from the distorted interferogram if the true profile is
not too different from parabolic. For ekamplg, the Pohlhausen profile
Eq. (29c) wohldAbe 6f this type. However, the misﬁatéh betweénvthe
.quartic profiie and its associated interferogram suggests the
refractive-index functionality cannot be determined directly from the
distorted interferogram. This is the case for the refractive—index

functionality Eq.A(29a).
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The filléd symbols in Figs. 5 and 6 show that except for smali
refractive~index gradients, cénventional interpretation éf inter-
ferograms cén‘lead to large (up to 60-852) errors in the determination':
of the intérfacial composition and gradient of fefractive—index.
Reference (2) discusses the ef£;ct of specimen sizes and refractive-
index differénces on such light-deflection errors; While thé technique
presented in this section obviously has its limitatiﬁns, it is
- certainly preferable to conventional interferogram_in;erpretation
when the'fefractive—index gradients are large.

Determination of the unique refractive-index field associated
with a given interferogram is possible only if at least oné of thé
following conditions is met:

 (1) If the refractive-index gradients are so small that light-
deflection effects are negligible.

(2) If the light-deflection equation can be inverted and the
refractive-index field directly determined from ﬁﬁe interferogram.

(3) If the form of the refractive-index fuﬁction is known
beforehand,15 numerical integration of the light—déflection equation
coupled wiﬁh a suitable iteration technique can be_uéed to deterﬁiﬁe
quantities suqh as interfacial refractive-index,vetc.

(4) If; for eﬁample, the interfacial refraﬁtive—index gradient
is known béforehand,l6 numerical integration of theilight—deflection
equation can be performed for various types of reffactiﬁe—index

profiles until the derived gradients match the known gradients.
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(5) If the refractive-index functionality is not unlike the
parabolic profile k = 0 , the functionality may Be determined
directly from the interferogram.

Appendix A

Validity df Approximations

The intefferogram associated with two boundary layers can be
computed ﬁy.séveral methods to estimate ﬁhe accgracy of the t&o‘
approximatioﬁs made in the derivation of closed—form solution§<of the
light-deflection equations. Two parabolicvboundary layers are chosen
to represent An electrochemical system_z’e’8 where the refractive-index
field cor;espdnds to aqueous CuSO4 electrolyte depleged in'

CuSO4 concentration near an electrode surface. For each ca;e, the
concentration difference between the bulk (y > §) solution and

interface (y =0) 4is 0.1 M CuSd4 s corre5ponding to reffattive-index

values” n_ = 1.3340 and n_=1.3311 at X = 632.8 om .
Type I: 8§ =10.70 m ,» and no rays are deflected out of the boundary
11ayer.

Typé II: 6 = 0.35 mm , and all rays are deflected out of the boundary

layer.
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Thé_vérious computation schemes are analyééd by calcﬁlating the
interferograms of Type I and Type II boundary layers,IUSing the
formulae derived in Appendix B. Two chéracteristics of the computed
interferqgrams are given in Table I: Yeg » the po#ition on ;he
interferog:am of a ray énteriné the specimen at' yé = 0 ; and AN >
the total number of fringe shifts seen on the in:efferogram.' The
calculations are performéd for w=10.0mm , d ='12.7 mm , and
A= 632.8 nﬁ (see Ref. 2 for the dgpendénce df iight—deflecfion érrérs

o o ,
on w , d ‘and n, - ns).

The accuracy of the phase integration by 3-point Gauss-Legendre
Quadrature éan be checked by coﬁparing computa@iéns #3 and 4 of Table 1.
Both computatioﬁs have been carried out for thevSimplified version of
the iight—deflection eduation [Eq. (6)], but the calculation scheme
#4 uses -the Gauss-Legendre Quadrature while #3 uses the élosed—form
solution for the phase integration, Eq;v(37). | ‘.

. The accufacy of approximating Eqs.A(4)vand (2) with Eqsf (6) and
(7) can be‘chécked by comparing scheme #4 with sqhemé #2. . Note that
the épprbximation is good to‘within 0.1%. o |

The accuracy éf the numerical integrationl;s'of the light-
deflection equation can be checked by comparing-schemes #5-9 with
#2. Note‘tﬁat about 500 intervals (step size 0.02 ﬁm)'are required to
approach the closed-form solution to within 0.001 @m (ysf) and

0.1 fringe (AN) .
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Table 1

~ Validity of Approximations and Convergence
‘ of Numerical Solutions

Type I T'ype 11 Ny
& boundary lgyer boundary layer
éigf § = 0.70 mm 8§ = 0.35 mm
hS)
égé? Yee AN Vs AN
S (mm)  (fringes) (mm) (fringes)
1 Conventional analysis
Eq. 29 0 45.83 0 45.83
2 Eqs. 33 - 35% -0.2466 53.26 ~0.2027 - 38,51
3 Egs. 36 - 37 -0.2L6k 53.25. | -0.2025 38.50
4  Eq. 36" ~0.2464 - 53.25 -0.2025 38.50
. » . 1,8
Numerlcal Integration -
Intervals Mesh Size (mm) .
5 10 1.0 -0.2824 57.20 ~0.2663 b7, 42
6 100 0.1 -0.2502  53.66 | -0.2086  39.00
7 500 ;  0.02 -0.247h 53.35 -0.2039 38.68
8 1000  o0.01 -0.2469 53.26 | -0.2035 =~ 38.62
9 -0.2467  53.26 -0.2030 38.54

10000 . 0.00L

* S
~3-point Gauss-Legendre Quadrature used for phase integration
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Appendix B

Parabolic Boundary Layers

The solution to the complete equation of light-deflection

[Eq. (4)] can be obtained for a parabolic feffactive—indéx profile

Eq. (8)vby use of the following transformation:

In addition;‘a scaling factor xp is defined as

[ =

GV m, - o)A +E_)

Eq. (4)vthen_traﬁsforms into

=-§- .
2' "nj{( - WE-DE+ D

max

for which thé solution is5

Here, m

kind sn_l

solution.

w=xent(YIE-L o)
- p mH+1"’

(30)

31)

(32)

(33)

is the parameter for the elliptic integral of the first -

and is defined as m = (nb - ne)/(nﬁ + ne)

Equation (33).may be inverted:

for this
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= P .
H = 1 N 1)

where sn is the Jacobian elliptic function, and the phase'integrétion

equation [Eq. (2)] becomes:
_ X
2 ’ :
p(x) = n_° fﬂ @ )

which may be integrated by standard formulae (e.g., Gauss~Legendre
Quadrature). o
The simplified form of the light-deflection equations [Eqs. (6)

~ and (7)]»¢an-be integrated directly for a parabolic boundary layer

profile:
v 5. = cos — y o (36)
Y -1 %o |
p(x) = nb.x — (nb - ne) '_xo'S_in : *cos XL- . (37)
where
v n, N ‘
X, =6 e - -y : (38)
0 2(n, - n) _ .

Equation (37) is a closed-form solution of the phase integration

equation and can be used to estimate the accuracy of Gauss-Legendre
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quadrature as applied to Egs. (35) and (37). Equation (36) permits
a simple determination of the location X, where all rays leave the

boundary léyer:

W in.  aw
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This iéiphe case.for diffusion-controlled eiectfodeposition.

See Ref.. (2).

In many electrochemical systems, the local inteffacial refractive
index gradient is directly related tovlocal.cufrent density,

which can often be measured independently. V
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NOMENCLATURE
C electrolyte concentration (M CuSO4)
d glass wall width (mm)
F location of virtual plane of focus (mm)
h parametér Eq. (13)
H’Hmax transformation variable Eq. (30)
i current density (mA cm—z)
k parameter Eq. (9)
m - parameter of the elliptic integral of the first kind"

Eq. (12) or'Eq; (33)

n refractive~index

n bulk refractive-index (y > §)

n_ refractive-index at x = 0, y= Yo

n_ interfacial refractive-index (y = 0)

N inﬁerference order Eq. (28)

P qptical path length (mm)

P, optical path length of undeflected ray (mm)

Rg ratio of the derived interfacial refractive~index gfadient

to the true gradient

R v ratio of the derived refractive-index difference nb - ns

to the true difference

u ' transformation variable Eq. (10)
u, u(y)

U u/ue

w o - cell width (mm)

X horizontal distance (mm)



S 6 >

1dcation where ray leaves boundary layer.(mm) (Eqs. (20), (39))
parameter (mm) Eq. (14) |
parameter (mm) Eq. (38)

parameter (mm) Eq. (31)
S

vertical distance (mm) Fig. 1

position of light entrance into specimen (mm) Fig. 1
distance on interferogram (mm)

interfacial location on interferogram (mm)
dimensionless distance Y = y/¢8

¥/ -

boundary layer thickness (mm)

‘number of fringe shifts on an interferogram,

phase (mm)

(n - ne)/ne

‘dimensionless refractive-index Eq. (8), (9), or (29)

wavelength'df light (nom)
ray'aﬁglé in air (rad)

ray angle in glass (rad)



~70-
FIGURE CAPTIONS
- Fig. 1. Schematic illustratiom of a light ray trajegtory.
ABC Ray trajectory |

LMN  Hypothetical undeflected ray

GM | Virtual plane of focus

CN Equiphase arc centered on virtual origin M
PQ Edge of the boundary layer |

X Horizontal distance

y  Vertical distance

Ve ‘Position of light ray éntrance into specimen
d . leass wall thickness, refractive—iﬁdéx ng

w Cell thickness,medﬁmarefractiﬁe—index n(x,y)

F,5,T See text
S | Boundary layer thickness
Fig. 2. Polynémial boundary layer refractive-index frofiles.
Ordihafe: dimensionless distance Y = y/6
Abscissé: dimensionless refrac;ive-index 6 = (n—ns)/(anns)

-0.268

a k =

b k= 0
c k= 0.5
d - k= 1.0

Fig. 3. Schematic illustration of different ray trajectories.
ABC Trajectory of a ray that remains inéide the boundary
layer (Type I)
DEF _.Trajectory of a ray that is deflected out of the
boundary iayer (Type II) |

GH . Edge of the boundary layer
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Interpretation of interferograms.

locai concentration (M CuSO4) or phage change

N (fringes).

distance y (mm).

Interferogfam (phase vs diétaﬁce réiationship)

to be analyzed. (Computed fromvthe refractive-index
fields (Eq. (29)) by numerical'methodsl’s.) Plane-
of focus Xe = 0 , ws= 10;0 mm. and d = 12.7 mm . |
Polynomial concentration profile(réfractive—index.
field) derived from tﬁe above interferogram.
Interference fringe associated‘with the above
concentration profile.

True concentration profile (refractiveéindex field

b
and n = 1.3340 for A = 632.8 qm).

Eq. 29). C, = 0and C, = 0.1 M CuS0, (ns = 1.3311.

Refractive-index field described by Eq. (29a).
Derived concentration profile: & = 0.535 ﬁm, .
k = 0.800, CS = -0.0004 M CuSO4. - Standard deviation

4

1.97 X10 ' M CuSO, per data point.

Refractive-index field described by Eq. (29b).

'Derived concentration.profile: § = 0.408 mm,.
.k = 0.454, Cs = -0.0053 M. Standard deviation

2.43 x 107% M/point.
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c Refractive-index field described by Eg. (29c).
Derived concentration profile: ¢ = 0.272 m,
k = 0.068, CS = -0.0020 M. Standard deviation

1.37 X 1074 M/point.

Fig. 5. Measurement of interfacial refractive-index gradients.

Fig. 6.

Abscissa: true interfacial refractive—index gradient (cm—l).
Ordinate: Rg = derived interfacial refractive~index gradient
| divided By true gradient. | |
o ' | Apparent refractive-index gradienf derived by -
- conventional interpretation of the (computed)
interferograms. |
C)‘]'EJ .. Refractive-index gradient derived by interptetation
of interferograms as shown in Fig. 4.

oe Refractive~-index field described by Eq. (29a).

\Y " Refractive-index field described by Eq. (29b).

O l. Refractive-index field describéd by Eq. (ZQC)i
Measﬁfement of interfacial refractive-index. .
Abscissa: true interfacial refractive-index gradient (cmfl)‘
Ordinate: R.n = dérived refraqtive—indek differenqe (nb - ns)
divided by true refractive—index difference.

. ' | 'Apparent interfacial refracti\.re-—_index derived
by conventional interpretation of the (cbmputed)
iﬁterferograms. |

OV O 1nterfacial refractive-index derived by interpretation
of interferograms as shown in Fig. 4.

Other designations as in Fig. 5.
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Parabolic and Quartic refractive-index fields and corresponding

" interferograms.

Ordinate: dimensionless distance

Abscissa:

dimensionless refractive-index

True refractive-index field (parabolic k = 0

~and quartic k = 1).

Computed interferogram associated with the true

refractive~index field. Corresponds to interfacial
' dn| .- -1 .
refractive-index gradient. E;-- = 0.3 cm ™ .
. y=0 :
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Phase change (fringes)
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o
o
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C (M CuSO0y4)
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Fig. 4
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3. SURFACE REFLECTION EFFECTS IN INTERFEROMETRY

Introductioﬁ

Interfetemetry has been frequently used for the observatien of
refractive-index variations in fluids near solid sﬂffaces. -3 When
no reffactiﬁe—index gradients are present in the inteffacia1 region,
i.e.,kthe fluid_has eyerywhere a coﬁstant refractive-index, the
;eSulting ipterference fringes are expected to be ﬁniformly straight,
and the_solidffluid interface is expeeted to eoincide with the shadew
of the solid on the interferogram. However, spurious friﬁge displacements
in the interferograms of solid-fluid phase boundaries are often.obserVed.‘
We have now'identified reflection as the chief cause of these distortions;
the intefference fringes bend as if a refractive—ipdex gradient existed
near the interface. Another limitation in the\optical observation
of such phaée-boﬁndaries is diffraction, which will not be considered here.
Because'reflected rays will traverse the fluid along broken lines
(un:eflected rays traverse a homogeneous flpid albng.straight lines), two
types of distortions'resultvin thevihterferogram: (a) Geometfical distortion
due to'displacement of the beam normal to its original propagation directionf
This effect falsifies conventional interpretation of distance on the
interferogram and causes displacement of the apparent interfacial
location. (b) Phase distortion due te/increased geometrieal path 1ength.

The magnitude and character of each of these abberations depend strongly4

on the choice of the plane of focus of the imaging objective lens.
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.It is the purpose of this chapter to present sémple calculations

of interferogram distortions caused by reflection from the slightly
rounded leading edge of an otherwise planar surface.and compare them
with the corresponding experimental results. We will also recommeqd

two simple methods for minimizing reflection effécts.

Reflection from the Rounded Edge of a Planar Surfaée

vFigure 1 schematically illustrates the reflection of an
ray ABC from the rounded.edge of a plane surface at point B. Accordiné to
the Law of Reflection, the angle of refleétioﬁ CBE; with respect to the
surface tangeﬁt plane DBE, equals the angle of incidence ABD with
respect to the same plane. Other rays that entef thé spécimen at
higher locations y = 0 will not reflect from the surface and will
traverse the specimen along straight lines paralléi to the plane y = 0.

Figure 2.illustrates the trajectory of a reflected ray ABCD as it
btraverses a specimen consisting of a homogeneous flﬁid layer. above a
solid, bo;hbb0unded by parallel flat glass sidewalls. The light ray is
incident perpendicular to the glass walls and paraliél‘tovthe planar
region y = 0 of the solid surface.

Applicatipn of the Law of Reflection at point B‘in Fig. 2 provides
the angle ¢f of the reflected ray Xg < x <w. ﬁéte that if Vg =0,
the incident réy misses the solid surface and ¢f'= 0. The ray anglé

in the glass wall w S x S w + d is easily calculated from Snell's Law
nf'sin¢f = ng'sin¢g (1)

and geometrical considerations show that the ray leaves the specimen at
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Yp =Yg + (w - xB)'tan(bf + d-tan¢g _ - (2)

The bgam hés'fhus been displaced from its originél location y = yg at
at x = w + d. At the lat£er plang the ray enters

the surrdundiné medium (e.g;, air) and propagates to the interferometer
iﬁaging opticé at an angle ¢a’ easily calculated byVSnell's Law. The
optical path_p? of reflected ray ABCD_isvgiven by |

P, = ngoxy + 0 (w - xp) \)‘»1 + tan2¢f + 'rig‘d 1+ tan2¢g 3)

r

Al; rays, provided they are acceﬁted by the objective lens of the

interferometer, appeér to emanate from the virtual plane of focus of the

objective lens. The virtﬁal plane of focus ié calculéteci4 from the
real pléne-of focus (which is op;ically conjugate to the interferometer
film plane) as follows: If tﬁe real plane of focus lies ét some.plane
X = xf;vthé Virtual plane of focus lies at the plane x = w + d_-’F;'
where | |

Fe——*f 4 - W

£ ng o » .
F is depicted_on‘fig. 2 as the hofizontal‘distance 5etwéen the plane of
light-exit from the specimen and the virtual plane_ofrfocus RQ.
The refleéted ray ABCD on Fig. 2 appears to emanate from its

virtual originiQ, which is a ve:tical distance S = F_-tan¢a below the
location Y_ where the refiected ray leéves the specimen. Therefore, the

D
reflected ray ABCD appears on the interferogram at a positiont

yi = yD - F'tan¢a : (5)
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The phase on the interferogram is calculated by comparing the
optical path of the reflected ray Eq. (3) with thaﬁ‘of a hypothetical un-
reflected ray GQE passing through the virtual origin Q. The éxit
points D and E of each ray lie on an equiphase aré DE centefed on the
virtual origin Q. Beyond points D and E the interferometer introduces
no phase difference between the rays ABCD and GQE. The optical path P, of
the hypothetical unreflected ray GQE is calculated by considering the

length T = F( V1 + tan2¢>a -1):
=n_w+n +d+n_-F( l+tn2¢ -1) ' (6)
P £ g a ~ an 94
The phase on the interferogram is given in'fringe shifts as
N= L0 | - 7

Calculation of Interferograms for Reflection from
the Edge of a Planar Surface

The present work arises from the interferometr.ficvst:udyl‘_6 of -
concentration profiles in aqueous CuSOA electrolyte near planar copper
surfaces. The Copper electrddes are w = 10.0 mm wide and fully occupy
the space between the d = 12.7 mm wide parallel optically flat glass
sidewalls (as in Fig. 2). The modified Mach Zehnder‘interferometer
‘has been described elsew'here.5 The objective lens of this interferometer
can accept light emanating from the specimen at angles up to,7.0°.

The‘electrode surfaces were carefully polished with progressively
finer (up to #600) grades of éarbide paper using kerosene as a carrier

for the chromium oxide (initial) and 1 um diamond paste (final) abrasives.

7 - .
Electrode surface profiles are illustrated in Fig. 3, curve a, and
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Fig. 4. Figure‘3, curve a, represents a typical surface profile for a
long (iOO cm) electrode, Fig. 4, curve a, shows the flattest smoofh
surface thét could be obtained for a short»(S cﬁ) electrode, and Fig; 4,
curve b, iﬁdiéates a surface with a deliberatelyvrounded edge. The .
actual surface.roughneéses, not shown on the su?facekprofiles, are about
1.0 ym peak-to-peak. - The central (1 mm < x < 9 mm) regions of_the
surfaces are flat to within 1.0 um. |

The roundéd edge'showﬁ in Fig. 3, curve a, has been approximated
' by a hyperbolié curvé o

y = -0.00125/x - : (8)
for ease of computation (qurve'b in Fig. 3).

In the célculétions that follow, all incident iight rays are
assumed to enteér the specimen parallel to the planar.solid surface y = 0.
If the beam entered at.a negative angle with respect fo the pléne y =0,
i.e., impinging on the planar region of the surface; the.interferogram
distottions‘&ug to a reflection would be more pronounced. If the incident
rays entered at a positive angle, i.e., shielded from the planar surface
by the edge of the surface, the distortions would be.less pronounced.

The light wavelength used in the calculations was A = 632.8 nm,
correspondiﬁg to the HeNe laser light sour¢e usedvin our experiments.
The fiuid.refréctive-ihdices were set n. = l.O'and-i.334, corrgéponding
to air and 0.1 M CuSO4,‘respective1y. .The 12-7‘mmiwide glass sidewalls
had a refractive-indéx ng = 1.5231. Refraction in the glass yélls
has. a negligible eff_ect2 on the computéd interferogram. The refractive-

index of the surrounding medium was set n = 1.0 (air).
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Calculation of the trajectories and optical paths of several
(e.g., 10) reflected rays for different planeé of focus allows con-
struction of the interferograms--phase vs distance relationships--
associated with reflection from the electrode edge. The following
stipulation,applies.to the calculations: a reflecﬁed ray must be
accepted by the aperture of the objective lens in order to coﬁtribute
to the interferogram. Rays emanating from the gpecimen at angleé
higher than 7.0° are, therefore, not considered in the construction
of the interferograﬁ. |
Computed'interference fringes are shown in Fig. 5 for different
plénes of focus. The shape of the curves is seen to depend strongly
on the choice of plane of focus and only weakly on the fluid refractive-
index. The e#tent of the curves depend on the maximum angle of
acceptance of the objective lens; The end point of each curve (e.g.,
y = -0.03 mﬁ and N = -3 fringes for focus B) is determined by this
maximum angle (here 7.0°). For a large acceptance angle the curves

would extend more, i.e., to lower y-values for focus A and B and to

higher y-values for focus C and D. For focus at x € 0 the interface

will thus appéar receded from its true location y = 0, and spurious

fringe shifts will appear near the apparent interface. These spurious

fringes create the false impression that a region of lower refractive-

index exists near the apparent interface.

For focus at x > 0 the calculations suggest a double value of
phase in the interferogram and no distortion in the apparent intérfacial
location. Therefore, the true interface can be found on the interfefogram

by creating a plane of focus xg > 0.
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Observed Ipferferograms

Figure 6 shows experimental interferograms of the interface
between hombgeneous 0.1 M CuSO4 electroiyte (fluid phase refractive-
index correspbnds to the dashed lines in Fig. 5) and the electrode
surface cur§e'é'1n Fig. 3. Note that there‘are no concentration or’
temperature gradients in thé electrolyte. For foc#s?at x<0
the experimental interferograms show substantial agreément with the
interference fringés predicted (Fig. 5) for the hyperbolic surface
approximatioh Eq. (8). For focus at x > 0 the apparent interface does
indeed coincide with the frue'surface y = 0, but a double value of phase
canﬁot easiiy»fe'identifiéd on the interferogram. Instead,bdiffraction
fringes, gauséd by defocusing of the "edge" of the'elgctrode surface,
appeér to bé'ﬁore prominent.

Figure 7 illustrates the interferograms of the interfaces between
air and the two coppef surfages shown in ?ig. 4. At a given plane of
fdcuég the.iﬁterferogram of the purposely rounded sufface (b) shows
mdre distorﬁibn.than.the interferogram of the flétter surface  (a).

| Figure>8 compares the intefferograms ofiﬁhe bhaSe boundary between

‘0.1 M CuSO, and the copper surface Fig. 3,'curve'a; for full (7.0°)

4
objective lens aperture and restricted (0.5°) aperture. Restricting
the lens aperture reduces the interferogram distortiqn.
Discussion |

Figure 6 Aemonstrates that reflected rays fr§m the only slightly
rounded edge of an otherwise pianar surface can cause a“'large discrepanéy
between the true 1ocation of the interface and tﬁe appareht location

(éhadow) in the interferograﬁ; There are two simple methods for finding

the true intérface'when reflection effects are present:
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(a) Variation of the plane of focus by moving the cémera pafallel to fhe_
electrode surface until a constant interfacial 1oéation is observed--
i.e., until the location does not change with further change in the plane
of focus; (b) Restriction of the objective lens apéfture so that no off-
axis reflected rays are accepted by the lemns; as in Fig. 8.

Although these techniques will locate the true planar surface on
the interferogram, a word of caution is in.order: .The‘two methods
should not be ﬁsed to find the true interfacé when feffactive—index
gradients are present in the fluid. Rays deflec_t‘:éd["6 by the refractive-
index field must be accepted by the objective lens; this contribution
is necessary to construct a valid interferogrémf Restriction of the
objective lens aperture would correspond to a loss of information
on the interferogram. Since variations of the piane of focué can havg
large effects on interferograms, a fixed plane éf.focus is recommended.4

The effect of edge curvature on the interferbgrams shown in Fig. 7
suggests that reflection from macroscopically curved surfaces, i.e.,
spheres and cylinders, would also distort interferOgraﬁs; Failure to
aécount for reflection effects in the interferometric study of fluid-
phase.refraétive—index variations near any extended surface can lead
to significant errors in the determination of‘thé.interfacial location
and interfaqial refractive-index. For example, this would result in deriving
erroneous interfacial concentrations and boundary>1ayer thicknesses in

the interferometry of concentration fields.



00 4y Ud200641]6

, -89~
REFERENCES

1. W. Hauf and U. Grigull in Advances in Heat Transfer, J. P. Hartnett

and T. F. Irvine, eds. (Academic Press, N. Y., 1970), Vol. 6,
pp. 133-366. |

2. R. H. Muller in Advances in Electrochemistry and Electrochemical

Enginegxing, R. H. Muller, ed. (Wiley-Interscience, N. Y.; 1973),
Vol. 9, pp. 326-353. - |

3. R. B. Kennard, J. Res. Natl. Bur. Stand. (U.JS;)_§, 787 (19325.

4. XK. W. Beach, R. H. Muller and C. W. Tobias, J. Opt. Soc: Am. 63
559 (1973). - | |

5. K. W._Beach, R. H. Muller and C. W. Tobias;iRev. Sci. Instr. 40,
1248 (1969).

6. See Sec£i6n 2.2.

7. Surfanalyzer Model 150 System, Clevite Corp.'Cleveland, Ohiq.



-90-

NOMENCLATURE
glass wall width (mm)
location of virtual plane of focus (mm)
refractive-index of medium surrounding speciﬁen (e.g., air)
refractive—index of fluid
refraétivefindex of glass walls
interferometric phase change (fringes)
optical path of a reflected ray (mm)
optical path of hypothetical unreflected ray (mm)
solid surface width (mm)
horizéntal distance (mm)
location of plane of focus (mm)
position where a ray is reflected (mm)
vertical distance‘(mm)
position where a reflected ray leaves specimen (mm)
distance on an interferogram (mm)
wavelength (nm)
angle of reflec;ed ray in surrounding medium (rad)
anglé éf reflected ray in fluid (rad)

angle of reflected ray in glass wall (rad)



-91-
FIGURE CAPTIONS
Fig. 1. Reflection from the rounded edge of a ?lénar.surface.
ABC v incident ray reflected at point B‘_'
DBE.' surface tangent plane at point ﬁ -
-Fig; 2, ‘kef}écted ray trajecfory. |
ABCD' reflected'fay

GQE  hypothetical unreflected ray

RQ ‘viftual plane of focus
Q‘  virtual origin of ray ABCD
DE equiphase arc éentered én'virtual'érigin Q
a glass wall thickness |
W B solid”surface,width
Xp pdéitibn where ray is reflected |
¢é ": raj angle in surrounding medium
¢f ,réy'angle in fluid
¢gv - ray ahgle in glass

_F,S,T_ see text
_Fig. 3. Eléégf@de surface profiles.

a _l measured profile v .

b hypérbolic approximation. y = 0.00125/;'
Fig. 4. Eleétrbde surface profiles.

a | _sharpest edge obtainable

b purposely rounded edge



Fig. 5.

Fig. 6.

Fig. 7.

Fig. 8.
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Calculated interferograms associated with reflection from the

hyperbolic surface profile approximation Fig. 3b.

ne = 1.0000 (air)
- -=-- n*= 1.3340 (0.1 M CuSO4)
A location of real plane of focus x£4= -0.5 mm
B Xe = 0
Cc X, = 0.5 mm

D | x.=1.0 mm

Experimental interferograms of the interface between 0.1 M CuSO4

and the electrode surface profile 3a. Designations as in

in Fig. 5.

Effecf of
Intefface
Fig. 4.

. .

B X_ =
c 'xf =
D X, =
Effect of

Interface

surface edge curvature on experimental interferograms.

between air and the electrode surfaces shown in

0, surface 4a

0, surface 4b

0.5 mm, surface 4a

0.5 mm, surface 4b

aperture restriction on experimeﬁtal'interferograms,

between 0.1 M CuSO, and surfaceb3a.

4

A full (7.0°) aperture

B restricted (0.5°) aperture
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4. INTERFEROMETRIC STUDY OF TRANSIENT DIFFUSION LAYERS . .

' Concentration changes in the electrolyte confained between working
electrodes are often confined to a thin boundary layer region near -
the electrode‘eﬁrface. Measurement of the electrolyte edncentration
profiles in_these layefs can be useful in‘the‘study of transport |
phenomena in eiectrochemical Systems.1 Double—Beam interferometry2
offers the‘fqiiowing adventages for such measurehents: (a) possibility
of high.resolution of concentration changes (10-5 Mi and of distance
(10_3 mm;;e(b) continuous observation of sﬁall (1 m@z) regimes at the
surface; (c) no restriction ofvthe applied eurrenﬁ'leveivand (d) no
interference with the electrolyte flow or elteration of the electrode
surface. Howeﬁef,,interferometry is suitable for fﬁe determinetion of
concentratipn'prpfiles ohly in binary systems, i.e., when the local
refractive;index depends only on the concentration:pf'a single solute.
Fof-this reason the method is not applicable when a supporting electrolyte
(e.g., H2504 in the case of copper deposition) isieiso preeent.'

Previous interferometric studies3—6 of concehtratioﬁ changesfin
electfochemieal systems have been Based on the coﬁventional iﬁter— |
pretation of iﬁterferograms, in which local phase»éhange in the inter—
ferogram is‘directly related to local refractive-indek variation in
the dbject.. Such interpretation assumes that all light rays travel
along'straight‘paths as they traverse the specimen; We have shown,
however, that: (a) Deflection (refraction, Schlieren effect) ef the
beam as it passes through the refractive~index field can lead tO'iérge

8 ' .
errors 1if interferograms are interpreted in the conventional manner.
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(b) Reflection9 of light rays from the eveﬁ slightly rounded edge of an
otherwise plahar electrode surface can likewise lead to largé errors.
These optical distortions must be taken into accouhf if reliaﬁle
information regarding interfacial concentratioh, éoncehtration gfadient
and boundary layer thickness is to be obtained from.experimeﬁtal |
interferograms.

It is the purpose of this chapter to present concentration profiies
derived by the interferometric study of the diffusion layer
formed.by cohstant—current electrodeposition and compare them with
those predicted by the appropriate solution of tﬁe oné-dimenional
equation of ﬁnsteady diffusion. This also supports the validity of the
the optical aﬁalysis.s’g

Experimental

A cross-sectional sketch of the interferometer and electrochemical

. cell is presented in Fig. 1. The electrodes are 1.00 m 1ong; and the

cell is the heart of a 3.00 m lohg flow channel. The regions upstream
and downstream of the electrodes were sealed off by lucité blocks during
the diffusion experiments. The electrolyte temperature was 20°C * 1°C.

One side of each electrode was polished flat to within 0.03° and

0.3 pm (peak-tb—peak) roughness using progressiveiy finer (to #200) carbide

paper with chromium oxide (initial) and 1.0 um diamond paste (final)

abrasives (kerosene_was used as a lubricant). Each electrode working'

surface was then polished in a similar manner using a right-angle

polishing jig that travelled flush to both the previously polished side
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(non-ebrasive contact) and the working surfece ‘(abrasive contact). The
resulting electrode working surface was flat to'within 1.0 um (over 86%
of its width) and 1.0 um (peak-to-peak) rdughness. ‘This procedure caused
the elect;ode working surfaces to be slightlj rounded such that the edges
were 0.0l mm lower thanvfhe center of the surfacej"The actual surface
profiles were measured with a profileometer10 and are shown elsewhere.g’_l1
This poliehing technique permitted elignmeht of the test beam wiﬁh
. the electrode by reflecting the beam from the polished side of the
electrode eueh thaf it retreced its path. 'This procedure guaranteed that
the incident light rays would traverse the cell parallel to the electfode
working sﬁrfaee to within 0.15. The effeet of beam misalignmenﬁ on
interferograﬁs'is discussed_elséwheie.? H

The modified:Mach—Zehndef interferometer was»mbunfed'oﬂ a.lathe bed
to permit travel of the‘iﬁstrument along fhe length of the electrodes.
(Details of.the'interferometer and the flow channel-ere given else-

where.12’13

) Ihe ehahnel waeipriented with the electrode working
surfacee perpendicular to the gravitational field.v.The cathode was
observe& in twe ofieﬁtatioﬁs$ facing ep and facing down.v Constant
current at preeet values of 5.0 and 10.0 mA/cm2 wae ﬁassed throﬁgh the
cell. The interferograms of the resulting transient.diffusionVleyers
were recorded byva Boiex Paillard 16 mm motion pieture camera_ on Kodak
Plus-X film at 20 frames/sec. ‘The camera was éositioﬁed euch that the
plane of focus (opfically conjugate to the camera film plane) was
located on the inéide'of.the glass wall farthest from the camera;

This is the re_commended7 plane of focus for interferometric observation

of cathodic boﬁﬁdary leyers. The film was later deVelQped and analyzed
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by projecting it onto a table and extracting the phase vs distance

information.

Theory of Transport

The convection-free electrodeposition of a metal cation from a
stagnant aqueous binary salt electrolyte is described by the

unsteady diffusion equation in one dimengion:

a9 ac | | S
Equation (1) can account for variation of the diffusion coefficient D with
electrolyte concentration C and represents a simplification* of the complete

diffusion equation, which is given on page 225 of Ref. 1.

Current density is related to the interfacial concentration gradient by:

zFD oC | _—_—
=T A (2)
1 t+ ox %=0

For galvanostatic electrodeposition, the boundary conditions to Eq. (1)

. are:
411 - t)) | o
ST T 8t x=0 , £>0 | (3)
C = CB at t <0 , all x - (4)

0
]
0
[+]
o
]
v
8

(5)
If the diffusion coefficient D and cation transference number t aré;

+

assumed invarient with concentration, the solution to the above

equations is the well-known Sand equation.g’18

* : , ‘ .
Variations of the cation transference number t+ are not accounted for
~in Eq. (1). .
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The actual variation of the CuSO4 diffusion coefficient over the

range 0-0.1 M CuSO, is illustrated in Fig. 2. Smoothed data of

4
Eversole, Kindsvater and Peterson,16 corrected to 20°C, are indicated
by the solid curve. We can approximate the physical property variations

as linear functions of electrolyte concentration:

b | o
p - 1-9® | o o (®
o .
1-t | | | |
-ty -1+ | | M
a-e), = | , |

The subscriptéd properties cofrespond to 2ero electrolyte concentratioh,
~and 9 is a,dimensionlgss concentration C/Cb. Two linear approximation
curves ére»shown on Fig. 2, eachindicatingthe proﬁéf valuelof
diffusibﬁ’coéfficient at C = 0.1 M CuSO4. The cu§Ve fof‘aué 0.0869
accurately ?eprésénts the data for 0.04 M < C < 0:10 M, while the curve
for d = 0.141 épproxiﬁates the data over the entire range 0 < C < 0.1 M.
.The vafiation of cupric ion transferencé number measuréd‘by‘Fritz and
.»Fugetl7 can be represented by (1 - t+)o = 0.597 apd Y = 0.0648 over-the-
raﬁge 0<Cc<0.1M Cuso, . | '
‘The appropriate equations of unsteady Aiffusion'éan nbw be deriyed

(using Eqs.v(l)bthrough (7):

2 2 S : .
% _ | 2% _ (oY
'E_DO (1—0Le)_.. 5 a(ax) . _» _ (8)
X
8=1 at t<O0 , all x . | o (9)
=1 as x + v: ' | (10)
39 i1 -t )O 1 + v6

—_—= t = , > ) _
&~ Zme,  1-w Xt % 7O (1)
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These equations can be solved by standard numerical techniques. Casting

the equations into Crank-Nicholson finite difference representation14

and solving the resulting system of nonlineaf algebraic equations by

the Thomas method15 determines the theoretical concentration profiles

to within about 0.0002 M CuSO4 (see Below). Details are given in AppeﬁdixIII.
Concentration profiles were calculated from Eqs; (8) through (11)

using the above-mentioned numerical techniques. For:a = y = 0, the

numericalAsolution matches the closed-form solution (Sand equations’ls)

to within 0.0002 M CuSO, for step sizes of 0.001 mm and 0.1 séc.

4

Interpretation of Interferograms

Figure 3 illustrates the analysis of a single ihferfefogram
recorded at a downward facing cathode after 30 secféf electrolysis at
10.0 mA/cmz. The ordinate denotes distance from the true (undistdrted
by refractidh or reflection) image of the electrode'éurface. The abscissa
_relates electfﬁlyte concentration to interferometric phase change (in 
fringes) according to the cbnventional.interpfetation of.interferograms.

The location of the true interface x = 0 on the experimental interferogram

is estimated by'the method of focal plane variatiéh bqtlined in Ref. 9.
This.technique iocates the interface to within about 0.01 mm when no
refractive—index gradients are present in the electrolyte (i.e., befofe
switching on the current) by reducing the phase and distance distortion
caused by refléction from the slightly rounded eléctrode edge. Now that
the interface x = 0 is defined, the pﬁase vs disténce'infqrmation bbtained
from analysis of the developed film can be plotted asvthe'experimental

interferogram depicted by the open circles on Fig. 3.
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Thé experimental interferogram is now interpre#ed by a method
that accounts for light-defléction (only) in the‘refractivé—index field.
Thisviteraﬁivé technique de£e¥mines the concentratibn profile (dashed
line in Fig. 3) assoclated with a.computed interferqgram (solid line in

Fig. 3) that best ﬁatches the experimentél interfefogram} The good.
agreement één be éeen by comparing the computed and éXperimental
inteffefograms in Fig. 3. .

At this junCturé, the shape of the computed interferogram may well
agree &ithvthe shape of the experimental interferogfam. However, the
computedﬂf#inge‘could suggest an apparent (i.e.,voﬁ the interferogram)
interfacial location B different than that indicatéd-by'the experimental
intérferogram A (neither of which corresponds to thé‘true interfécial
'location.x ¥'0). Small (0.01 mm) errors in the original determination
of the true‘in;erfacial location caﬁ have a compa;éble (0.02 mm)
effect on this difference between experiméntal (A)-épd computéd (B). end
péints.‘

Reflectioﬁ from the edge of the'electfode surface when refractive-
index gradiénts are present in the electrolyte can have an effect much
like reflectioﬁ when no gradients are present: - the éﬁbarept interfacial
lécation cén be different_from the location expecte& considering light-
deflection alone. Reflection thus causeé two sduréés of errof:

(a) an 0.01 mm uncertainty in the determination of the true intgrfacial
‘location witﬁout refractive-index‘gradients preseht in‘the_electfolyte
and (b) 0.02 ﬁm uncertainty in measurement of the apparent interfacial

location when refractive-index gradients are present..
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Results
For all'experimenté performed, the estimated error in the inter-

: fgrometricallyvderived current density was about +10%. The derived
current densities are compared to the applied currents on Fig. 4.
The interferometrically derived transient interfécial concentrations for
an exﬁerimentvat 10'mA/cm2 are shown in Fig. 5. Also shown ére the
theoretical.in;erfacial concentrations for a = 0 (Sand equation) and for
o = 0.0869 and o = 0.141. While the uncertainty in derived interfacial
concentrations precludes assigning a particular vélge of a as bést
representing the actual variation of diffusion coefficient with con- -
éentration, the results do suggest better experiﬁental agreement'with

numerical solutions for variable physical properties than with the Sand

equation. The cell potential is also plotted, illuétfating a rise in
potential difference between anode and cathdde due to a rapid change in
concentration éverpotential at the cathode when zero con-

centration is approached at the cathode surface.

Figure 6 compares the interferometrically derived transient inter-
facial concentrations for two different current densities with those
predicted by the numerical solution using a = 0.086§; "The theoretical
(solid) curveé'are bounded by dashed curves corresponding to nuﬁerical
solutions for bo = 5.4><10"6 cmz/sec + 10%, representing a possible
uncertainty in électrolyte diffusion coefficient. The accuracy of the
interferometric technique used in this study is_evidéntly comparable‘

to the uncertainty in diffusion coefficient.
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This is in contrast to the apparent CuSQ4 &iffusion coefficient
D= 3;2X10—5‘cm2/s derived by Tvarusko and»Watkiﬁs6 frém.experimental
interferograms,of transient CuSOa diffusion layersf ‘Their analysis
failed to account for light-deflection effects,.sozthe,inteffacial
conceﬁtr#tion gradient derived b& the conventional‘interpretation of
their interferogréms was smaller than the actual,gfadiént. The cause -
of this phenomenon_is explained in Ref. 8 and is iiiustratediin Fig. 35
the iﬁterfacial concentration gradient depicted By ﬁhe'experimeh;él.
interferograﬁ'is smaller than that of theltrue ébncentréfion profile..
Inspection of»ﬁq. (2) reveals why the diffusion cogfficient b deriQed
by Tvaruskq.aﬁd'Watkins was too high: their measured interfégial
conéentration;gradient was énomalously low. The'magnitude of thé érrﬁr
can be eétimatéd from Fig. 10 in Ref. 8 to be approkimately'a facfor
of five, whiéﬁvaccounts for the magnitu&e of the false value of
D = 3*10_5._’0'Brien's interferometric study5 of the CuSO4 diffuéion
layer.also failed to consider light—defleﬁtion eff¢¢fs; The intér-'_
fér&métrically derived current densities_présented;in Fig. 4 of Réf..S
are 30-807 of fhe,level of applied current, an.anéﬁoly'whiCh can'be'
diréctly attributed to 1ight—def1ection effects.

On.the pthef hand, the interferometriqally dérived concehtration
_ profiles preéeﬁted by Hsﬁeh and Newmap20 are substantially ffee of‘light;
deflection errors. Their 1oﬁg_(40 min) electfolysié tiﬁes'at éopstant
potential resulted in'a small‘interfaciai COncentrétién gradient

(# 0.1 M CuSO cnfd)and negligible light—deflectionxeffects.

4
The concentration profiles obtained here by ihterferometry can‘be

analyzed‘tovprOVide a measure of the cation transference number t, in
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0.1 M CuSO4 electrolyte. The total charge passed during constant-current
electrolysis can be related to the electrolyte depletioﬁ withih the-

diffusion layer as follows:
: .
it(l-t+)ézFf (Cb-C)dx (12)
. d A . .

Table 1 lists the cation transference numbers computed from both the
corrected and uncorrected interferograms uéing Eq. (12). The values
derived from the corrected interferograms are 5-24% higher than those

given by Fritz and Fuget17 (t, = 0.36 and 0.40 at C = 0.1 M CuSO

+ and

4
C = 0, respectively), while those derived from the uncorrected inter- -

ferograms show a wide variation with time and current density.

For short>galvanostatic deposition times, resulfé for‘the cathode
facing upwafd matched those for the cathode facing down to within the
above-mentioned accuracy. At times greater than:13 (of'18) sec for
i =10 (or 5) mA/cmz, onset of natural convection became apparent as
indicéted clégrly by irregular distor;ions of fripges.above the surface.
Conclusions

The agreement between the interferometrically derived concentration.
profiles and those predicted by the numerical solution to the one-
dimensional unsteady diffusion équation justifies'the'use of the new
techniquesg’lg_developed in this 1aboratory for interpretation of

interferograms. We have shown that we can competently generate



Table 1

~ Cation Transference Numbers

Derived from uﬁcorreéted .

Derived from corrected

interferograms interferogranms

1 (ma/em®) | t(s) t, &,
5 10 0.212 0.377

5 30 0.062 | 0.388

v5 50 ~ 0.070 0.415
10 10 0.439 0.4k
10 20 0.357 0.148
10 - 30 10.289 0.k429
‘10 10 '. ';-o'.é61 0.431
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one~-dimensional concentration profiles from interferograms. This opens
the way for interferometric investigation of concentration fields formed
by convection-controlled electrodeposition, where theoretical solutions

for the concentration profiles are not available.
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NOMENCLATURE
electrolyte concentration (M CuSO45
bulk electrolyte concentration (M CuSO4)
diffﬁsion qoefficient (cmz/sec)
diffusion coefficient at C = 0 (cmz/sec)
faraday coﬁstant (coul/eq)
current density (mA/cmZ)
time aftér current switéh—on (sec)
cation transference number
distance from electrode surface (mm)
cation valencé
constant (Eq. (6))
constanf (Eq. (7))

dimensionless concentration C/Cb
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FIGURE CAPTIONS

Fig. 1. Interferqmeter and electrochemical cell cross section.

3
Light path

-=-=- Off-axié rays'demonstrating'poithto—point
' relationship between plane of focus and film plane

A,: ' Cbpper anode

C -~ Copper cathode

E 0.1 M CuSO, electrolyte

F | Film plane

G Glass sidewalls

L - Lens. The test lens (focal length'87 mm) is 115 mm‘

from the center of the cell. The focal length of
the reference lens is 81 mm. : '

M " Mirror

S.i/'f‘Light'SOurce (HeNe laser)
U BeFm uniter

d '  12.7 um

h - 25.4 mm

v . :10.0_mm

Fig. 2. CuSO,

:diffﬁsipn coefficient.
Smoothed data of Eversole et al'.,16 cdtrected to 20°

— — — — Linear approximations to diffusion coefficient variation
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Fig. 3. Interferogram interpretation.
ordinate: distance from electrode surface (mm)
abscissa: electrolyte concentration (M CuSOA) or interferometric

phase change (fringes)

o000 experimental interferogram, i =‘10.0.mA/cm2,
Cb =0.1M CuSOa, t = 30 sec, Cathode‘faces down.
- - - concentration profile derived from eiperimentai
intérferogram |

computed interferogram associated with derived
concentration profile
"« o« « »  theoretical concentration profilé ébmputed by numerical

- techniques.for a =-0.0869

A apparent interfacial location on.the experimenfal
interferogram
B apparent interfaciél location on the computed
. interferogram |

" Fig. 4. Derived current densities.
A A Conventional analysis of the expe.r'ivmenAt.a_l-_ :_Lnterfé‘rograms
o) ) Comple_te interferogram analysis”_(consi_dg'ring light-
deflection and edge reflection) |
—4@- Applied current = 5.0 mA/c.m2

10.0 mA/cm2

—~A—O-Applied Current
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Fig. 5. 'Transiént interfacial concentrations. 1 = 10.0 mA/cmz,
ordinate: interfacial concentration .CS (M CﬁSO4) or cell

voltage (volts)

abscissa: time after current switch-on (sec) -

: .;. ——  numerical solution for a=20 (corresponds‘to the

Sand équation)

" numerical solution for o 0.0869, D_ = 5v.41><'10-6 cm2[s

—_——— numericai solution for a = 0.141,vDo = 5.75><10_6 cmz/s
) interferdmetrically determined interfacial
concentrations

Fig. 6. Transient interfacialbcdncentrations, i = 5.0 and 10.0_mA/cm2.
numerical solution for a=0.0869,’-Do = 5.41X106 cm2/sec"

'%10% uncertainty in diffusion coefficiéntvDo

e interferometrically determined interfacial conCentrations
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5.. INTERFEROMETRIC STUDY OF CONVECTIVE'BOUNDARY LAYERS

The interferometric study described in the previous chapter served
to verify particular portions of the optical analysis presented in
Chapter 2 of this work. Here, the study is extended to areas-of more
practicalvsignificance:‘ the observation of variousvconvective mass
transfer boundary layers.

This chapter is divided into three parts. Parts 5.1 and 5.2 describe
an interferometric study of the laminar mass transfer boundary 1ayers. 
formed by theuélectrodeposition of Cu onto horizoﬁtal cathodés from

flowing CuSO, electrolyte. In part 5.1, the cathode is studied in the

4
downward—facing_Qriehtation:'a depleted layer of relatiyely low density -
electrolyte-fidws above the higher density bulk elecf;olyte; so ﬁhere.is

no density driviﬁg force for natural convection. Thé mass transfer

process is, ﬁherefore, contfolled by forced convection. 1In part 5.2, the
cathode is studied in the upward—fécing orientation: the depleted layer
flows beiow the_Bulk electrolyte, and there is the_pOSSibility of free
convection superimposed on forced convection. Parﬁ 5.3 presents the

results of a brief comparative study of turbulent méés transfer‘boundary
layers. The effect of turbulence induced by small'brémoters (obstacles)
attached to the cafhode surface is compared to that due to simply increasing

the electrolyte flowrate.

5.1. Interferometric Study of Laminar Forced
Convection Mass Transfer Boundary Layers

‘Ionic mass transport by forced convection in channel flow has been
a subject of investigation in this laboratory since the early 1960's.

: y 2 =3 : 4
Previous investigations by Hickman,l Selman, Acosta” and Landau
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employed the limiting current technique to investigate mass transfer
limitations and current distributions along sectioned horizontal
electrodes embedded in the walls of rectangular ducts.

The interferometric technique described in this work is an alternative
to the.iimiting current method .j Table 1 preseﬁts;a brief comparison
of the twb.methods{

The Convective-Diffusion Problem

Figure 1 illustrates a semi-scale drawing ofvthe flow channel

described in part 1.1. The equation of convecti\.rerdiffusion5 for this

rectangular coordinate system is

' : 2 2 2
9C + v aC _ D 3" C + 3°C + 3°C . (D
at 9z 2. .2

: ox dy 9z

where C‘ié the single-salt electrolyte concentrati@n, D is tﬁe electrolyte
diffusion coefficient and v is the electrolyte veio¢ity (for laminar

. channel flow, the only nonzero velocity component is along the z-direction).
Due to thé thinness of the diffusion layer compared to the region of
variationvof electrolyte velocity (high Schmidt Numﬁér), the derivative

‘ 320/8}'2 will be the dominant term on the right-hand side of Eq. (1).

For steady-state laminar flow between two parallel plates,the

convective-diffusion equation becomes

) _ - y

vg_(z:’= 2"'(22 , @
3y :

C=¢C atz=0 - v o  (3a)

C = Cb as y + o« (Bb)v

.%§.= Yyaty=0 . ' L‘ o (3c)
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Table 1. Comparison of the interferometric and limiting
' current techniques. :

Interferometry Limiting Current
Spatial resolution high ‘usually low
Level of current density any " restricted to limiting
' current C
Provides‘qﬁantitative no :  yes
information with supporting :
electrolyte present
Can determine boundary yes no
layer structure
Straightforward analysis no yes
of experimental results . ' -
Electrode sectioning no yés
required. : '
Continubus_#isualization yes 'Vno

of the boundary layer
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where Y iS'a‘éonstant. 'ﬁound#ry condition (Eq. (3c)) corresponds to
uniform current distribution along the electrode'éurface (see below).
The solution to Eqs. (2) and (3) is deriveﬁ in Appén&ix VI and may be
approximated_by the well-known solution5 for‘coﬁsiant interfacial

concentration:*
" Nu(z) = 1.2325 |Re Sc —f .o ()
Nu(z) is the local Nusselt Number for mass transfer -

, id 1 -t.) 4 .
-8 F _ e S :
Nu(z) = ~ mFDAC 5§ : ()

and local current density i is related to the Nernst boundary layer

thickness»GN,and total concentration‘change AC.by' RN
T mFD ac| - . mFD AC S
i = e— = = . : (6)
a-t) 3 a-t) 5§,
y=0

The solutioh Eq. (4) étrictly applies to laminarfflow‘between infinitély
wide ﬁérallel plates.A The:eiectrodés instead fully occﬁpy the space
beﬁwéén the_gléssAsidewalls, as illustrated in Eig; 1. Thereforé;_the‘
‘electrolyte leocity will alsovvary in the x—dirécﬁion; the giass walls will
slow thé éleéﬁfolyte in the region x = 0 and x = w,  This effeét is |
aécounted for in the computations presented in Appéndix VI. Figure 2 -
schematically iilustrates the variation of the intgrfacial velocity
gradiént (dv/dy)y=6 and cohcentfation boundary layer ;bickness in the

x-direction,

% — N | |
Boundary condition (Eq,,(3c)) would be ¢ = cg at 'y = 0.
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slow the electrolyte in the region x = 0 and x %tw._‘Figure 2 schematically
illustrates the variation of the interfacial velocity gradient
(dv/dy) and concentration boundary layer thickness in the x—direction.

The varlation of boundary layer thickness in. the x—direction
can be estimated by first computing the interfaCial'velocity gradient
(dv/dy) for various positions across the widthiwvof the electrode.
Beach performed such calculations for a rectantular duct of the exact
dimensions shown in Fig. 1, using the formulae of Happel and Brenner.7
In laminar flow,the interfacial velocity gradient is. proportional to
Reynolds Number Re, and inspection of Eqs. (4) and (5) reveals that the
local boundary layer thickness SN(x) should then vary in proportion to
the interfacialrvelocity gradientvraised to the minus'one-third power.
Detailsvof'computations for the variation of boundary layer |

thickness are given in Appendix II.

The entire'equation of convective diffusion Eq. (1) must be solved
in order to find transient concentration profiles; Rather than deal
with the mathematical difficulties inVOlved in such ‘a solution, it
'might be preferable to find asymptatic solutions ;for sufficiently short .
times after current switch—on, the concentration variations will be
confined to a'relatively thin (e.g., one-tenth of ‘the steady—state
boundaryllayer thickness) layer right at the electrode surface; The
local concentration gradient (3C/dy) will depend only upon the local
current densiti because there will have been insufficient timelfor
upstream regions of depleted. electrolyte to flow downstream and affect
the concentration variations there. Since the current is expected to be dis-

‘tributed quite,uniformly_along»the length of the electrode_(see-below),
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the concentration vafiatipns should, therefore, be independent of the
local z along the electrode. The term (3C/3z) in Eq. (1) can then be
neglected, and the convective diffusion equation reduces to
2: _ | .
© 9C a°C v :
= . . (7)

at 3y2

which can be solved as in Chapter 4. The mass transfer proéess'ié, therefore,
controlled by diffusion for short fimes after current switch—on;‘ Sel‘man2

has presented:transition times for the transient current response tova

step concentrétioﬁ change at the wall in laminar fléw between parallél

plates.

Currént Distribution

Tﬁe Brimarz current distribution is governed'ﬁyvthe electric field
betweeﬁ anode and cathode. This distribution was ca1cu1a£ed5 for thé 
specific electrode.lengths andrspacing iilustrated in Fig. 1 and ié
depicted in Fig. 3 as the ratio of local current density to averaée'

current density. The primafy distribution is uniform (tovwithin l% over

98% of the eléctrode surface) bécause.the electrodes are 100.-cm long and -
separated by oﬁly 2.54 cm. Kinetic limitations to the electrode.

reaction woﬁl&.prevent the infinife primary curreﬁtvdensity indi-

cated at z = 0 and z = L, so the current distribution limited by

ohmié and kineticfeffects would then be even more'uﬁiform than the primary
distribution indicated in Fig. 3. So long'as'thezintérfacial electrolyte
concentratidn Qoes not approach zero, the effects of_concentration
polarizatidn.will be negligiblg compared to the ohmic and kinetic

effects; practically uniform current distribution will prevail. On the
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other hand, if the interfacial concentration was zero everywhere along
the electrode,‘concentration polarization effecfé:would dominate ovef_
ohmic and‘kinétic effects; the current distribution wouid be limited by
diffusion and ;onvection.‘ This tertiafy distributibn can be calculatéd5
from Eq. (45 and is‘shdwn in Fig. 3.

Variation of Steady-State Boundary Layer Thickness
and Interfacial Concentration '

~ For unifdrﬁ current distribution along the,léngth of the electrode,
the local Nernét bpqndary layer thicknessvﬁN and the:local COncentratibnv
difference AC'can be calculated from Egs. (4) and (5). \The value of
electrolyte_kinematic viscosity V used in the compﬁtation of Reynolds’
Number Re = vde/v and Schmidt Number Sc = v/D was ;aken from the com~
‘pilation of Chapman and Newman8 and assumed invariant with electrélyte
conéentration (va1id to within 5.6% for 0 < C < 0.1 M CuSO4). On the
otﬁér hand, the diffusioh coefficiént D and catidn'transference numﬁer.t+_

- vary significantly with electrolyte concentratioﬁ.. The linear

variation approximations for D and t_ used in Chapter 4 are also used

here in the,éomputations for the expected variations_qf GN and AC. A'
simple iterative procedure was used to find the local interfacial con-
centration thag satisfied Eqs. (4), (5) and (6) 33g the unifofm current
conditions. The hdriéontal curves in Figs. 4 and 5 and all curves in |
.Figs.,ll through 13 were computed in this manner.' | ‘

Transient Bdundary Layer Growth Experimentél Results

Four sepafate experiments were performed to determine the effects
of (a) electrolyte flowrate, (b) level of applied current density and

(c) position z downstream from the cathode leading edge on the
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transient growth of forced convection mass transfer boundary layers.
The interferograms were analyzed das outlined in part 2.3 and Appendix I:

the one—dimensionél polynomial boundary layer profile

6=1-(-wa-pn? S ®

was used to describe the concentration field. This'procedure computes

' iocal values éf current density, boundary layer thickness and'interfécialv
concéntratién from experimental interferdgrams without considering'effects
éf the‘glass sidewal1s on the floﬁ profile. The averége (i.e., averaged
in the x—difection) values determined in this fashion are very similar

to those derived considering such alteration of the flow profile, as

discussed later.

3

Interferometrically derived concentration differences are plotted
in Figs. 4.and 5 as a function of squafe root of time afterbcurrent ;
switch-on. The solid curves are the asymptotic solutions to the_cbn—‘_
vective diffﬁsion equation (Eq. (1)): The short ;ime solution_(sibped' :
line)_correspénds to the solution of the unsteady, one-dimensional
diffusion equation (Eq. (7)), which is the sand éqﬁééion,
presentéd in paft 2.2. The long time, steady-state éolution Eqs. (4) and
- (5) to Eq. (1) are represented by the horizontal lines. The dashed cur?es'
correspond to *10% uncertainty in the value of the diffusion coefficient.

The interferometrically derived transient inferfacial concentrations
show good agreementbwith those predicted by combiniﬁg the asymptotic ‘ |
solutions. The character of the results can be explained in terms of

a restricted diffusion model. A dimensionless group10

.x=2'2i | N C))
N
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would represent a characteristic dimensionless time for the solution of
the one—diﬁensional unsteady diffusion equation (Eqﬂ (7)) within the \
confines of a region of dimension GN. The minimum transition time t to
steady—etate corresponds to the joint between the two asymbtotic .
sblutionsv(soiid lines) on Figs. 4 and 5. Using this velue foret.aﬁd.the
steady-state Nernst boundary layer thickness computed3from Eqs{ %) and-(s)
we can calc@lete the dimensionless transitioe times T shown.in Table 2.

- The charaeteristic diffusion time T can also be computed by eiiminafing

§ , i and AC between Eqs. (6) and (9) in this chapter and Eq. (14) in-

N,
part 2.2. For a constant diffusion coefficient D =n4.94810-6 cm2/s
(see Chapter 4), T = /4 = 0.785. The deviationé (below T = n/4) seén
in Table 2 are due to the variations in physical properties that have

been incorporated in the computations for the steady-state concentration

differences,vbut are not considered in this second calculation of T.

- Table 3‘shows that T is relatively insensitive to changes in
electrolyte fiowrate, applied current density or position z along the
‘electrode surface. The form of Eq. (9) suggests that the transition
time t should (a) be independent of the level of-apﬁlied’current
density and (ﬂ) increase witﬁ.increasing bounderyriayer thickness.

Comparing the curves in Fig. 4 illustrates tﬁis lack of dependence
of transition time t on the level of applied current at a given flow rate
and position (constaﬁt boundary layer thickness). ,The.shorter transition
time indicated in Fig. 5 by the curve for Re = 1500, z = 79.5 ‘cm (as

compared to that for Re = 590, z = 79.5 cm, Fig. 4) is due to the
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Tablev2.‘ Dimensionlessv;ransition ﬁimes;
v g 2 :
Re i (mA/cm”) z (em) t (min) T
590 1.5 79.5 4.6 0.78
590 - 3.0 79.5 3.8 = 0.65
1500 2.5 79.5 2.2 0.68
1500 5.0 5.0 0.36 0.72

Table 3. Derived transient current densities and curve shape parameters.

Re = 590 Re = 590 Re = 1500 Re = 1500 -
z=79.5 cm z =179.5 z = 79.5 cm z = 5.0 ¢m
1= 1.5 mA/em? | i =3.0 /¢m2 1= 2.5 maA/cn’ i=5.0 mA/cn’
t (min) ik 1 k ik ik
0.17 1.2 1.00 1.9 0.90 2.5 0.79 4.1 1.00
05 | 1.4 0.60 2.4 o.ézv 2.1 0.46 5.6 0.42
1.0 1.5 0.81 3.0 1.00 2.4 0.84 6.6 0.42
2.0 1.4  0.43 3.0 1.00 2.6 0.30 S
5.0 1.7 0.18 3.6 0.31 3.1 0.24 — -
‘1000 | 1.8 0.19 3.4 0.22 | 3.3 0.27 S
20.0° 1.9 0.28 3.6 0.24 3.1 0.22 6.6 0.48
30.0 1.9 0.20 3.6 0.25 3.1 0.23 5.9 0.3
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thinner boundary layer at Re = 1500. Figure 5 also illustrates an even

shorter transition time at z 5 cm, where the steady-state boundary
layer isithinner than at z = 79.5 cm (see Fig. 6biﬁ this chapter).

Table 3 lists the interferometrically derived transient currehﬁ
densities and curve shape parameters for the previously mentioned
e#periments-(Table 2). Note that the derived currents show general.agreement
with the applied currents only for shorter timeé;_ (The concehtratioﬁ_
variation is.vef& small for very short times, which ¢an iead'to
relatively large errors in reading the experimental interferogram. Thus,
derived quantities for t = 0.17 min should be given less weight than
others.) At longer times, the derived currents are:consistently high.

. This is an indication that the polynomial function'Eq. (8) is sgccessfully
fifting the actual concentration profiles at shorterAtimeé but not‘at
longer times. The derived curve shape paraﬁeter k is also listed in
Tabie 3. For short times k is closer to unity, thle for long times k
is closer to zero. This corresponds to a change in the functiqnality‘

 of the concehtration field from approximatelyka quartic profile k=1 |

(Eq. (8))'to’approximately a parabolic profile k = 0 as steady-state
conditions are approached. The success of thg polyﬁomial function

Eq. (8) in describing the short-time concentration profiles should be

expected: The mass transfer process is diffusion controlled; and the

polynomial function proved quite adequate in thevanﬁlysiS'of transient -
diffusibn-layers (see Chapter 4). However, Eq. (8) apparently does not
describe well the steady-state concentration profiles. This will be
discussed more fully later on. Neveftheless, the‘interfacial conQ.
centrations (Figs. 4 and 5) derived using Eq. (8):afe expected to be

accurate (see part 2.3, Fig. 6).
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Analysis of Steady-State Boundary Layers

Figure 6 ‘shows experiméntal interferograms of éteady-state mass
transfer bbundary’ léyers af three differént positibﬁs downstream from
the cathode leading edge. These intefferograms shéw sigﬁificant dis-
tortions due tp Iight-deflection effects--in no casé does the locaﬁionf
of the>appatent (i.e;, on the‘interferogram) eléctrode/electrolyte-
iinterfécé agree with thg trﬁgrinterface, identified by "0" on the
.ordinate scale. However, pertinent qualitative infdrmation caﬁ be
‘ gleaned by cogéaring the interferograms. (é)vNote‘that the slope of
the‘ffingé:cbnfours at the apparent interface is:qﬁite.similar for the
three positibﬁs. This suggests that the current diétributiqn is uniform
along the cathode sufface. (b) The edge of the bdgndary layer is about
0.3 mm‘%rdﬁ the true electrode suifacé-at-z =5 Cm'ahd_about 0.8 mm
from the surfaéevat'z = 80 cm; the boundary layer does grow thickef‘
with increasing distance froﬁ the cathode leading'edge.. (é) There_ére
18 fringe shifts between the edge of the boundary layer aﬁd the apparent
interface at'é.= 5 cm and 46 such shifts at z = 80 cm. This cbrrespohdé

to AC = 0.04 M CuSO, at z = 5 cm and AC = 0.10 M CuSO4 at z = 80 cm,

“according to convectional interferogram interpretation (part 1.4).

In conforﬁity &ithvtheoretical expectations, the interfacial cqﬁ—

centration decreases with increasing z.

* . - v .
‘The image of the electrode surface in the absence of optical aberrationms.
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Preliminary attempts at quantitative interpfétation of such
interferograms employed the polynomial function Eq. (8) to descfibe the
concentration>fie1d. Although it was possible to find computéd
(Appendix I) interferograms showing excellent agreehent with Ell
éxperimental interferograms, the derived current-densities were

' consistenﬁly 20—30% higher than the applied current densities. Tﬁis
is in marked contrast to the similar analysis appiied to interferograms
obtained from the study of transient diffusion layers (Chapter 4), where
derived current densities agreed with the applied currents to withinvloz;

Figures 4 and‘5 in part 2.3 suggest that thé discrepancy between
derived and aﬁplied currents is caused by.insufficient flexibility
of the polynomial fitting funétion Eq. (8); a search for a better
fitting function is indicated. Table 3 shows that ;ﬁe interferometric
analysis of éteady—state boundary layers gives a derived value of the
curve shape barameter k ~ 0.2 (the concentration boundary layer
functionality is, therefore, close to parabolic,_k = 0). As suggested
in part 2.3 it may be possible to determine the éctual refractive-

“index functionality directly from the experimental ihterferograms.
Figure 7 illustrates such an attempt; it depicts .a dimensionless plot
of 28 interferograms from four laminar forced convection experiments
(Table 3). The soiid_cqrve shown in Fig. 7 is a Péhlhausenglboundary‘
layef profile:

0 =2v-2¢ +1 - (10)

and the dashed curve is the polynomial function Eq. -(8), for k = 0.2.
There is no obvious preference for a particular pfofile Eq. (9) orv(10)

on the basis of uncorrected interferogram shapes.
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Now;'p:eferenCe_between specific boundary layer profiles (e.g.,.
Eq. (8) or (10)) can be decidea only on the basis of a mass balance:
The interferpmetrically derived current densitiés.must agree with.;he

applied currents. A generalized Pohlhausen—typé_boundaty'layer profile
' ' 6 = KY + (4 - 3K) Y3 + (2K - 3) Y4
4/3<K<2 '

(11)
can be used as a fitting function. The limits on the curve shapev:l
par;meter K iﬁsure that the function Eq. (11).démonsfrates no ext?emum or
inflection points in the range 0 <Y <,1, Notevtht the Pohlhausen
pfofile Eq. (10) is avspecial'case of Eq; (11) for K = 2.

Table 4vcompares two different'analyses of inte:ferbgrams recorded
at z = 79.5‘qm during-laﬁinar flow. The one-dimensibnal analysis is
siﬁilar to that-describéd in part 2.3 and Appendix I, except that the
fﬁnction Eq; (11) 1is used instead of the polynomial function Eq. (8).
Numerical integration of the light-deflection equation is feqpiréd, as
outlined in paft 2.1. The two-dimensional analysis'accounts for the
' effeét'ofithé glass sidewallsvon the electrolyte flow profile by
permitting both the local boundary layer thickneés_and local interfacial
concentration'tO'vary iﬁ the x-direction (cross-chanﬁel). These
variations ailow-(a) the local boﬁndary layer thi@kness to vary in
_proportion tblthe minus one-third power of the loqai interfacial velocity
gradient, as 6dtlined'earlier in this chapter and in Appendix II, and -

(b) thé local interfacial congentration to vary in SQCE a manner to
give a uniform curfent distribution in the x-direction considering boéh

the local boundary layer thickness variation and concentration-dependent
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Table 4. Interferogram analysis using one- and two-dimensional
Pohlhausen-type boundary layer profiles.
Interferograms of steady-state mass transfer boundary
layers recorded at z = 79.5 cm.

i(mA/en’) | K |AC (1 Cuso,) |6, (mm)
Re.= 590 | * 1.51 | 2.06 | 0.039 0.415
1=1.5 | * 1.56 | 2.04 0.040 . 0.405
Re = 590 | * 2.73 | 2.02| 0.067 10.407
i=3.0 |% 2.81 | 2.00 | 0.067 0.404
Re = 1500| * 2.41 | 2.00 | 0.044 0.296
1=2.5 |%x 2.43 | 1.76 | o0.044 0.296
Re = 1500 | * 4.56 | 1.98 | 0.078 0.290
1=5.0 |* | 473 | 1.88 0.089 0.289

* .
One-dimensional concentration field; analysis described in
Appendix I, except Pohlhausen-type boundary layer profile
(Eq. (11)) is used.

*k :
Two-dimensional concentration field; analysis described in
Appendix II. ' '
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transport properties D and t+. In no case is the interfacial con-
centration permitted to drop below zero. Note that the form of the
boundary layer profile Eq. (11) does not vary in the x-direction. Complete

details of this two-dimensional boundary layer profile are given'in

Appendix ITI. -

Table A.thws little‘difference between valuésibf i; K, AC gnd'GN
derived from the experimental interferograms by the two different
methods. There ié, however, a difference between the interferogréms,
computed by the two techniques, as illustrated in Fig. 8. Figure 8a shows
a one-dimensional analysis of the experimental interferogram of the |
steady-state concentration boundafy layer at z = 79.5 cm for Re = 590
and i = 1.5 ﬁA/gmz. The computed interferogram, idéﬁtified by the solid
cufve;'pasées below the .three uppermost data points (fringe shifts on
the exﬁeriméntal'interferogfam) (the uppermost point is at y = 0.85vﬁm).
Figure 8b depicts tﬁe two~dimensional analysis of the same interférogram;
the coﬁputed fringe passes above only the uﬁpermost-point. These small
deviations are also characteristic of the other experiments listed -
in Table 4 and can be explained in terms of the thiéker.than average
mass transféf boundary layer right at the glass sidéwéil. The one-
dimensional aﬁal&sis Fig. 8a cannot account for this gffect,vso the
edge of the boundary layer (three uppermost data poinﬁs) appears to

extend somewhat higher than the computed (average) boundary layer edge.

~ The two-dimensional analysis can account for this effect, but the

observed boundary layer edge (uppermost data point in Fig. 8b) appears
somewhat lower thah the computed edge. This is an indication that the

boundary layer x-direction variation (see Fig. 1 in Appendix II) is too
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strong. This should be expected, however, in light of the simplification

from Eq. (1) to Eq. (2). The cross-channel diffusion term (32C/8x2) was
neglected, and it is such diffusion that would prevent a very large

boundary layer thickness right at the glass sidewalls.

Figures 9 and 10 compare interferometrically derived current
vdensities.with applied currents for the four experiments. The filléd.,
symbols represent conventional interpretation of the experimenta1 
interferogfams, as described in part 1.4. The opén symbols correspond
to interferogram analysis using the two-dimensional Pohlhausen-type

boundary layér profile Eq. (11), as outlined in Apﬁendix II. At lower

current densities (i.e., less than 2 mA/cmz) con&éntional analysis of the'

Yo
" experimental interferograms gives results not unlike those from the

detailed analysis. At higher current densities, however, conventional
analysis would lead to erroneous conclusions. vFor_example, the closedv
triangles in Fig. 10 would_indicate (a) local currents 20-607% lower
than the applied current i = 5 mA/cm2 and (b) local current dénsities
increasing in the direction of flow. The low current densities violate
mass balance considerations, and the apparent current distribution is
contrary td both the primary and tertiary current distributions shown
in Fig. 3. |

The anomalous current distribution derived by simple analysis of
the experimental interferograms could have been predicted by the light-
deflection error correlation Fig. 10 in part'2.2.',Tﬁat correlation shows
that the interfacial refractive-index gradient (current density) derived

from an interferogram in the conventional way is likely to be lower
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than the true gradient. Moreover, the derived cufrent density will be
lower (i.e., the light-deflection error is more severe) for smaller
concentration difference AC, and vice-versa. This letter effect is the
cause of the apparent false current distributioh; the apparent current

density is lower near the cathode leading edge ﬁhere AC is smaller and

“higher near.ghe cathode trailing edge where AC ie‘léfger.

The preceding paragraph points out an important concept in the
design of interferometric experiments. To avoid diétortidns due to
. light-deflection effects, one must consider refractive-index gradients,
specimen size‘égg refractive-~-index differences. fo; instance; a small
interfacialIrefractiVe—index gradient (1 = 1 mA/cﬁz) does not guarantee
negligible iight—deflection errors. The interferometric study of forced
convecéion boundary layers by Lin, Moulton and Puﬁﬂamlz is a case in
point. This wbrk‘employed a Mach-Zehnder interferometer (Hg arcvlight'
source, A = 546'nm) to observe the mass transfer beundary layer.formed
by the eleetrqdeposition of Cd from 0.01 M CdSO4 electrolyte in a 3.17 ¢m.
wide flow channel. Table 5 lists the results of a‘cqnventional analysis
of three‘different interferograms presented in the,Ph; D. dissertation of
C. S. Lin.13 This computation of current densitiee:from the experimental
interferograms’required knowledge of the relation between changes in
electrolyte concentration and changes in refractive-index; the value
dn/dC = 0.02§ MT-1 (see part 1.3) for CuSO4 was used-for this purpose.
Durou, Giraudou and Moutou14 measured the refracti§e—indices of aqueous
solutions of CuSO4, ZnSOa and other electrolytes, and their fesults
indicate that dn/dC = 0.029 * 0.001 for either CusO, or ZnS0,, 0 < C < 0.1 M.

Therefore, it is not unreasonable to use this sametvalue for dilute CdSOA
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., 13 ’
Table 5. Conventional analysis of Lin's experimental interferograms
Total Number of S

Experiment Fringe Shifts Applied Current . | Derived Current
Number (Proportional to AC) | Density Density

69 3.24 1.0 0.54

71 3.23 0.44 - 0.35

79 1 6.96 0.96 0.97
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electrolyté;_ Current densities were computed from the interferometrically

derived concentration gradients using Eq. (6) and the values

2 M CdSOé'giVEn in the com-

D = 7.9x10'61¢m2/s and t = 0.40 for 10

pilation of Chapman and Newman.8 . These values correspond to an effective

diffusion coefficient

D, =D/(L-t)=1.3x10" cn’/s - an

which is 30% higher than that used by Lin et’al.,lZ'Déff = 1of5 cm’/s.
Table 5 shows that the apparent current density is smaller than thé :

épplied current for experiments 69 and 71, and the_éurrent densities show

good agreeﬁentxfor experiment 79. These observations are comsistent

with the light-deflection errors predicted in part 2.2: the error is

more severe for higher current densities and smaller concentration

differences. Even though small current densities were used, the wide

(3.17 cm) cell and small concentration differenceé (<0.01M) resulte& in
significant light-deflection errors. |
Figureérll—13 show that the average boundary layer thicknesses_and
concentration changes derived using thg two—dimenéibnal Pohlhausen—type
boundary layer profile Eq. (11) (see Appendix II) agree with those
predictediby Eqs. (4) and (5). The discrepancy bé;weén derived and
predicted AC at‘z = 0.5 cm seen in Figs. 12 and 13 is causéd by the
higher than.average éurrent density near the cathdde'leading edge z = 0
(primary current distribution, Fig. 3). The general agreement serves
as an optiéal'check on the laminar forced convection results of previous:
workers in t;his"laboratoryl-'4 and the original lamiqar heat ‘tfansfgr

correlation of Norris and Streid15 (identical to Eq. 4)).
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Table 6. Derived values of the curve shape parameter K for
the Pohlhausen-type boundary layer profile
(Eq. (11)). Analysis described in Appendix II.

Re = 590 Re = 590 Re = 1500 Re = 1500

z(em) 1=1.5 mAfem? 1i=3.0 1= 2.5 i=5.0
0.5 | 2.46 - 2.02 2.06 2.07
5.0 1.97 2.04 2.13 2.28
9.5 . 2.01 2.01 2.05 2.04
19.5 2.01 2.02 1.80 2.08
49.5 : 2.06 1.90 2.34 1.81
49.5 2.02 2.00 2.06  1.99

79.5 - 2.04 2.00 1.76 1.88
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Table 6 catalogues derived values of the cﬁrve shape parameter K
(see Eq. (11)) associated with the interferometric results presented in
Figs. 9 through 13. The derived values cluster about K = 2.0,_which
corresponds to the Pohlhausen profile Eq. (10). Equation (10)
is plotted‘as the dashed curve in Fig. 14 and can‘be compared to the solid
curve shown on the same figure:
'y_c3 ' o '
0 = 0.893.I. e dr . o (13)

0
Equation (13) was suggested by Newman5 and Rousar e‘t’al.16 to describe -

the concentration profile in laminar boundary layers for uniform inter;
faeial concentration CS = 0. Equation (13) appro#imates closely thekcon_
centration‘profile derived in Appendix VI (the solution to Egs. (2) and (3))Q
While there may be.no strict theoretical basis to expect the tabulated17
function Eq. (13) to describe the concentration profiles for uniform .
current distribution, the close approximation betﬁeen the (successful)
Pehlhaﬁsen prqfile Eq. (10) and the function Eq. (i3) indicates that either
profile adequaeely represents the concentration profiles associated with

the exéerimeﬁtal interferograms. The dotted curve in the same figure

depicts the (unsuccessful) polynomial function Eq,‘(8) for k = 0.2.

5.2. Combined Free and Forced . .Convection
Boundary Layers

The interferometric study is now extended to the mass transfer
boundary layers formed by electrodeposition of Cu frem flowingCuSO4
electrolyte onto an.upward—facing cathode. The eXpefimental arrangemeht
is identicai to that described in the previous secﬁion. There is now

the poésibility of hydrodynamic flow caused by density gradients in the
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electrolyte.adjacent to the cathode, and free convection can be
.superimposéd on forced convection. This work péfallels the investigation
of Hick@ap?' ignyﬁifh Ehe limiting current technique was employed.

Somg'gualitative infqrmation about the mechanism of combined free
and forced convection can be obtained directly from the experimental inter-
ferograms shown in Fig. 15. Both the upper and léwerlhalves 6f Fig. 15
depict the transient growth of the laminar concentration boundary
layers formed by gélvanostatic (current step frqm_i = 0 to i = 10 mA/cmZ
at t = 0) eléctrodeposition of Cu from 0.10 M CuS_O4 10 cm from the
cathode leading edge. The cathode is facing down in the upper half of
Fig. 15, and the mass transfer process is controlled_By laminar forced
convection;vthé boundary layer will grow until a S§ationary state is
reached. The éathode is facing up in the 1ower'half.of Fig. 15, and
natural convection effects are visible at t = 20 s. |

The similarity between the two interferograﬁs'(cathode facing up.
and céthode facing down) at t = 10 s indicates thaf'the respective
concentration profiles are the same. The density.driving force within
the electrolyte near the upward-facing cathode (the.deviation from
straight interference fringes indicates a lower c§s04 concentration--
consequently a lower density) is not large enough to induce natural
convection. Tﬁe mass transfer process 1is, therefore, controlled by
forced convection at both the upward- and downward-facing cathodes. At
t =>20 S, however, there is a visible difference betﬁeen the two inte:—
ferograms. .Thé kink in the interference fringes about 0.5 mm above the
upward-facing cathode represents a minor disturbaﬂce in the concentration
field and is caused by natural convection effects. . The disturbance is

called minor because it does ndt significantly reduce the boundary layer
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thickness; the edge (i.e., where the fringes fifét appear perpendicular
to the apparent cathode surface) of the boundary layer is about 0.4 mm
from both the upward- and downward-facing cathode surfaces. This kink
becomes a EEiQE disturbance at t = 30 s. fhé edge éf the boundary layer
is only abdut O;25 mm from the upward-facing cathode surface and
about 0.5 mm from the downwafd-facing cathode surfécé. The major
disturbange effectively thins the mass transfer‘boundary layer.
Mbtionbpigture studies of these disturbances have led to the
following generalizations:
1) The kinks always appear to indica;e electrolyte regions of
lower concentration; all of th; kinks bend approximétely 1 to 2 fringes

)

in the same direction. However, they corresponduto refractive-index

changés‘Kdisturbances) averaged across the width of the cell, so the

apparent phase difference depicted by the kink does not necessarily

represent a region of lower concentration electrolyte extended across

the entire cell.

(2) The kinks oscillate up and down over disﬁances 0.2 to 1.0 mm from
the electrode surface over periods of at least 1 s#c. Some disturbances
aré quite steady, and the interferbgram can depict tﬁe same fringe
contour for éeriods of 1 min or more.

(3)vThévdistrubances can éxtend for several.centimeters in the flow
direction, reméining parallel to the electrode surfﬁée, and many

different kinks are visible along the 100 cm length of the electrode

surface.

(4) Minor distrubances can appear within 1 cﬁ'of the electrode leéding
edge, even thbugh a major disturbance does not manifest itself until z = 5 cm

or more. This effect is particularly evident at higher current densities.
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The longitudinal extent and size of the distufbances conform to the
roll cells (lengthwise vorticies) suggested by Tébias and Hickmanl8 to
describe the flow patterns during combined natural and forced con-
vectioﬁ-dontfolled ionic mass transport to planarvelectrodes.

Quantitative interpretation of the experimental interferograms was

aﬁtempted using the polynomial boundary layer profile Eq. (8) in

part 5.1, as outlined in Appendix I. While it was possible to find.a
computed interferogram that agreed well with evefy experimental inter-
ferogram ana;yzed, the derived current densities wére often only half.

of the levei'of applied current. Only when thérelwere no disturbances,

minor or major, in the experimental interferograms did the derived
currents show‘agreement with applied currents. Thié is an indication
- that the polynomial boundary layer profile cannot completely describé
the actual conéentration variations when natural convection is super-
imposed on forced convection. Another attempt at quantitative
interpretation employed the Pohlhausen-type bound;ry‘iayer profile
Eq. (11) in part 5.1; the results were quite similér to those using
the polynomial profile. fhe failure of smooth1y¥yarying functions to
describe perfectly the concentration fields, howe?er,vis not unexpected
considering the form of the experimental interferograms depicted in
Fig. 15.
Figure 16 presents a comparison of the Nernst boundary layer
thicknesses derived from various experimental interferograms obtained
during laminar flow Re = 500. The interferograms &ere interpreted

assuming a one-dimensional Pohlhausen boundary 1aygr profile:
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6 =2y - 2v> + ¥ _ » (14)

The analysis procedure was similar to that outlinéd in Appendix I, but
there were two significant modifications: (a) there was no variation
_of curve shape ﬁarameter k because the profile fundtionality'was set
accofding td Eq. (14) and (b) numerical integration of the ligth
deflection‘eQﬁation was employed, described in part 2.1. The prdfile
Eq. (14) was:ﬁsed because of its success in appfoximating the forced
convection boundary layer concentration profiles.

The open circles in Fig. 16 represent the Nérnét thicknesses derived

from experimental interferograms of the forced cohvegtion boundafy layer

at a downward—facing cathode. These points show tﬁe expected agreement
with thg'Norrié and Streid correlation, depicted by the straight line
in Fig. 16. The filled symbols represent the boundary layer thicknesses
derived froﬁ'tﬁe interferograms recorded at an upwafd-facing cathode
fdr three différent levelé of applied current densigy; These data
indicate two separate regimes of mass transfer éégtfolz ‘(a) Near the
cathode leading edge, the points generally folloﬁftﬁé straight line,
"and thé mass transfer process is dominated by foréedvéonvection;

(b) Far downstream, the boundary layer thickness is.rélatively uniform,
6N==0.l4 + 0.03 mm, and the process is controlled‘by combined natural
and forced convection. These results show considerably more scatter
than those for ;he downward-facing cathode; this is a consequénce of
the above-mentioned inédequacy of smoothly-varying fitting functions. .
Similar results are shown in Fig. 17 for Re = 1500. The downstream

boundary layer thickness is siightly thinner: GN = 0.10 ¥ 0.02 mm.
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The location z, downstream from the cathode leading edge where the
transition from forced convection control to combined free and forced
convection control occurs can be determined either directly from the
experimental interferograms or from plots such és Figs. 16 and 17. Table 7
lists these positions for various flowrates and current densities.v Also
listed are the Rayleigh Numbers:

e 3
Ra = 6r S¢ = —o— = —S—— | (15)
where Gc_is a characteristic distance over which thé density difference
Ap is manifest and o is a proportionality constantvrelating density
differences to concentration changes. The variation‘of density with
concentration presented in part 1.3 indicates the éppropriate value

of a is:

@ = 0.155 gm cm > (M CuSOa)_l

over the range 0 < C < 0.1 M CuSO The Rayleigh Numbers listed in

4°
Table 7 were computed from Eqs. (4 ) and (5) in part 5.1 for the

transition locations z_ - In other words, the computed Rayleigh Number

corresponds to that for a downward-facing cathode at the location z, -
Proper choice>0f the value of Gc for use in Eq. (15) is not obvious.

The value used for the Rayleigh Number computations presented in Table 7
gorresponds to fhe 90% boundary layer edge (6 = 0.90) of the Pohlhausen
profile Eq. (14). This thickness 1s indicated by the open circle in
Fig. 18 and ciosely corresponds to the edge of an '"equivalent" boundary
layer19 depicted by the dashed line in Fig. 18. Other plausible values

of 6c would be the 997 boundary layer edge, indicated by the filled
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Table 7. Onset of natural_conveétion.

) Uncertainty # ; Ra Uncertainty

Re i (mA/em”) z, (cm) (cm) +

500 2.0 - 8.0 1.0 1100 190
500 | . 3.0 6.0 1.0 1120 |. 250
500 3.8 5.0 1.0 1110 310
500 6.1 4.0 1.0 11310 450
500 10.0 - 3.0 1.0  '1450 680
1000 3.0 12.0 1.0 1120 125
1000 4.0 14.0 4.0 1820 660
1000 5.8 8.5 1.0 1360 215
1000 | -© 10.0 5.0 1.0 1140 310
1500 | 3.0 20.0 5.0 1290 440
1500 4.0 14.0 4.0 { 1070 420
1500 | 10.0 8.5 1.0 1320 210
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circle in Figt 18, and the edge of the Nernst 1ayer, also shown in Fig. 18.
Use of these.other boundary layer thicknesses nonld.of course result in
different numerical wvalues for computed Rayleigthunbers.

All but one of the computed Rayleigh numbers.falls into'the range
Ra = 1270 % 200, which indicates a relatively narrow range for the
observed onset of natural convection effects. These interferometric
observations provide optical confirmation of certain experimental .
results obtained by Hickman,l reproduced in Fig;rI9. The upturn of
the dashed curves in Fig. lécorresponds'to the qnset of natural
convection effects at the upward-facing electrode. ‘The transitions
shown for Re = 650 and 1400 in Fig. 19 shown good agreement with those

in Table 7 for i = 10 mA/cm® at Re = 500 and 1500.

5.3. Comparative Study of Turbulent Boundary'LaYers;

This'section presents the results of an interferometric Study;of_
mass transfer noundary layers formed in turbulent flow. The
turbulence induced by increasing the electrolyte flowrate permits
~ high rates ofemaes transfer becauee the boundary-ieyer_is thin.
However, thejincreased pumping costs required to meintain turbulent
flow can more than offset the economic advantage;of higher mass transfer
rates.3 Inserting small turbulence promoters in the.flow channel is.an
elternate method of thinning the mass transfer onndary.layer. The
interferometrie results presented here indicate tnet judicious choice
of promoter shane and spacing can give high rates’of mass trensfer for

pumping costs lower than those required by the eqnivalent'bulk.turbulent flow.
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Bulk Turbulent Flow

Some qualitative information about turbulent'floﬁ can be derived
directly from the exberimental interferograms shown in Fig. 20. These
interferograms were obtained usinglthe same experimenfal set-up described
in part 541. The cathoae is facing down in all cases, so the mass
transfer procéss is controlled by forced convection. The two inter-
ferograms on thé left-hand side of Fig. ZOillustr;te the relatively
thick méss transfer boundary layers formed in laminar flow; the 1ayerv
at Re = 1500>is somewhat thinner than that at Re ¥'500. There are

45 fringe shifts visible in the interferogram at Re = 500 and 40 shifts

in that at Re = 1500, which conventionally indicates a total concentration

change AC larger at Re = 500 than at Re = 1500. Also, there are obvious

light—deflectionkdistortions in these two interferograﬁs: the apparent

electrode/elecf;olyte interface deviates significaptlj from the true
cathode surfacé,_identified by "0" in Fig. 20,

| The two interferograms on the right-hand side of Fig. 20 depict the
félaﬁively thiﬁ'mass transfer boundary layers formed iﬁ turbulent flow;

5,000. There are

the léyer at Re = 10,000 is thinner than that éthe
10 fringe shifts visible in the interferogram at ReIQ'S,OOO and onlyvtﬁree

in that at 10,600, which conventionally indicates that AC athe=5000 is larger
than ét Re = 10,000. Tﬁis does not imply, however,'tﬁat AC at Re = 5,000

ié smaller than -AC at Re = 1500. The current density in the right-hand

side of Fig;'zb_is five times iarger than in the left-~hand side, and the
light-deflection effects depend stronglyvon currentvdensity. Note that

the apparent current density depicted by all four intérferograms is

similar: the slope of the fringe contour at the apﬁarent interface
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i
does not change appreciably as the current is increased five-fold. This

is a light-deflection effect caused by light-ray curvature out of the
boundary layer at higher current densities, as discussed in part 2.2.
The apparent electrode/electrolyte interface appquimates the true
cathode surface location more closely at Re = 5,000 and 10,000 than at
Re = 500 and 1,500. This effect could have been”pfe&icted by inspection
of the light-deflection error correlation Fig. 8 iﬁ part 2.2; _Tﬁé figure
demonstraﬁes that the relative error in boundary layer thickness (diréctly
related to interfacial distortion) does not varybsignificantly in the range
5< i< 25 mA/cm2 for AC < 0.1 M Cuso, . Thereforeglthere is less
distortion of the interfacial location on the intérférogram during
turbulent flow because tﬁe absolute dimension of.the-boundary layer
is smallef.vv. |

Direét observation of the interferograms oflturbulent boundary
layers revealed rapid fluctuations of the fringe cdnﬁdurs; the appafentv
electrode/electfolyte interface moves up and down oVer time periods shorter
tﬁan 0.03 seé.v

Attempts at quantitative interpfetation of fhe.experimental
interferogréﬁs ﬁere identical to those outlined iﬁ.part'S.Z. The‘derivéd
current densities showed unexpected large fluctuafions (faster‘thén 0.05. s),
ranging between 107 and 100% of the level of applied current. This is an
indication that the smoothly varying one-dimensional boundary layer profiles
cannot account for the expected random perturbations of local concentrations
within the boundary layer (the intefferogram represents an integrated
average of the local concentrations); A new optical analysis would be

necessary to account for such fluctuations.

¢
=~
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Figﬁré 21 illustrates the Nernst boundary 1ayer»thicknesses for
three experiments: at Re = 5,000, i = 15 and 25va/cbm2 and at Re = 10,000,
i= 25 mA/cmz. The symbols represent the Nernst thickness derived
from the expefipental interferograms using the methpd outlined in
Appendix I. The error bars refléct the.uncertaihty due to the abévef
mentioned‘fluétuations in the experimental inteffgrbgrams. The sélid
line indiéates the average Nefnst thickness deriQed using Ed..(S ) in

part 5.1, where the average Nusselt Number was calculated using the

‘Chilton-Colburn analogy:20
| L ge self3 |
.Nuavg 2 Re Sc (16)

Here, f is the Fanning friction factor: Ref. legives f = 0.00938 at
Re = 5,000 and f = 0.00773 at Re = 10,000. The dashed lines represent

a *10% uncertainty in diffusion coefficient. The interferometrically

derived boundary layer thicknesses show fair agreement with those
predicted using the Chilton-Colburn analogy, except.véry near the
cathode leading edge where the mass transfer bouhdgfy layer is not

yet fully de?eloped.

Turbulent Flow Induced by Obstacles in a
" Laminar Stream

Laminar flow experimeﬁts were performed with five different
turbulence promoters placed in the flow channel.’”Figure 22’schematiéally
illustrateévfhe relative sizes, shapes and locétibnsvbf the obstacleé
in the channel.(see Fig. 1 in part 5.1 for an obiique view of the
‘channel); The large obstacle - represents a circulér glass cylinder of

diameter 12.7 mm and length 10.0 mm sandwiched between the two glass
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sidewalls midway between the cathode (facing down).apd anode (facing
up). This object, therefore, occupies one-half pf,the channel cross-
section available for flow of electrode; it creates.turbulence by
increasing the electrolyte flow velocity nearby. 

The reﬁéining four objects were machined from plastic and glued -
to the cathodg surface. The three larger obstacles.all (a) éxfend
0.76 mm from the cathode surface, (b) cover the entire.l0;0 ﬁm wid;h
of the'cathOdé; and (c) occupy only 37% of the channel crbss—section. The
smallest object extends 0.28 mm from the cathodé'sufface. Ihese smaller
obstacles create turbulence by disrupting the eleqtfolyte laminar flow
pattern right near the cathode surface.

The twb:experiments were preformed at Re = 500, i=2.0 mA/cﬁz,
and Re = 1500, i = 2.5 mA/cmz. Figures 23-26 shdw_experimental

interferogfams of the four smaller obstacles (a) with no current

(b) Re = _500,’_'1 = 2.0 mA/cmz, and (c) Re = 1500, 4= 2.5 mA/cmz.
Figures 27 and 28 depict the experimental ihterférograms at the following
locations-neaf the triangular parallelopiped: (a)‘OrS cm upstream,
(b) right at‘the obstacle, (c) 0.5 cm downstream,‘(d) 2.5 cm downstréaﬁ
and (e) 12.5 ém downstream. |

The following generalizations can be drawn ffdm qualitative
interpretation of Figs. 23-28 : |

(1) Significant turbulence is induced by the larger obstacles at

lSOO,land all four obstacles have a relativély small effect at

®
L]

®
]

500.
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(2) The turbulence induced by the triahgulariparallelopiped
effectiveiy ghins the mass transfer boundary layér'for several
ceﬁtimeters‘downstréam of the object at Ré % 1506; |

(3) The smaller half-cylinder has little effgc;.at either-flow.
velocity Re = 500 or Re = 1500.

Figure 22’also illustrates the edges of the’m;és transfer_boundéry
layers at Rgv; 500 and Re = 1500.- Note tﬁat thé‘boﬁndary layer
dimension'ié (a) always larger than that of the smaller half—cylinder,
(b) abput»the:same size of the three larger-obstaéleé at Re = 500,’
and (éj smaller than the same three obstacles at¥3§;= 1500. The above
_.generalizations can now be condensed to the folloﬁing: the turbulence
-induced by.small flow obstacles significantly fﬁ;ﬁéﬁthe local mass
transfer béund;ry'only when the dimension of thé'dbiect is léfger than

that of the uﬁdiSturbed boundary layer.

‘ Quantifative interpretation of the experimenfélﬁinterferdgrams
employed the Pohlhausen boundary layer profile, Eq. (14) in part 5.2,
to describe the concentration field. This profiié'waé chosen because
of its success' in the quantitative interpfetationvof the interferograms
of laminar forced convection boundary layers, as éﬁtlined'in part 5.1,
Figures 29 én& 30 compare the derived Nernst bogndary layer thicknesses
" with those preéicted by the Norris and Streid cofrelationlsfqr laminar
vforced convection boundary layers (see part 5.1){7‘For’each flow
veiocity,,Rev= 500 én& Re = 1500, the derived boundary layer thicknesses
show the expectéd agreement with the above correlation for locations

upstream of the first promoter (z = 22 cm). The downstream results for
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Re = 500 indiéate significant thinning of the maés transfer boundary
layer only in the vicinity of the large detachedvciréular cylinder, while
the results for Re = 1500 indicate substantial fufsplence effects just
downstream of the three larger attached promoters.v These results concur
with the previous generalizations derived by qualitative interpretation
of the expéfimenta1 interferograms Figs. 23-28

Figures 28 and 25(c) show that the laminar boundary layer at
Re = 1500 substaﬁtially thinned for several centiméters downstreaﬁ of
the trianglular parallelopiped. In particular, tHe‘Nernst thickness is
reduced frbm.about 0.25 mm just upstream of the‘oﬁsﬁééle to about

0.08 mm 1.5 cm downstream from the obstacle. The flow velocity required
for a 0.08 mm‘Nernst thickness can be computed from:ﬁq. (16) in this
section and Eq. (4) in part 5.1; turbulent flowlRe_= 2790 is required.

. The pressuré drop dP/dz (directly related to pumpingbcost) required to

maintain a given average flow velocity v is given by:

dz . 2pv de : 17)

Since the friction factor f varies only slightly21 from 1500 < Re < 2790

and the flow velocity v is proportional to the Reynolds Number Re,-thé'

ratio of the pressure drops is:

(dP/dz)
(dP/dz)

- 2
Re=2790 _ (2790) - 3.5 a8

Re=1500 200
In other words, reduction of the Nernst thickness from 0.25 mm to 0.08 mm
by increasing the electrolyte flowrate from Re = 1500 to Re = 2790

requires a 3 1/2-fold increase in pumping power.
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Leitz et al. have obtained the following correlation for the
increased pressure drop caused by the presence‘bf triangular parallelopipeds

attached to an electrode:

2

_a e oq L= B " S
f= e T 0.175vnp de 32 B (19)

a is a specif@c channel dimension parameter, np is‘tﬁe number of
promoters per centimeter along the length of the‘channel, and 8 is the
ratio df the open area perpendicular to the flow é£ the obstacle to the
cross—-sectional area of the channel without theIObgtacie. For the
.triangular obstacle and the given flow channel dimensions (Fig. 1
in part 5.1) the parameters are a = 16.6 and B = 0.97.‘ If triangular
turbulence promoters were spaced two ceﬁtimeteré(épart along the length
of thelcat':hod‘:e‘(np = 0.5 cm-l), the f;iction'factor:f computed from Eq. (19)
would only increase by a factor of 1.7 over that for a smooth glectrodé.
While the_fectangular turbulence promoter appears to be as effective as
the triangulér promoter, the associated increase in pressure dfop is
about four'times 1arger22 than that for the triangular prombter.' The
half-cylinder appears to be less effective than éither the triangular or
rectangular piomotefs. |

The intérferometric study outlined in this section has shown that
spaced trianguiar turbulence promoters can thin tﬁe‘massvtransfer boundary’
layer three-fol& for.a 72% increase in pumping perr,; whereas thev
equivalent alternate route of increasing the electfblytevflow velocity
would requiré a 3 1/2-fold increase in pumpihg powér. While this brief
investigatiqnlﬁy no means represents a thorough éQaldation of turbulence
'>prom§ters, ifldoes demonstrate the ability of_inﬁgfférémetry to provide

qualitative and quantitative insight to a complex'dbmain.
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NOMENCLATURE

electrolyte concentration (mole/liter)

"bulk electrolyte concentration (mole/liter)

interfacial electrolyte concentration (mole/liter)
equi?alent duct diameter (mm)

electrolyte diffusion coefficient (cm2/s)- 
effecfive diffusion coeffiCient, includes'effect of ionic
migration (cm2/s)

fanning'friction factér

Faraday constant (coul/eq)

gravitational acceleration (cm/sz)

Grashof numbe:

electrode separation (mm)

current density (A/cmz)

curve shape parameter for the polynomial profile, Eq. (8)

" curve shape parameter.for the Pohlhausen-type profile, Eq. (11)

electrode length (cm)

cation valencé'

promoter spacing (cm-l)

Nusseit number for mass transfer

Rayleigh number

- Reynolds number

Schmidt number
time (s)
cation transference number

electrolyte flow velocity (cm/s)

_electrédg width (mm)
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coordinates defined in Fig. 1 (all mm)
reduced distance normal to the cathode surface, y/§

proportionality constant relating density differences to

chénges in electrolyte concentration (gﬁ cﬁ—3M-l)
ratio of open area perpendicular to flow at an obstacle to

the cross-sectional area of the duct witﬁodfvthe obstacle
cons;ant (mole liter_lcm_l) o

total'mass transfer boundary layer thickness_(mm)
equivalent19 mass transfer boundary layét‘thickness (mm)
Nérnst (linear) mass transfer boundary layér thickness (mm)
Cb - Cs (mole/liter)

diﬁénsionless concentration (C - CS)/(Cb ¥ Cs)
eleétrolyte viscosity (gm cm_;s_l) o

kinematic viscosity (cmZ/s)

electrolyte density (cm/cm3),

dimgnéionless time, Eq. (9)
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FIGURE CAPTIONS

Fig. 1. Semi-scale drawing of the flow channel. w = 10.0 mm,

h = 25.4 mm and L = 100.0. cm.

Fig. 2. Boundary layer variation in the cross-channel direction.

Fig. 3.

Fig. 4.

Velocity gradients. v = 0 at thg_glass wall and

electrode surface.

Concentration profiles. The concentration boundary
layer is thicker at the glass wall and thinner near

the center of the electrode.

Current distributions along the electrode surfaces shown in

Fig.- 1.

Ordinate:

Abscissa:

local current density divided by average current

density

reduced distance z/L

The primary current distribution is limited by ohmic drop, and

the tertiary current distribution is limited by convection .

and diffusion.

Transient concentration changes. Re = 590, z = 79.5 cm.

Ordingtét

Abscissa:

concentration difference bulk less interfacial

M CuSO4)

square root of time after current switch-on (minl/z)

Interfacial concentrations predicted by asymptotic
solutions to the convective difquion equation.'
Horizontal solid lines account for»variation of
diffusion coefficient D and cation transference
number t+ with electrolyte concentration; linear
approximations for D and t, variations described in:

Chapter 4 are used (Do=5.41X10—6-¢m2/s and 0=0.0869).
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- - - - = %107 uncertainty in value of diffusion

coefficient Do

1.5 mA/cm2

interferometrically measured

3.0 mA/cm2

3

Fig. 5. Transieht concentration changes. Re = 1500.

O i '5;0 mA/cmz, z=5.0 cm

@ i

Other designations as in Fig. 4.

2.5 mA/cmz,‘z = 79.5 cm

Fig. 6. EXpérimental interferograms showing the growth of the boundary

layer in the flow direction.

Ordinate: vertical distance, measured downward from the true

electrode/elgc;rolyte interface identified by "0".
" The Caéhode is represented by the black aréé and is facing down.
Actual éurrent density i = 4.5 mA/cmz.
Fig. 7. Comﬁérison of dimensionless experimental iﬁﬁérferograms with

dimensionless concentration profiles of steady-state laminar

boundary layers.

Ordinate: dimensionless distance Y = yv/68, where & corresponds
here to the total apparent boundary layerbthickness
seen on the interferogram and y is measured from the

" apparent interface.

Abscissa: dimensionless refractive-index chénge depicted by
| conventional analysis of the experimental interferogram.
Comﬁuted as the number of fringes crossed by a vertical
line extending from the apparent electrode/electrolyte
interface to the edge of the boﬁndary layer, divided
* by the total number of fringes éroésed-by such a line.

See Fig. 9 in Chapter 1.
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The points correspond to the conventional analysis,

as described above, of the gxperiméntal interferograms
of steady-state concentration boundary layers at 7
different positions along the cathode surface during

4 separate experiments (those described in Figs. 4

and 5).

Pohlhausen boundary layer profile, Eq. (10)

Polynomial boundary layer profile, Eq. (8), k = 0.2.

Fig. 8. Interferogram analysis showing the effect of considering boundary

layer variation across the channel.

Ordinate:

Abécissa:

0O 00O

distance ylfrom electrode surface (mm)

electrolyte concentration (M CuSOa) or phase change
(fringes). The two abscissa scales are linearly
related according to conventional interpretation of

interferograms (part 1.4).

Experimental interferogram, Re = 590, i=1.5 mA/cm2

and z = 79.5 cm.

Computed interferogram. Figure 8a shows the inter-
ferogram computed using a one-dimensional concen-
tration field and Fig. 8b shows,the:computed using

a two-dimensional field.

Concentration profile associated'with the computed:

interferogram.
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Fig. 9. Derived current densities. Re = 590.
| Level of applied current density
- - % - Repfesents +10% uncertainty in diffusion coefficient
.v Derived by conventional analys.;.i_s :'of the experimental
- interferograﬁs |
C)‘7 Derived using a two-dimensional Pohlhausen-type'
- boundary layer profile, as deécribed in Appendix II.
(o) ) i=1.5 mA/cmz |
YV i=3.0mAlen’
Fig. 10. Defivedléurrent densities. Re = 1500f
O@®@ 1i=2.5 mA/cm?
v ' i=>5.0 mA/cm2
Other designations as in Fig. 9.
Fig. 11. Derived laminar boundary layer thicknesses.-

Ordinate: Nernst boundary layer thickneés'(mm)
Abscissa: Reduced distance from cathode léading edge
Boundary layer thickness computed using Eqs. (4)
and (5) ‘ '
----- Represents 107 uncertainty iﬁidiffusion coefficient.
The symbols répreéent boundaryrlayer thicknesses

derived using a_two—dimensional'Pohlhausen—type'

boundary layer profile, as described in Appendix II:

2.5 mA/cm2 (Re

1500)

i=1.5 mA/cm2 (Re = 590) or i

v i

5.0 mA/cm2 (Re

it
]

3.0 mA/cm2 (Re = 590) or i 1500)



Fig. 12.

Fig. 13.

Fig. 14.

Fig. 15.
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Derived laminar concentration changes. Re = 590.

Ordinate: Concentration change AC (M—CuSOA)
Abscissa: Reduced distance from cathode leading edge
| AC computed using Egs. (4),v(5) and (6):
;_Q - - represents 1107 uncertainty»in diffusion coefficient
ther designations as in Fig. 11.
Derived laminar concentration changes. Re-= 1500. Designations
as in Fig. 12. |
Concentration profiles.

Ordinate: Vertical distance y (arbitrary units) or reduced

vertical distance Y = y/S§.

Abscissa: Dimensionless concentration
i

, 3
6 = o.a93~]' et
o ) |

- - - = 6 = 2Y - 2Y3 + Y4 (Pohlhause.n, piofile, 6=1.7)

ceeree. B =1-(1-0.20%20 - ) (Polynomial profile,
k=02, §=1.7)

Expérimental interferograms showing transient boundary layer

growth.

Ordinéte: vertical distance from cathod; cathode surface (mm).
The true cathode surface is identified by "o".

The cathode faces down in the four interferograms in the

upﬁer half. It faces up in the lower half of this figuré.
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Fig. 16. Variation of boundary layer thickness, Re = 500.
Ordinate: Nernst boundary layer thickness (mm).
Abécissa: Reduced distance from cathode leading edge.

Opeanymbols: Deriyed from experimental interferograms,'

cathbde faces down.

Filled Symbols: Derived from experimeﬁtal interferograms,
' | | cathode faces up. e o
O@® i=2.0um/cn’
v i= 3.8
- i=6.1
Norris and Streid correlation. >

- - - Boundary layer thinned by superimposed natural

v convection. »
Fig. 17. Vafiation of boundary layer thickness, Ré'= 1500.
P i= 3.0 mA/cm>
v i=4.0
[ | i= 10.0
0£her‘designations as in Fig. 2,
Fig. 18. fohlhausen profile. |
Ordinate: . Reduced distance.
'Abscigsa: Dimensionléss concentration. 

Pohlhausen profile Eq. (10). o

— "Equivalent" boundary layerlgv
E——— Nernst boundary layer
o 90% boundary layer edge

@ 997 boundary layer edge.



Fig. 19.

Fig. 20.

Fig. 21.

Fig. 22.
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Smoothed limiting current results of Hickman.l C, = 0.11 M

CuSOa.

Experimental interferograms showing the effect of electrolyte

flow velocity on steady-state boundary layer thickness.
Ordinéte: distance from the cathode surface (mm).
Turbulent boundary layer thicknesses.

Ordinate: Nernst boundary layer thickness (mm) .

 Abscissa: Distance from cathode leading edge (cm).

Thickness computed from Egs. (5) and (16)

- = - - Represents *107 uncertainty in diffusion coefficient.

o Derived from experimental interferograms, Re
i =15.0 mA/cmz.

Z& Re

0 Re

Flow obstacles.

5000, i = 25.0

10,000, i = 25.0

Ordinate:. distance ffom cathode surface (mm).

Abséissa: distance from cathode leading edge (cm).

The smaller half-cylinder is attached to.the-cathode surface
surfaée at z = 22 cm, fhe larger half-cylinder at 32‘cm, the
triangular parallelopiped at 47 cm, the tectangular
parallelopiped at 62 cm, and the large éircular cylinder is
wedggd between the two glass sidewalls at é = 82 cm.

- Mass transfer boundary layer edge

5000,
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Fig. 23. Experimental interferograms of the smaller half-cylinder. The

electrolyte

left: 1= 0

center: Re

right:_ Re

Fig. 28.

Fig. 24. Expérimental
Designations
Fig. .25. Eiperimental
bésignations
Fig. 26. Experimental
Designations
Fig. 27. Expérimental
:parallelopip

flow is from left to right.

500, i = 2.0 mA/cm2
1500, i = 2.5 mA/cm2

interferograms of the larger half—tylinder;

as in Fig. 23,

interferograms of the friangular paréllelopiped.
as in Fig. 23. |

interferograms of the fectangqlar parailelopiped.
as in Fig. 23. |

interferograms of the region near the triangular

ed. Re'= 500,11 = 2.0 mA/cmz. The eleétrolyte

flow is from left to right.

a z =4
b 4
 c | 4
d 4
e 5
Eﬁperimental

pérallelopip

as in Fig. 27. o 1

6.5 cm

7.0

7.5

9.5

9.5

interferograms of the regidn near the triangular

ed. Re = 1500, i = 2.5 mA/cm?._-Designations
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Fig. 29. Bbundary layer thicknesses at Re = 500.
Ordinate: Nernst boundary layer thickness (mm).

Abscissa: reduced distance from cathode leading edge.

o derived from éxperimental interferograms.
Norris and Streid correlation. 1’
- - — reduced boundary layer thicknésses near obstacles.

a z = 22 cm, location of smallefihalf;cylinder

b z = 32 cm, larger half-cylinder.

c z = 47 cm, triangular parallelopiped

d z = 62 cm, rectangular paralleldpiped

e z =.82 ém, large circular cyliﬁder

Fig. 30. Bbundary layer thicknesses at Re = 1500. Designations as

in Fig. 10.
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CONCLUSTIONS

Whenvthis experimental program was firsr conceived, the travelling
double-beaﬁ interferometer was expected to measure directly the
concentration_prefiles-in electroehemical mass transfer boundary layers
of technical importance, i.e., current densities larger than 10 ° A/cm
and electrodes wider than a few millimeters. Foliowing the initiai
observations of K. Beach,* this work has conclusirely demonstrated that.
quantitative interpretation of the experimentel inrerferometric fringe
patterns requires careful consideration of unavoidable optical observationsf
Chapter 2 outlines the corrections needed to accounr‘for light-deflection
within the boundary layer,and Chapter 3 describee rheAdistortions caused
by reflection from an even slightly rounded electrode edge.

| The study of transient diffusion leyers outlined in Chapter 4
served as both a calibration of the interferometer_ena-a check on some
of the lighr—deflection computations presented in Cﬁapter‘Z.

The interferometric observations of laminar forced convection
boundary lafers presented in part 5.1 concur with a’specific implication
of the 11ght—deflection analysis given in part 2.3: the loss of
(optical) information caused by light curvature within the concentration
boundary layer renders determination of the exact shape of the concentration
profile practically impossible by interferometry aloner However, mass
balance information brovided in the form of currentidensity measureﬁent
has demonstrated that a Pohlhausen-type boundary layer profile closely

" describes the concentration profile.

*K. W. Beach, Optical Methods for the Study of Convective Maes Transfer
Boundary Layers on Extended Electrodes (Ph. D. Theais) UCRL-20324,
July 1971. _
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Part 5.2 presents studies of electrochemical mass transfer by com-
bined free ana forced convection. Onset of natﬁralAconvection effects
is correlgtéd with a constant value of Rayleigh'Nﬁmber fér a variety
of current densities and electrolyte flow velocities. |

The compérative study of turbulent boundary layers outlined in
part 5.3 in&icates the practical utility of smail obstacles to_pfomote
turbulencevin‘an‘otherwise laminar stream. This analysis demonstrates
the asilify of interferometry to provide both qualitétive and
quantitati§e information_about complex phenomena:in électrochemical

systems.
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APPENDIX I. COMPUTATIONAL METHOD FOR INTERPRETATION
OF INTERFEROGRAMS OF ONE-DIMENSIONAL
REFRACTIVE-INDEX FIELDS
ProgramvPOBOL utilizes closed-form solutions to the light-deflection

equation (part 2.3 of Chapter 2) to compute the polynomial boundary

layer refractive-index profile associated with a given (experimental)
interferogrémf"A listing of both the program and its output for the
analysis of aZSingle'interferogram* is presented,vfollowed by a key
that discusses the meéning of every term used ianQBOL.

The closed-form solutions were derived for vélues of the curve shapev
parameter "k" O < k < 1 (see Eq. (9) in part 2.3). 7for k < 0, the
solutions téke a slightly different form, which beéomes apparent by
comparison of the two sections: "K-<LT:0" and "K-GT-0".

The input to program POBOL is indicated by the two "READ" commands
at statement #1 and the line just above statemenf_#S. Format #100 is
used to inpuf‘the follpwing four numbers:v experimént number (NE), number
of data pointsl(NP), location‘downstream from the.electrdde leading edge
(z), and time after current switch-on (T). Format;#llo is used to input
the locations of the data points from the experiménfal interferogram (YT).

The output of program POBOL first lists NE,;Z'an& T, followed by a
tabulation of the databpoints. The current densit& (D, concentration A
difference (bELC) and Nernst boundary layer thickﬁéss (DELN) derived by
conventionalrihterpretation of the interferogramkare'then given, followed
by'a listing of the intermediate parameter values.computed during the
iterative proéeaure. Each line corresponds to one iteration. The
best set of parameters is given by the numbers in-the last line of a

block of intermediate values, followed by the correSpbnding correction
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(YIC) in interfacial location and other derived quaﬁﬁities (I, DELC, etc.).

ock of computed intermediate parameter values is

‘

Each successive bl

foilowed'by the corresponding YIC value. Finally, the derived con-
centration profile (Y,C) and comﬁuted interferogram (YF,CF) is given in
both tabular and graphical output.
Note that POBOL can be easily modified to usé'ﬁoundary layer

refractive-index profiles other than the polynomial function Eq. (9)

in part_2.3 of Chapter 2. 1In general, a numericalbintegration.routine
would replace the main iterative loop in POBOL (headed by the statement
"DO 50 I - 1;50", 4 lines below statemept #15). Thé_elliptic‘functions
EI and SN would.be replaced by thg chosen refractive—index functioh

and its derivative. Such a modification is made in program POBOLN,

which is presentéd in Appendix II.

= .
The experimental interferogram is from a series of ‘experiments to measure

the transient diffusion concentration profiles formed by galvanostatic
electrodeposition of Cu: from aqueous CuSO, electrolyte. Chapter 4
describes these experiments, one of which is E 135 (i =10 mA/cmz).
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PROGKAM POBOL (INPUT,OUTPUT,,TAPE98,PLCT,TAPES9=PLOT)

C THIS PROGRAM FINOS THE POLYNGMIAL BCUNDARY LAYER CONCENTRATION PROFILE
c ASSOCIATED WITH A GIVEN INTZRFEROGRAM BY SEEKING THE MINIMUM STANDARD
. DEVIATION BETWEEN GIVEN(YP,NP) AND COMPUTEC(YF,CF) INTERFEROGRAMS.,

C MCDIFIED FOR ANALYSIS OF TRANSIENT, ONE-DIMENSTIONAL BOUNDARY LAYERS

COMMON/E/EMy My MU, Ny NM,A(1D),B(10),C(10}

CCMMON/CCFACT/FACTOR

COMMON/CCPOOL/ XMIN, XMAX, YWINyYWAX.CCXMIN,CCXMAX.CCYMIN CCYMAX
DIMENSION YE(5C),CE(50),YF(50),CF{50),YP(50)},CP(50),THETA(50)
DIMENSION X{(3),US(3),YT(50)

REAL KoM

DATA XMINyXMAXysYMIN,YMAX/0.040.12+~0.02,0.087

DATA WyWG+EGyEWsBETA,A(1)/1.0,1.2741.5231,1.3311,0,029,1.0/

DATA ALFA,GAMMA,FC,D00,TM0/0.0869,0. 0648,96487 OyO 00000541+0. 597/_
DATA CB/C.1026/

L00 FORMAT(21542F10.5) : ‘
105 FORMAT(///=CONVENTICNAL INTERPRETATIONX /%] =%,F5.2y5Xy*¥DELC =%,F
174445X,%DELN =%,F7,4,//)
110 FORMAT(FE.4)
120 FORMAT(31X,2F10.4)
125 FCORMAT(//,*INCOMPLETE ITERATION*)
130 FORMAT(10X,2F1l2.4415X42F12.4)
T 140 FORMAT (17X 4FT.44FLl0.3,F10.442F13.6)
150 FORMAT(/// 4 *EXPERIMENT ™ yI5,9X %7 =%,F5,1,% CM%,5X%T =%,F4,1l,% S*)
160 FORMAT(///38Xys%DATA POINTS%/38Xy*YP%,8X,%(P¥*) '
170 FORMAT(///19X % Y% 411Xy %C% 426X 4 XYF%, 10X, ®CF*)
180 FORMATU(// 434X o*INTERMEDIATE VALUES® s/ 19X *DELTA* 38Xy %K%y 8Xo*¥CS%k,y1
1IX,%SD* 411X y*AD*)
190 FORMAT(//9%YIC =% 4FTe4yS5XpHDYS =%,FT.4910Xy%] . =%,F5.295X4%DELC =%,
IFT7.4)5X o ¥DELN =%y F7,44SXy*¥DELID =%, FT.445X,*¥DELS9 =%,FT,.4)
200 FORMAT(*EXP*y 154/ %7 =%4F5,1y/¢*T =%4F5,.1)

CALL CCBGN .
CCXMIN=200., $ CCXMAX=1100. ¢ CCYMIN=250. % CCYMAX=888,
EB=EW+BETA*CB $ F=W/EB+WG/EG $& CDOM=2.0%FC*DC/TMO $ DYM=-0.67

C DATA INPUT

1 READ 100¢NEyNPyZ,yT .

IF(NE.EQ.U) GO TO 99

PRINT 150,NEsZsT $ PRINT 160

DC 5 I=1,NP

READ 110,YT(I) ¢ CP(1)=CB3~-0.002182%(NP-1)
5. PRINT 120,YT(I),CP(I)

C CONVENT[ONAL INTERPRETATION

N=3 ¢ IF{NP.GT.12) N=4 $ IF(NP.GT.20) N=5
IF(NP.GT.25) N=6 & IF(NP.GT.30) N=7
[A=1 ¢ IF{NP.LT.8) 1A=0
SX=0.0 $ SY=0.J % SXY=0.0 $ SXX=0.0
DO 6 I=1.N
J=1+1A ’
SX=SX+YT(J) & SY=SY+CP(J)
SXY=SXY+YT(J)*CP{J)

6 SXX=SXX+YT(J)*YT(J)
DCOY={N%*SXY=-SX*SY )/ (N*SXX-SX%SX)
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S LDR=CNME (LB~ ALFA*CP(Z))*F(OY/(CR*GAMMA*CP(Z))
DELC=CB-CP(2) % DELN=DELL/DCDY
PRINT 1C5,CDsDELCHDELN

O

PARAMETER SPECIFICATICN

CS=CP(1l) % DOYS=1.0 ¢ YIC=0.C % K=Ce0
CSP=CS % CST=CS $ CSM=3,0

7 ADP=0.0 ¢ DYSP=DYS

NG 8 I=1,NP

YP{I)=YT(I)+YIC

DELTA=YP(NP) :

‘§DN=1.0 ¢ DD==-0.1*DELTA % DKD=0.2

NI=0 % DK=0.1 $ PRINT 130

10 SDK=1.0 K

©YM=0.,025%DELTA $ IF(YM,LT.0.001) YM=0,001

15 NI=NI+i % IF(NI.GT.13C) GO .TQ 90 o
1F(KeGTW1.0) K=1.0 % IF({KoLT.-0.268) K=-0,268
TA=0 % IF(CS.GE.CB) CS=0.9%CR
ES=FW+BETA%CS ¢ DELC=CB-CS $ DELE=EB-E€S
DO 50 I=1,50 ' '
YE(I)=YMX(IA+I-1) % YER=YE(I)/DELTA
IF(YER,GE.0.595) GO TO 52
UE=(1e0-K¥YER)®(1.0~YER)
THETA(I)=1,0-UE*UE
EE=ES+DELE*THETA(I)
H=2.0%(EB/EE-14.0)
IF(KJLEL.UeO0L) GO T 35

@©

C POLYNOMIAL BOUNDARY LAYER, K.GT.0

M=0.5%(1.0+0.25%(1.0-K)%%2/(K*UE))
XM=DELTA*SQRT (U.S*UL/ (K*H))
XL=XM¥ET(1.0/SQRT(2.0%M))
IF(XLGTLW) XL=W $ XR=XL/XM
IF(XL.LTaW) GO TO 20 '
U=1.0=-2.0%Me{ SN{XR) )%%2
E=ES+DELE*{1.0-(UFxU)I**2)
Y=DELTA%(0.5%(1.0+K) /K~-SQRT(UE*(2,0%M-1, O*U)/K))
S=SQRT(2.,0%(E/EE-1.0))

. G0 TO 25

20 S=SQRT(H) & Y=DELTA+S*(w-XL) $& E=EB

25 X(1)=0.1127016654%XR & X{2)=0.5%XR ¢ X(3) =0.8872983346%XR
DO 28 J=1,3
U=1e0=2,0%Mx(SN{X(J)})%%2

28 US(J)=uxy
GG TOD 28

30 CONTINUE
[FIK.GT.=3.001) GC TO 40

C POLYNOMIAL BOUNDARY LAYER, K.l T.0

M=2.0/(1.0-0e25%{(1.0-K)®E%x2)/{K*UE))
 XM=DELTA%XSQRT (0 S*M*UE/ (=K*H))
CXL=XM*EI(1.,0/SURT(2.0-M))

IF(XL «GE.W) XL=W % XR=XL/XM

TF(XLLTaW) GO TQ 32

U= (SN(XRI)I%%*2 & U=({2.0-M)*U~1. 0)/(M*U‘1.J)
E=ES+DELE* (L. 0= (UEXUY%%2)

Y=DELTA*(Co5%(1 JO+K) /K+SQRT{-UEX((2.0=-M)/M=U)/K))
S=SQRT(2.0%(E/EE-1.0))

GO TD 34
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S=SQRT(H) $ Y=DELTA+S*(W-XL) & ==EB K
X(1)=0.1127016654%XR $ X(21=0.5%XR $ X(3)=0.8872983346%XR
DO 36 J=143 Lo
U=(SNIXEJ))DI®¥2 & (J=((2.,0-M)*U-1.0}/(M*xU=-1.0)

US(J)=U*u

P=XL*(5.0%US(1)+8.0%US{2)+5.0%US(3))/18.0

P=EE* (XL+H® (XL=P) J+EB*(W-XL)*SQRT(1.0+H)

GO TN 45

PARABOLIC BOUNDARY LAYER

40

42

45

XM=DELTA%SQRT(0.5%EF/DELE)
XL=1e57079632%XM

IF(XL .GE.W)} XL=W $ XR=XL/XM

[F(XL LT.W) GO TO 42
YR=1,0-(1.0-YER)*COS{XK)

E=ES+DELE*YR* (2,0-YR)

Y=YR*NDELTA

S=SQRT(2.0%(E/EE-1.0)})

GO TO 43

S=SQRT(H) $ Y=DELTA+S*(W-XL) $ E=EB :
P=EB*XL~-(EB~ EE)*(XM*SXN(XR)*COS(XP)!+ER*(W-XL)*SQRT(1 0+H)
SG=TAN(ASIN(E*SIN(ATAN(S) . /EG})

" SA=TAN({ASIN(EG*SIN(ATAN(SG))))

50
52

YF{I)=Y+WG*SG-F%SA
P=WHER=P+WGHEG*( L «Z=SORT(1404SGXSG)I-F*(1.C-SQRT(1.0+SA%*SA))
CE(I)=CS+DELC*THETA(I) ¢ CF{I}=CB-P/(W*BETA) ’
IF(THETA(]).GE.0.85) IA=1A+1 $ [F(THETA(I).GE.C.90) TA=1A+]
IF(THETA(I) .GEL0.95) TA=1A+1"% IF(THETA(I).CELO0.98) [A=1A+l
CONTINUE :
NR=I+1 & CE(1)=CB ¢ CE(NR)=CB $ CF(I)=CB $ CF(NR)=CB
YEINR)=YE(I)+0.006 $ YF(I)=YE(I) $ YF(NR)=YE(NR)

STANDARD DEVIATION CALCULATION

56
58

60

Ccs

65

SD=0.0 $ AD=0.0 $ L=1

NO 60 I1=1,NP

DO 56 J=L,NR
IF{YP{I).LT.YF({J)) GO TO 58
CONTINUE

L=J

IF(J.EQ.1) L=2 § LM=L-1
DC=CF{L)=(YF(LI=YP(I) )% (CF(L)I=CF(LM))/(YF(L)- —YF(LM))=CP (1)
AD=AD+DC

SD=SD+DC%DC

AD=AD/NP $ SD=SQRT{SD/NP)
PRINT 140,DELTA,K,CSySDyAD

VARIATION

IF(ABS(AD) «LE.0.O0CO0L.0OR.ABS((AD-ADP)/AD} LE.0.J1) GO TO 65
IF(ABS(ADP) .GE.1.0E-10) CSM={CS-CST)/(AC-ADP)

CST=CS & ADP=AD $ CS=CS-CSM#*AD ¢ GO TO 15

DELCS=CS-CSP & CSP=CS ¢ ADP=0.0

K VARIATION

IF(SDK.LE.Q.0) GU TO 80 $ IF(SD.GE.SDK) GG 71O 75
IF(K.GE.1.0) GO TO 80 ¢ IF(K.LE.-0.268) GC TO 80
SDKK=SDK $& SDK=SD $ K=K+DK ’
IF(Ke.LE+1.0) GO TC 68

G={(1.0-(K~DK))/DK ¢ K=1.0 ¢ GO TO 70
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68 G=1l.0
TF(K.GE.~0.268) GC T0 70
G=-(0.,268+4(K-DK1) /DK $ K=-0,2€8
T0 CONTINUE i )
TF(SDKK<LT41,0) GC TO 72 ¢ GO TO 15 o ’ ;
72 CS=CS+DELCS $ GU TO 15 :
75 CONTINUE
“IF{SDKK.LT«1.0) GO TD 77
K=K-2.0%DK $ DK=-DK $ SDKK=SD $ CSP=CS-DELCS $ CS=CSP-DELCS
GO TO 15
77 DSO=0.5%((G*L%SDkK~(1. O*G)**Z*SDK+(1 042.0%G)*SC)/ (G*SDKK=(1.0+G)*

. 1SCK+SD))
SDK—-I 0 $ K=K=DK*NSD $ CS=CS-NELCS*VUSD ¢ GD TC 15

C DELTA VARIATIUN

80 CONTINUE
[F(SDD.LE.O.0) GO TO 90
RSDD=ABS((SD-SDD)/SN}) $ IF(RSDD.LT.0.01) GO TO 8¢
1F{SD.GE.SDD) GO TO 85 . :
SODD=SDD § SDD=SD ¢ DELTA=DELTA+CD
K=K-DKD

: GC 10 10

85 CCNTINUE
IF(SDDD.LT.1.0) GC TO 88 .
DELTA DELTA=-2.0%DL % DD=-DD & SODD= SD

=K+2,0%DKD $ DKD=-DKD
GC TO 10

88 DSD=0.5+(SD-SDD)/(SDDD-2.0*SDL+SD)
SDD=~1.0 $ DELTA=DELTA~ D?*DSD
K=K+DSO*DKD
G0 TH 10

89 SDD=-1.0 $ DELTA=DELTA-C.5*0D $& GO TO 10’

90 DYS=YP({1l)-YF(1l}) & IF(NI.GT. 100) PRINT 125
DELN=0.5%DELTA/(1.0¢K)
DEL90=0.5%DELTA*({1,0+¢K-SQRT{1. 0 Q. 7350888*K+K*K))/K
DEL99=0.5%DELTA(1.04¢K-SQRT{1.0-1,6%K+K=*K)) /K
CD=CPM%DELC*(CB-ALFA%CS )/ (DELN*{CR+GAMMAX(S))
PRINT 190vYICyDVSyCD'DELCQDELN'DEquvoEng

c INTERFACIAL LOCATION VARIATION

DI=DYS+0.0015 § IF(ABS(DI).LE.0.0005) GC TO 97
IF(DYSP.LTe1s0) DYM=(YICP=YIC)/(DYS=DYSP)
: YICP=YIC § YIC=YIC+DYM*DI & GO TO 7
97 PRINT 170
DO 98 I=1,NR
‘98 PRINT 130,YE(I)4CE(T)2YFUI)HCF(I)

€ GRAPHICAL OUTPUT

CALL CCGRID(Ilev100HN0LBLS.1v1091)

CALL FIXLBL(695424-2,=2) :

CALL CCLTR{580es1704,0,2,11HC (M CUSO4),11)
CALL CCLTR{100e+530.419296HY (CM),6) :
WRITE(98,200) NELZ,T

CALL CCLTR{250498C0440+2)

CALL CCPLOT(CPyYPyNPoy6HNOJOIN,6,1)

CALL CCPLOT(CF sYFyNR)

CALL CCPLOT(CE,YE4NR, 4HJNIN,141)

CALL CCNEXTY

6o 10 1
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99 CCNTINUE
CALL CCEND
STNP
END
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FUNCTTON EI(X)
¢ CALCULATES*THE ELLIPTIC INTEGRAL OF THE FIRST KIND, ARGUMENT X, PARAMETER M

COMMON/E/EM My MU NeNMyA(10),8(10),C(10)

REAL M MU ' '
100 FORNAT(*ARGUMERT GREATER THAN UNITY vX'=*cF6.4,* M =%,F
16eb9%* - =%, Fbat)

110 FORMAT(* A,GeM. [TERATION NOT CONVFRPING.-o---o-oC =%,F9, 7’
© 120 FORMAT(lOXv*ELLIPT!C INTEGRAL INFINITEX) .
IF(M,LEL.L.O0) GO TO 10 )
MU=1.,0/M ¢ C(1)=SCRT{MU) & EM=C(l) $ GO TO 20
10 MU=M $ C(1)=SQRT(MU) ¢ EM=1,0 .
20 Y=X/EM .
B(1)=SQRT(1l.0~-MU)
!F(YqLE.I-Q) GO TO 3u
PRINT 100¢XsM,Y
¥Y=1.0
30 PHI=ASIN(Y)
IF(MULGT.0.959) GO TO 70
DC 40 1=2,10
J=1-1 .
A{I)=0.,5%(A(J)+B(J))
B(I)=SQRT(A(JI*B(I))
ClI)=0.5%(A(J)=B(J)])
IF(C{I).LT.0. 000C01) GO T0O )0
40 CONTINUE
PRINT 110,C(10)
50 N=I ¢ NM=J
IF(PHI.GE.1457C79¢€32) GO TO 65
DO .60 J=1,NM '
P=PHI .
[F(PHI GTe1.57079¢33) P=PHI-3.14159265
TP=TAN(P)
60 PHI=PHI1+PHI - ATAN((A(J,'B(J’)*Tp/(A(J)*B(J)*TP*TP)’
EI=EM*PHI/(A{N)*2.0%%NM) & GO TO SO
65 EI=1.57TCT962Z%EM/A(N) & GU 10O 93
T0 ALFA=ASIN(C(1)) % EI=EM
IF(MULLT.0.55959€99) GO T 75 % IF(PHILLT. 1 57C79632, GO TO 75
} El=1,0E10 ¢ PRINT 120 ¢ GO TO 90
75 SA=SINCALFA)
ALFA=ACOS{(1.0-SA}/ (1.0+5A})
PHI=0.5%(PHI+ASIN(SA*SIN(PHI)))
EI=EI*Z2 .0/(1.0+5A)
TF({SA.GE.0.99999969) GO TO 80
GO 1O 75
80 EI=EI*ALUG(TAN{0.78539816+0.5%PHI))
90 CONTINUE
RETURN
END
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FUNCTION SN(X) .
- C CALCULATES'THE JACOBIAN ELLIPTIC FUNCTION SNy ARGUMENT "Xy PARAMETER M

COMMON/E/EMyM oMU, Ny NM,A(10),B(10),C(20)

REAL M,MU

DIMENSION PHI(10)

Y=X/EM

IF(MU.GT.0.999) GO TO 20

PHI(N)=Y*A(N)*2,0%%NM

DO 10 I=1,NM

J=N=-1 ¢ JP=J+l
10 PHI(J)=0. 5*(PHI(JP)tASlN(C(JP)*SIN(PHI(JP)i/A(JP)))
) SN=EMXSIN(PHI(1)) & GO TO 30
20 TY=TANH(Y)

SN=EM®(TY+0.,25%(1.0-MU)%(TY~4, OXY/(EXP(Y)+EXP(=Y))%%2))
30 CONTINUE

RETURN

END
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EXPERIMENT 135 7-= 53.0 M T =30.0 $

DATA POINTS

.YP cep

-.0185 +C306

-.0178 . «(328
-.0171 «0350

-.0160. - L,0393

-.0153 «C415

"10145 : 00‘037

-.0135 « 0459

-.0125 - .0480

-.0114 »05C2

-.0104 “ 0524
-+ 0095 «C546 .

-.2085 "« 05¢8

-.0074 - +C590

-.00064 .0611

‘00053 . 00633

-.0042 « 0655

-.0030 - 0677

-.0017 © . 0699

-.00C2 .0721

: .0010 . 0742
r : 0024 «CT64
: : .0039 "« 0786
. 0057 +«(0808

.0074 . .0830

‘60089 .0851

" .0109 .C873

.0130 « 0895

0157 «C917

.0183 .0939

.0221 . 05961

.0258 . +0982

.0322 «1004

«0524 «1026

CONVENT IONAL INTERPRETATION

I = 5,19 DELC = .0698 DELN = .0224

INTERMEDIATE VALUES

DELTA K Ccs SD AD

«0524 0.000 «0306 - «009546 -+009144
«0524 0.000 .0580 « 006836 «002904
«0524 0.000 .0514 .. «0C4845  =.000373
« 0524 0.000 .0522 . «004972 -.000014
.0524 Vv.000 «0522 . 004978 000000
.0524 «100 .0522 « 004966 «001093

«0524 100 «0499 « 004428 «000072



YIC = 0.0000

.0524
L0524
0524
L0524
.0524
.0524
.0524
.0524
L0524,
.0524
.0524
.0524
.0524
.0524
.0524
.0524
.0524
.G524
.0524
.0524
.0524
.0524
0524
.0524
.0524
0472
0472
L0472
.C472
L0472
L0472
20472
L0472
.0576
.0576
.0576
«0504
. 0504 .
.0504
.0504
. 0504
.0504
.050%
. 0504
.0504
.0504
. 0504

‘DYS = =-.0010

«100
«200
«200
’200
«320
L 300
«200
«400
«400
«400
«500
«500
« 500
«600
«600
« 700
. 700
«700
. 800
«800
.900
«900
900

1.000
1.000

.881
«681
«681
.781
.781
.781
.581
581

. «581

<668

1.000
1.000
1.000

723
«623
«623
«623
823
.823
.823
«923
«922
802

K
«802
.802
.802
«902
«902
«902
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« 0497
+C413
+0470
«0470
« 0442
«0439
«0439
«0407
« 0404
«0404
»0369
«0365
«0365
«0326
«0322
«0280
«0276
.0275
.0228

« 0224

.0173
.0169
.0168
L0112
L0110
.0179
L0179
<0176
.0120
.0116
.0236
.0232
.0232
.0183
.0183
.0216
L0217

«0217

.0224
« 0224
.0281
<0276
« 0172
«0169
.0168
.0112
.0109
.0180

I =10.30

CS
.0180
« 0246
«0241
.0241
«0190
.0188

«004399
0039901

" «003852
-+ 003847

.003363
.003312
002308
.002830
.002782
.002777
002298
.002248

" 2002243

«001762 .
«001717
«001237
.001188
001179

©.000716
.000683 -

.000491
« 000493
« 000496

4000891

«000913
+ 000474
. 000498

.0C0502
- .001310

«000847

" +000873

.000745
.000714
.000717
. 000495
«000930°
«0060629
.000634
.000651

«000675

« 001506
.001225
.001168

"« 000497

. 000502
.000504
. 000899
.000923
. 000482

DELC =

INTERMEDIATE VALUES

S0
.001545

"+ 000724

< 000672
.001357
.000505

" «000510

000001
.000128
.000013
000000
.000128
.000011
060000
.000121
.0G0011
. 000000
.000123
000011
000000
.000110
.000010
.009125
.000021
000000
.000092
000008
.000101
.000016
000000
.000054
000004
. 000002
.000072
. 600000
.001197
.000063
000001
000079
.000012
.000000
000095
.000758
.002021
. 000000
.000163
.000003
.001281
.000121"
+000003
000092
.000013
.000000
.000058
.000004
.000007

.0846

AD
-.001389
.000126
-.000003
.001168
.000050
« 000001



YIC

0 U Y

-.0003 -

©

04 2 0 0

«0521
.0521
.0521
0521
<0468
« 0468
« (468
« 0468
«0468
. 0468
.0468
. (0468
« 0468 :
«0572
.0573
.0573
.0501
.0501
.0501
«0501
. 0501
.U501
.0501
. 0501
.0501
. 0501

. Dbys = =,0015

.0000
.0013

" .0025

.0038

INVRER
.0063
0075

.0088
.0100
.0113

S .0125

.01328
.0150
0163

© L0175

.0188
.0200
.02153

«0238

00263

T eJ300

«0350
« 0413

-« 0475

.0538
.0598

1.000
1.000
.880

«880"°

«680
«680
«780
. 780
<780
<580

.580

580
« 667
1.0300
1.000
1.000
. 723
«723
<623
«623
«623
.823
.823
.823
«923
923
802

.0201
.0273
. 0340
.0402
e J4b61
.0515
«3565
«0611
« 0654
« 0693
«0729
« 0762
0793
+0820
. 0846
.0868
.0889
. 0907
. 0939
0964
» 39990
.1012
.1023
«1026
.1026
«1026

480
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0135
.0133
«0199
«0200
0200
<0197
«0197
«0l44
«0140
<0254
«0250
0251
.0204
<0204
.0235
.0235
.0235
.0242
«0242
« 0297
«0292
.0193
.0189
.0189
«0135
0133
«0201

I =10.08

. 000899

«1026

«000036
«000914 .000003
000487 -.000028
« 000485 -+.000000
« 000507 .000064
« 000511 .000001
. 001294 «001175
«000838 « 000076
« 000868 «000001
+000750 «000080
«000719 -.000012
. 000722 -.000000
+« 000505 -.000004
000910 -.000729
«000633 -.000020 -
« 000638 « 000000
+000653 -.000162
« 000677 «000002
»001485 -.001254
.001217 .000116
.001163 -.000002
« 000505 .000085
«000510 .000012
000512 »000000
. 000899 +000059
« 000923 «000004
« 000491 «000007
DELC = .0825 DELN = .
‘ »013¢
YF CF
~+0174 «0359 -
-.0157 « 0405
-.0140 « 0448
-.0122 « 0490
-.0105 «0530
-.0088 «0568
-=«0070 « 0605
-.0053 .0640
-.0017 « 0704
- .0001 .0734
.0019 « 0762
.0037 +0789
«3G56 .0814
.0074 .0837
.0092 .0859
.0111 +0879
0129, .0897
L0166 .0930
«0203 «0956
« 0256 « 0986
+0325 .1010
« 0404 «1023
+ 0474 « 1026
.+0538 «1026
«0598
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ALFA

BETA

CB
CCXMAX
CCXMIN
CCYMAX
CCYMIN
cD

CDM

CE

CF .

CP

CS

0420648 |
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Key to Program POBOL

Use
Computation of elliptic functions .

Average deviation between computed and
experimental interferograms.

Average deviation for the previous
‘iteration.

Correlation coefficient for variation of
diffusion coefficient with electrolyte
concentration. o in Chapter 4.

Cémputation of elliptic functiomns.

Correlation coefficient relating refractive-
index variations to concentration variations.

Cbm@utation of elliptic functions.
—or—
Concentration (output)

Bulk electrolyte concentration.

Graphical output parameters.

Current density.

Multiplication factor for computation of.
current density.

Local electrolyte concentration.
Concentration depicted by a computed
interference fringe (linearly related to~
phase according to conventional inter-

ferogram interpretation).

Concentration depicted by an experimental .
interferogram (related to phase as above) .

interfacial concentration.

Units

mole/liter:

mole/liter

liter/mole

mole/liter

mole/liter

m_A/cm2

A—chzlmole

moie/liter

mgle/liter_

mole/liter

mole/liter



CsSM

csp

CST

DCDY

DD

DELC

DELCS

DELE

DELN
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Use

Relates changes in interfacial concentration

CS to changes in average deviation AD.  Used
as a multiplication factor to find the CS
value corresponding to AD < 10-5 M, :

Interfacial concentration for the last

iteration in which the parameter K was changed ,

Interfacial concentration for the previous
iteration in which only CS was changed.

Concentration difference between a point on

a computed interference fringe and that on

the experimental fringe. Linear interpolation
is employed to find the concentration depicted
on the computed fringe that corresponds to the
same point (YP value of the data point) on

the experimental fringe. Used to calculate -

SD and AD. '

Apparent interfacial concentration gradlent
depicted by the experimental interference
fringe. Calculated by a least squares fit
through the data points nearest to the
apparent interface.

Incremental change in boundary layer
thickness.

Total concentration difference CB - CS.-

—or—

Apparént concentration difference determined
from the experimental interferogram '

CB - CP(2). The lowest data point CP(l) is
not used here in order to account for spurious

“extra" fringe shifts due to reflection effects
(Chapter 3). (See below statement #6.)

Difference in interfacial concentratlon.CS
between interations in which the parameter K
was changed.

Refractive-index difference EB - ES,

Nernst (effective) boundary layer thicknésé}

Units 

mole/liter
mole/liter
mole/liter

mole—liter_l-cm-

cm

. mdle/litef |

mole/liter

mole/liter

cm



DK

DKD

DSD

DYM

DYS

DYSP

DO
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Use

Boundary layer thickness. Equation (9) in part 2.3.

90%‘boundary layer edge.

v99%”boundary layer edge.

" DYS + 0.0015 cm. If DI = 0, there will be an

0.0015 cm discrepancy between the computed and
experimental interfacial locations, YF(1) and’

"YP(1). This approximates the estimated

effect of reflection from the slightly rounded
electrode edge (see Chapter 3).

Incremental change in parameter K.

Incremental change in parameter K when the
"boundary layer thickness DELTA is changed.

Fractional change of a parameter (either DELTA
or K) that gives a minimum in standard
deviation SD. Effectively fits a parabola to
three successive (X,SD) or (DELTA, SD) pairs to
find the minimum SD. See discussion of .
parameter G.

Multipllcation factor to relate changes in.YIC.
to changes in DYS.

.Difference between experimental interfacial

location YP(1) and computed interfacial location

YF(1l). Related to errors in the original
determination of the true interfacial location

= 0 on the experimental interferogram. Also
related to uncertainty in the determination of
the apparent interfacial location YT(1l) on the
interferogram due to reflection effects. A
strong function of YIC.

Previous DYS value (associated with a previous
value of YIC). :

Correlation coefficient for variation of
diffusion coefficient. Corresponds to the
value of the diffusion coefficient at zero
electrolyte concentration. :

Units

cm

cm
cm -

R

cm

cm

cmzls



EB

EE

EG

ES

FC
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Use

Electrolyte refractive-index at the plane where a

. deflected ray leaves the electrolyte to enter the
. glass sidewall nearer to the camera.

Refractive-index of the bulk electrolyte.

Refractive-index of the electrolyte at the plane

where a light ray enters the electrolyte from the

glass sidewall farther from the camera.
Refractive-index of the glass sidewalls.
Interfacial electrolyte refractive-index.

Correlation coefficient relating refractive—-index

' variations to concentration variations. Corresponds

to the refractive-index of water (electrolyte
concentration = 0).

Location of virtual plane of focus relative to the
outside plane of the glass sidewall nearest to the
camera. See part 2.1 of Chapter 2.

-Fafeday constant .

A number that is equal to unity unless an attempt
is made to increase or decrease the parameter K
beyond its limits (see part 2.3 of Chapter 2). If
the local minimum in standard deviation
corresponds to a value of K within its acceptable

" 1imits, the number G is adjusted so that when the

number DSD is calculated, it can account for
possible unequal increments in the K values. This
is reflected in the different calculational forms .
for DSD. DSD is computed at statement #77.in a

form that can account for unequal increments of K. -

Statement #88 computes DSD in a form suited for
equal increments of the parameter DELTA.

If the local minimum standard deviation cor-
responds to a value of K outside its acceptable
limits, K is set equal to the limit and the search
ended. The computation sequence then proceeds to
the "DELTA variation" section.

Units

cm

_ coul/eq



Symbol

GAMMA

IA

LM

NI

NR
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Use s Units

Correlation coefficient for variation of anion

" transport number (1 - t,) with electrolyte
~ concentration. Y in Chapter 4.

Parameter; "h" in part 2.3 of Chapter 2.
Variable integer.

2
- Current density (output) ‘ nA/cm

Provides larger spacing between locations (YE values)
of light rays when the concentration changes more
slowly with YE. See statements directly above
statement #50 and 5 lines below statement #15.

—or—

- Permits the lowest data point (CP(1)) to be discarded

when the slope DCDY of the experimental inter-
ference fringe is computed, unless there are only

.a small number (8) of data points. This point is

likely to be in error because of reflection effects.
(See below statement #6.)

Variable integer.

Parameter in the polynomial function relating
dimensionless concentration to dimensionless
distance. See part 2.3 of Chapter 2, :

Variable integer used in AD, SD calculation.
L-1

Parameter for elliptic functions. See part 2.3
of Chapter 2. B

Number of data points (CP,YT) used in calc¢ulation
of DCDY. . \

Experiment number,

Iteration number.

_ Number of data points.

Number of light rays used in construction of the
computed interferogram CF,YF.
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Symbol 'v' Use Ny ’ Units

P Optical path difference between a deflected ray mole/liter
. and a hypothetical undeflected ray. Also used '
as an intermediate value (the optical path length
‘of a deflected ray in the electrolyte) in the
computation of the optical path difference.

RSDD Relative difference between the minimum standard
deviations computed for successive DELTA values.
If this number is less than 0.01, the search for
a smaller standard deviation is halted after
computation of the best K and CS values for a
new DELTA midway between the two success1ve
values. :

S Slope of the deflected light ray as it léaves the
. electrolyte to enter the glass sidewall: nearer to
the camera.

SA Slope of the deflected light ray as it leaves the
glass sidewall and enters air.

SD Standard deviation between computed and experi- - mole/liter
mental interference fringes. '

SDD Minimum standard deviation calculated for the mole/liter
previous DELTA value.

SDDD Minimum standard deviation calculated fof the mole/liter
DELTA value previous to the above value.

SDK - Minimum standard deviation calculated for the _ mole/liter
previous K value. :

'SDKK Minimum standard deviation calculated for the mole/liter
K. value previous to the above value.

SG Slope of the deflected light ray as it traverses
the glass sidewall nearer to the camera.
SX Used in the least squares computation for DCDY. cm
2

 8SXX . Used in the least squares computation for DCDY. cm
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Use

‘Used in the least squares computation for DCDY.

.Used in the least squares computatioﬁ for. DCDY.

. Time after current switch-on

- Dimensionless concentrations (CE-CS)/(CBQCS).'

Correlation coefficient for variation of anion
transport number (1-t,) with concentration.
Corresponds to l-t+ at zero concentration.

Transformation variable. Correspondsbto'"U"

part 2.3 of Chapter 2.

- Corresponds to u, in part 2.3 of Chaptér 2.

2

Eiéétrode width.

.Glass sidewall width.

Reduced horizontal distance, O<X<XR.- _
Statement #25 indicates the three X values

‘used in 3-point Gauss-Legendre quadrature

for phase integration for the case K>0. Also

‘used in statement #34 for phase integration

when K<0.

Horizontal location where a deflected light
ray leaves the boundary layer. If XL>W, the
ray leaves the electrolyte to enter the glass

wall from a vertical location Y<DELTA, i.e., _
from within the boundary layer. This condition

corresponds to the Type I ray discussed in
part 2.3 of Chapter 2. (XL corresponds to X
in that section.)

If XL<W, the ray leaves the boundary layer
before entering the glass wall. This cor-
responds to the Type II ray discussed in-
part 2.3 of Chapter 2.

Units
cm-mole/liter
mole/liter

]

cm o

cm



Symbol

. XMIN

YE

YER

YF

YIC

YICP

YMIN

YP

from the glass wall farther from the camera. y
-in part 2.3 of Chapter 2.
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Use

Scale factor. Corresponds to X in part 2.3 of

Chapter 2.

Graphical ocutput parameters.

.Scaling factor to facilitate the phase inte~

gration by Gauss-Legendre quadrature.
XR = W when XL 2 W (Type I) and the phase

- integration is performed by the quadrature

method for 0<X<W. XR = XL when XL<W (Type II)
and the phase integration is performed only

for O<X<XL. The remaining phase integration

XL<X<W can be calculated directly because the

- ray travels along a straight line through

electrolyte of uniform refractive-index EB.

Vertical distance, corresponds to '"y" in part 2.3
of Chapter 2.

Location where a light ray enters the electrolyte

e

YE/DELTA. Y_ in part 2.3 of Chapter 2.

Vertical distance on the computed interference
. fringe. '

Correction term for the true interfacial location

y = 0. Introduces small corrections to the
original data points YT (measured relative to
the interfacial location y = 0 originally
determined from the 16 mm film). See discussion

on DYS, DI, YP and YT.

Previous YIC value.

Scale factor for YE values. Determines spacing
between incident light rays.

Graphical output parameters.

Vertical distance on the corrected experimental
interferogram. YP = YT + YIC. The effect of
YIC is to shift all of the original data points
(YT) up or down.

Units

cm

mole/liter

cm

cm

cm

cm

cm

cm

cm

cm

cm



' Y/DELTA

Vertical distance on the original experi

interferogram.

Experiment location downstream from electrode

' leading edge.

Uodsgsy

=227~

Use

Units
cm

cm
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Key to Functions EI and SN

Functidn‘EI(x,m) calculates the elliptic integral of the first kind,
argument x,'parameter m. Function SN(x,m) calculates the Jacobian

Elliptic function, argument x, parameter m. These functions are

. . :
tabulated in Abramowitz, Chapters 16 and 17. The Process of the

Arithmetic—Geometric Mean described by Abramowitz was used to compute
the functions}' The symbols A, B, C, PHI, ALFA and/M used in functions
EI and SN_cqrrespond toa, b, ¢, ¢, a and m usedAby :Abramowitz. MU,
EM, TP, P,.J, JP, Y, SA and TY are intermediate vafiables used to
facilitate programming.

Functions EI and SN were tested and found to reproduce the -

tabulated values to within one or two digits in the 8th decimal.

‘M. Abramowitz and I. Stegun, eds., Handbook of Mathematical Functions
(National Bureau of Standards, Washington, 1964), Chapters 16 and 17.
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. "APPENDIX II. COMPUTATIONAL METHOD FOR INTERPRETATION
OF INTERFEROGRAMS OF TWO-DIMENSIONAL
REERACTIVE—INDEX FIELDS
Program POBOLN uses a numerical soluéion to the 1ight?def1ection

equation (pért.2.1 pf Chapter 2) to computé the refractive;index |
profile associated with a given (experimeﬁtal) iqterferogram. A listing
of both the ﬁrogram and its outpﬁt (for the analysis'of a single
interferogram) are presented, followed by a‘key...Since this program

is actually a_modification of program POBOL (described in Appendix I),
é large ftaction of the térms,used in POBOLNFare also used to

POBOL."Therefore, the key to program POBOLN lists only those terms

that are used differently than in POBOL.

This program was written séécifically for the‘analysis of the
interferograms of two-dimensional conc;ntration boundﬁry layers formed
vby the constanf—current electrodeposition of Cu from aqueous CuSOA
electrolyﬁe.during laminar flow. A'Pohlhausethype boundary iayer
pfofile'(Eq. (11) in part 5.1) is used to describe the concentration
field. Also; the variations of local boundary iayer thickness DEL
(see Fig. 1) énd lécal concentrétion difference DELCvin the x-direction
(dirgcfion of beam propagation) are quite specific to this prdblem.
For instance, such variations would not apply to the study of the
laminar forced convection boundary layer in a flow channel of cross-
se¢tion differéht from the one considered here (déscribed in.part 1.1
of Chapter_l). However, the equations represente&-in part 2.1 of
Chapter 2 as épplied in this program would be applicable for any two- |

diménsional boundary layer n = n(x,y).
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The input to program POBOLN is indicated by ghe three "READ" commands
at statement #3, just below statement #5 and two lines above statement
#8. Format #100 is used to input the following five numbers: experimeht
number (NE); ﬁumber of data points (NP), location downstream from the
electrode leading edge (Z), time after current switch-on (T) and the
location of*the interface on the experimental inteyfefogram (YC). This
latter numbér égrves to fix the origin of the data point locations (YT)
read just belowbétatement #5. Program POBOL can supply the values of the
parameters YIC, DELTA, K and CS read two lines aone'statement
1. |
The output of program POBOLN first provides a listing pf'the Q and
QA functions——seé Fig. 1. Next, NE, Z and T are printed, followed by a
tabulation of the data points. The éurrent density, concentration
difference and Nernst boundary layer thickness derived by conventional
interpretatién-of the experiméntal interferogram are given, followed
'by the intermediate parameter values computed during ﬁhe iterative
procedure. The best set of parameters is given by the numbers in the
last line of the block of intermediate values, folioWed by a listing
of local I and DELC values, which correspond to the XA values given at
the beginning of the output. Finally, the derived quantities (I,DELC, etc)
are tabulated,vfollowed by a graphical output of tﬂe computed and
exﬁerimental iﬁterferograms.
Function THETA represents a Pohlhausen-type boundary layer profile,
as given in Eq. (11) of part 5.1. Function GRAD computes the dimensionless

refractive—indéx gradient d6/dY where 6 and Y are defined in part 2.3.

;
:
i
1
1
!
{
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PRUGRAM POBOLN(IMPJToOUTPUT TAPLQB'PLOTvTAPF99 PLOTY

- THIS PRUGRAM FINDS THE POLYNOMIAL BCUNDARY LAYER CDNCFNTRATION PROF[LE
ASSOCTIATED WITH A GIVEN INTERFEROGRAM RY SEEKING THE MINIMUM STANDARD
DEVIATION BETWEEN GIVEN(YP,NP) AND COMPUTED(YF,CF) INTERFEROGRAMS.

MODIFIED FOR ANALYSIS OF TRANSIENT.TWO-OIMENSIONAL BOUNDARY LAYERS.

COMMON/CCFACT/FACTOR
COMMON/CCPOOL/XMINy XMAX YNNI Ny YMAX, ccxmxm.ccxMAx.ccleN.ccvnAx
DIMENSION YF(62),CF(62)4YP(50),CP(50),YT(5C)

DIMENSION u(102).cA(102),uEL(102).DELA(102)

DIMENSION DELC{102),DE(102),DEA(102),CD(1C2)

REAL K L o

DATA XMIN,XMAX,YMIN,YMAX/0,040.14-0.04,0,1/

DATA WoWG+EGYEW,BETA/140+1.27+145231+1.3311,0.025/

DATA ALFA,GAMMA,FCyD0yTMI/0.08699C.0648,9€48T7. C,0.00000S#I 0.5971/
DATA A1,A2,814B2/0.72927+1.28278+9. Oy60 0/ :

DATA CByYMD/0.10(¢43.005555555/

100 FORMAT(21543F10.5)

- 105 FORMAT(///*CONVENTIONAL INTERPRETATION*;/.*I =¥ F5.295Xy*¥DELC =%,F

17.4945Xy ¥DELN =%,FT7.44//)
110 FORMAT(2F10.4, 5Xp4F10 4)
120 FORMAT(31X42F10.4)
125 FORMAT(//,*INCOMPLETE ITERATION%*)

"130 FORMAT(//1*YIC =% 4FT7.445X%DYS =% ,FTa4, 10X, %1 =%y F5.295X+*DELC =%,

1FTe495Xy%DELN =%3FT7.4)

140 FORMAT(// g TX g% X% X ¥ Q% 14X g% XA%, BX, ¥QA%)

150 FORMAY(///¢*EXPERIMENT®415,9X¢%*Z =%4F5,1¢* CM%,5X,%T =%,F6, 2,* M*)

160 FORMAT(///38X +*DATA POINTS*/38X%YP%,yB8Xy*CPX) .

L70 FORMAT(L1TXyFT.4+F10.3,F10.4,2F13.6)

175 FORMAT(//4+*%Q AVG =%,FB8.5)

180 FCRMAT(//'34X’*INTERMEDIATC VALUES*, /yl9X.*OELTA* BXykK¥%y BXy *CS¥y 1
10Xy *SD* 411X 4 %AD*)

190 FORMAT (// 938X 4% 1% ,8X*DELC*)

200 FORMAT(*#EXPX o154/ ¢%7 =%4F5,19/ %7 —*1F5 1)

CALL CCBGN : _
CCXMIN=200. $ CCXMAX=11C0. $ CCYMIN=25C. $ CCYMAX=888. ,
EB=EW+BETA®CB $ F=W/EB+WG/EG $ CDM=2.0%FC*DO/TMO $ DX=0.01
AA=2.,0%CB*(1.0+ALFA+2,0%ALFA/GAMMA) $ AB=CB*(ALFA~1.0)

CALCULATION OF BOUNDARY LAYER THICKNESS VARIATICN [N THE X-DIRECTION

QD=1.0/(1.0+2.0%(AL/B1+A2/B2)) $ SQ=0.0 . -
. X=0.0-$ Q(1)=QD*(1.0+A1+A2) $ PRINT 140 § PRINT 110.x.0(1)
DG 2 J=1,100 .
JP=J+¢1 $ XA=X+0.5%DX $ X=X+DX
IF(J.GT.50) GO TO 1
Q(JP)=QD* (1. O+AL¥EXP(=B1%X) ¢A2%EXP(=B2%X) )
QA(J)=QD* (1 LO+ALXEXP(=BL*XA)+A2%EXP(-B2%XA))
SQ=SQ+QA(J) S
G0 70 2
1 JJ=JP=2%(JP-51)
QUIPI=Q(JJ) $ QALJI=QA(JJ) $ SQ=SQ+QA(J)
2 PRINT 110,X,Q(JP),XA,QA(J)
$Q=0.01%SQ § PRINT 175,5Q

DATA INPUT



-232-

3 READ 1004NENPy2ZyT,YC
IF(INE.EQ.O0) GO TO 9¢
CIFINP.LT.0) GO TO 4 $ CM=0.002182 ¢ GO TU 5
-NP=-NP $ (CM=0,004364%
PRINT 150,NEyZ,7 & PRINT 160
READy {YT(1),I1=1sNP)
DO 6 I=14NP

YTCI)=YMODX(YT(I)=YC) & CP(1)=CB-CMx{NP-T1)
6 PPINT. 122,YT(I},CP(I) L

w b

C CONVENTIONAL INTERPRETATION

N=3 ¢ IF(NP.GT.12}) N=4 $ IF(NP.,GT.,20} N=5
IF(NP.GT.25) N=6 & IF(NP.GT.30) N=7
IA=1 8% IF(NP.LT.8) 1A=0
SX=0s0 $ SY=0.C & SXY=0.0 $ SXX=0.C
DO 7 I=1,N
J=1+]A
SX=SX¢eYT(J) & SY=SY+CP(J)
SXY=SXY+YT(J)%CP(J)
T SXX=SXX+YT(J)r%RYT(J)
DCOY=(N#SXY=SX*SY)/ (N*SXX=SXx*SX)
SCD= CDM*(CB-ALFA*CP(Z))*DCOY/(CB+GAMMA*CP(2))
DC= CH-CP(Z) $ DELN=DC/DCDY ¢ PRINT IOS,SCD CC+DELN

c PARAMETER INPUT

READYICyDELTA,K,CS
DO 8 1=1,NP
8 YP(I)=YT(I)+YIC
CSP=CS ¢ CST=CS $ CSM=3.,0
D0=-0.1%DELTA $ DK=(.2 $ DKC=0.4
NI=0 $ SDD=1.0 $ ADP=0.0 % PRINT 180
10 SDK=1.0
. ¥YM=0.050%DELTA ¢ IF{YM.LT.0.001) YM=0,001
D0 12 J=1,100
DELGJI=Q(JI*DELTA
12 DELA(J)=QA(J)*DELTA
DEL(101)=DEL(1)
15 NI=NI+1 $ IF(NI.GT.100} GO TO 90
IF(CS.GE.CB) CS=0.9%CB $ IF(CS.LT.0.0) CS=0.0 & IA=0

c CALCULATION OF INTERFACIAL CONCENTRATION VARIATXON IN THE X-DIRECTION

AC=GAMMAX (CB~CS)
DC .20 J=1,100
A=AC%Q(J)
DELC(J)=0.5%(AB~A+SQRT{AB*AB+A%*(A+AA)))/ALFA
IF(DELC(J).GT.CB) DELC(J)=CB
DE(J)=BETA*DELC(J)
A=AC*QA(J)
DELC(J)=0.5%(AB~A+SQRT{ABXAB+A*(A+AA)))/ALFA
IF(DELC(J) +GT.CR) DELC(JI=CB
DEA(J)=BETA*DELC(J)

20 CONTINUE
DE(lOl) =DE(L)

C NUMERICAL INTEGRATION OF THE L IGHT-DEFLECTION FQUATION

DC 50 I=1,60
Y=YMX([+1A-1) $ S=0.0 $ P=0.0
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DC 40 J=1,100

JP=J+1

DY=S%DX $ Y=Y+DY $ YA=Y-0,5*DY ) .
YAR=YA/DELA(J) & YAM=YA/NEL{J) & YAP=YA/DEL(JP)
ETA=ER+DEA(J)*{ THETA(YAR,K)=-1.0)

DEDY NEA{J)}*GRAD(YARLK)/DELA(J)
DEDX=(DE(JPIX{THETA(YAP,K)~1. 0)=DE(JI*{THETA(YAM,K)~1. 0))/DX
P=P+OX*ETA%SQRT (1.J045%S)

S=S+DX*(1.0+5%S)*(DFEDY~- S*DEDX)/ETA

YR=Y/DEL(1) $ ETA=EB+DE(1)*(THETA(YR,K)~1.0). .

SG= TAN(ASIN(ETA*SIN(ATAN(S))/EG)) $ SA=TAN(ASIN(EG®SIN{ATAN(SG)}))
P=WHEB=P+WG*EG*(1,0~SQRT(1.0+S6%5G))-F*(1.0~ SQRT(1.,0+SA%SA))
YE(I)=Y+WG*SG-F*SA & CF(I)=CB-P/(WXBETA) ¢ CFR=CF(I)/CB
IF{CFR.GE.0.95) [A=IA+1 % IF(CFR.GE.0.98) [A=1A+]1

IF(CFR.GE<D.999) CO TO 52

CONTINUE .

NR=I+1 §& YF(NR)=YF{I)+5, O*YM 13 CF(Nk)-CB '

STANDARD DEVIATION CALCULATION

56
58

éO

cs

65

$SD=0.0 $ AD=0.,0 $ L=1

NC 60 I=14NP

DOV 56 J=LsNR

IF(YP(I).LTYF(J)) GO TO 586

CONTINUE

L=J-

IF(J.EQ.1) L=2 $ LM=L- 1

DC=CF(L)=(YFIL)=YP{I})*(CF(L)~ CF(LM))/(YF(L) YF(LM))-C?(I)
AC=AD+DC

'$D=SD+DC*DC

AD=AD/NP & SD=SQRT(SD/NP)
pR[NT 170,DELTA+KCS,SD4AD

'VARIATXON

IF(ABS(AD).LE.0.00001.0R. ABS((AD—ADP)/AD) LE 0.01) GO TO 65
IF(ABS(ADP) ,GE41.0E-10) CSM=(CS~CST)/AD-ADP)

CST=CS & ADP=AD $ C$=CS-CSM*AD ¢ GO TO 15

DELCS=CS~CSP & CSP=CS $ ADP=0.0

K. VARIATION

72
75

17

IF(SDK.LE.0.0) GO TN 80 ¢ IF(SD.GE. SDK) GO T0 ‘75
SDKK=SDK $ SDK=SD $ K=K+DK :
IF(SDKK.LT.1l.0) GO TO 72

€S=CS~0.002 $ GO TO 15

CS=CS+DELCS ¢ GO TO 15

CONTINUE

IF(SOKK.LT.1.0) GC TO 77

K=K=2.0%DK § OK—-DK $ SDKK=SD $ CSP=CS- DELCS $ CS-CSP-OELCS
GO TO 15 . .
DSD=0.5+(SD-SDK)/ (SOKK=-2.0%SDK+SD)

SDK==1.0 $ K=K-DK*DSD ¢ CS=CS~- DELCS*DSD $ GC TO 15

DELTA VARIATION

80

CONTINUE

IF(SOD.LE.0.0) GO TO 90

RSOD=ABS((SD~SDV)/SD) $ IF(RSDD.LT.O. ,01) GO TO 89
IF(SD.GE,SDD} GO TO 85

SODD=S0D % SDD SD $ DELTA=DELTA+DD

K=K-DKD
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GO TO 10

85

CCNTINUE

© IF(SDDD.LT.1.0) GG TO 88

88

89
90

95

DELTA=DELTA-2.0*DD ¢ DD=-DD ¢ SUDD D
K=K+2.0%DKD ¢ DKD‘-ﬂKO

GO 10 10

DSD=0.5+{SD-SDD)/ (SDDD-2.0%SND+SND)

. SDD=-1.0 $ DELTA= DELTA =-02%DSO .

K=K+DSD*DKD

GO Tn 1o

SpD=-1.,0 ¢ DELTA=DELTA-0.5%DD $ GO T3 10
DYS=YP(1)=YF(1) $ IF(NT.GT.100) PRINT 125
DELN=DELTA/K

PRINT 19C

DC=0.0 $ SCD=0.0

D0 95 J=1,100

CI1=CB-DELC(J)

cotd)= CDM*DELC(J)*(CB-ALFA*CI)/(QA(J)*DELN*(CB*GAMMA*CI))
DC=DC+DELC(J) $ SCD=SCD+CD(JI) :
PRINT 120,CD(J)DELC(J)

SCD=0,01%SCD $ DC=0.,01*0C

PRINT 130,YIC+DYS,SCDDC,DELN

c GRAPHICAL OQUTPUT.

‘CALL CCGRID(IolOclyéHNDLBLS'l’14y1)

CALL FlXLBL(5'7127 2v‘2)
WRITE(984200) NEsZ,T
CALL CCLTR(ZSO.-BOO..OoZ)

“CALL CCLTR{5804+170490+2411HC (M CUSDéIle)

CALL CCLTR(100.95304914296HY (CM)46)

" CALL CCPLOT(CP,YP NP, 6HNOJOIN+G6,1 )

99

CALL CCPLOT{CF,YFyNR,4HJOIN,0,0)"

CALL CCNEXT

GC- -TO 3
CONTINUE
CALL CCEND
sTQe

END
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FUNCTION THETA(X,A)
C POHLHAUSEN-TYPE BOUNDARY LAYER °

Y=X $ TIF(Y.GL.1.0) GO TQO 1 ¢ B=A
THETA=B*Y+(4.0-3,0%B) *Y**3+(2,0%B-3,0)%xy**4 ¢ GC TO 2
1 THETA=1.0 ‘ B
2 CONTINUE
- RETURN
END
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FUNCTION GRAD(X,4)
C . CALCULATES D(THETA) /DY

Y=X $ IF(Y.GE.1.0) GO TU 1 & B=A
GRAD=B+3.0%(4.0=3,0%B)%Y*Y+4,0%(2,0%B=3,0)*Y*%3 ¢ GO TO 2
1 GRAD=0.0 '
2 CONTINUE
'RETURN
END -
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.0100
0200
0300
«0400
«0500
«06C0
.0700
.0800
+0900
«1000
.1100
«1230
1300
«1400
«1500
.1600
«1700
«1800
«1900
«2000
2100
«2200
«2300
«2500
«2600
2700
«2800
«3000
«3100

.3200

«3300
«3400
«3500
«3600
«3700

" «3800

«3900
«4000
«4100
«4200
«4300
«4400
«4500
«4600
«4700
«4800
«4900
«5000
+«5100
«5200

- 5300

+5400
.5500
45600
.5700

2

do49 0
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Sample Output

Q
245000

- 1.9675
- 1.6563

l.4681
1.3489
1.2690
1.2118
1.1683
1.1334

'1.1041
1.0787

1.0564
1.0364
1.0183
1.0019
« 9870
«9735
«9611
«94G8
« 9395
«9301
«9214
+9136
«9064
«8998
«8938
.8883

© «8833
.8787.

« 8745
«8707
« 8672
« 8640
<8611
«8584
« 8559
« 8537
«8517
8498

«8481

« 8465
«8451
«8438
‘e 8426
«8415
« 8405
«8396
.8388
.8381
«8374
«8367
«8374
8381
.8388
«8396
8405
«8415
«B426

XA

« 0050
«2150
.0250
«0350°
0450
«0550
«G650
<0750
.0850

« 0950

»1050
«1150
«1250
<1350
«1450
«1550
«1650
«1750
«1850
«1950
«2050

«2150
«2250

" «2350
© #2450

«2550
«2650

«2850
«2950
«3050
<3150
3250
«3350
«3450

«3550

«3650
«3750
«3850
«3950
«4050
<4150
«4250
«4350
«4450
«4550
«4650
<4750
«4850
«4950
5050
«5150
«5250
«5350
+5450
«5550
«5650

QA

2.1974

1.7917
1.5509
1.4021
1.3053
1.2382
1.1888
1.1500
1.1182
1.0910
1.0672
1.0461
1.0271

 1.C099

«9943
« 5801
«9672
«5553
9445

- +8347

.9174
«9099
.9030
.8967
.8910
.8857
.8809
. 8766
.8726
. 8689
.8655
«8625
" «8597
.8571
.8548
.8527
.8507
.8489

"~ «8473
. «B8458

« 8445
« 8432
«8421

© «8410

+8401
8392
.8384
«8377
«8370
«8370
- 8377

. «8384

«8392
«8401

- «8410

« 8421



«5800
«5900
«6000
«6100
«6200
«6300
«6400
«6500
-«6600
«6700
«6800
«6900
«7000
«7100
«7200
«7300
« 7400
« 7500
« 7600
«7700
«7800
« 7900
«8000
«8100
8200
+8300
+«8400
«8500
8600
+«8700
8800
«8900
«9000
«9100
«9200
«9300
«9400

«9500

«9600

«9700

9800
9900
1.0000

«8438
« 8451
« 8465
+8481
«8498
«8517
«8537
«8559
<8584
8611
« 8640
« 8672
«8707
«8745
«8787
«8833
.8883
«8938
. 8998
« 9064
<9126
«9214
«9301
«9395
« 9498
«9611
«9735
«9870

. 1. 0019

1.0183
1.0364
1.0564
1.0787
1.1041
1.1354
1.1683
1.2118
1.2690
1.3489
1.4681
1.6563
1.9675
2.5000

Q AVG = .99793

EXPERIMENT 195
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«5750
«5850
«5950
«6050C
«6150
«6250
«6350
« 6450
«6550
«6650
« 6750
«6850
«6950
« 7050
7150
<7250
+ 1350
«7450
«7550
« 7650
« 7750
« 7850
«7950
«8050
.8150
«8250
«8350
<8450
8550
«8650
«8750
.8850
«8950
«9050
«9150
«9250
«9350
«9450
«9550

«9650

«9750
«9850
«9950

z 79.5 CM

«8432
« 8445
«8458
" . 8489
« 8507
8527
«8548
«8571
- «8597
«8625
«8655
8689

«8726 .

8766
.8809
.8857
.8910
«8967
9030
" +9099
9174
9257
9347
9445
«9553
9672
.9801
«9943
1.£095
1.0271
“ 1.0461
1.0672
©1.0910
1.1182

1.1500 |

1.1888
1.2382
1.3053
1.4021
1.5509
1.7917
2.1974

T = 30.00 M

DATA POINTS

Yp

-.0078
~.0033
e 0011
.0014
.0036

/

- CP

« 0542
« 0564
.0585
« 0607
«0629
«0651
«C673



CONVENTIONAL INTERPRETATION

1

09

1.52

U U

DELC

«0436

DELTA
.0814
0814
.0814
.0814
«081l4
«0814
<0814
.0814
0814
.0814
«u8lé
<0733
«0733
«0733
«0733
«C733
«0733
«0722
«0733
«0733
.0733
«0733
«0733
«0733
«0733
. 0895
« 0895
. 0895
- 0865
« 0895
. 0895
«0895
. 0885
« 0895
« 0895

6 49 |
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0061
«0086
«0117
«0142
«0200
«0228
<0264
<0304
<0347
«0392
«0456
0519
«0621
.0872

DELN = .0462

K
2.100
2.100
2.100
2.300
2.300
2.300
1.900
1.900
1.900
2.010
2.010
1.610
1.610
1.610

"1.410

1.410
1.410

1.810
1.810

1.810
2.010
2.010
2.019

1,794 -

l.794
2.594
2.594
2.594
2.594
2.794
2.794
2.794
2.394
2.394
2.394
2.194

. 0695
«0716
.0738
«C760
.0782
.0804
.C825
0847
. 0869
.0891
.0913
.0935
0956
0978
«1000

INTERMEDIATE VALUES

Cs
«0600
«0635
«0625
« 3605
« 0594
+0592
«0659
«0648
«0651
<0637
.0638
.0638
« 0659
<0659
+ 0639
.0681
<0677
« 0637
«0636
.0613
« 0607
0607
.0638
.0638
.0638
«0579
«0572
<0572
«0552
«0526
.0519
«0625
«0602
«0610
«0648

- SD
.001714
. «000620
« 000606
« 001648
.001836
.001879
«000975
«000618
« 000671
«000243
+000241
«001305
«001038

«001024

.002576
.002133
002034
000357
« 000276
. 000279
.001186
. 001285
001304
. 000260
. 000259
.002815
«002596
" .002750
.002758
003781
« 004234
.004388
.001139
.001554
.001310
+000602

AD
-.001169
.000447
-.000007
+000521
000073
-.000000
.000405
-.000133
-.000001
-.000038
-.000003
-.001152
.000028
-.000000
-.002243
000198
-.000004
000229
.000038

«000000

«000280
«000035
« 000000
.000015
-.000002
«002540
.000258
«000013
000000
. 000938
.000208
« 000010
«000645
-.000336
-.000006
»000450



. 0895
0895
0895
« 0895
0895
« 0895
. 0828

.0828
.0828
.0828
.0828
.0828
.0828
.0828
.0828
.0828
.0828
.0828
.0828
.0828

2.194
2.194
1.994
1.994
1.994
2.189
1.857
1.857
1.857
1.657
1,657
1.657
2.057
2.057
2.057
2.257
24257
2.257
2.042
2.042
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«0637
« 0639
«0668
«0661
« 0661
«0639
« 0639
«0659
« 0659
«0639
«0681
+0678
«0640
«0637
«0636
«0613
«0607
« 0606
.0638
«0638

I
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623.
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5¢€23
l.5623
1.5623
1.5¢623
1.5623
1,5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5¢€23
1.5623
1.5623

«000252
«000247
001197
.001217

000250

.001232

.001077 .

.001090
. 002585
.002255
+002148
000350
000260
.000260
+001248
.001357
.001378
.000247
.000245

DELC
.0818
. 0681
0597
<0544
«0509
0485
«C467
0453
« 0441
«C411
«0422
«Cals
«0407
«0395
«0390
. 0385
.C380
«C376
.0373
«C369
«0366
«0363
0361
«C358
«C38%6
<0354
.0352
<0351
<0349
«0348
«0346
« 0345
« 0344
«C343
«0342
«0341
.0341
«C340

-+.000067
~+000000
«000356
-.000040
-.000000
-.000004
-.000026
«000000
~-.002276
«000204
"=+000004
.000218
«000036
000000
«000284
«000037
«000000
«000014
-.000002




e

0090420

~241-

1.5623
1.5622
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.56232

'1.5623

1.5623
1.5623
1.5623
1.5623
1.5623
l1.5€23
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623
1.5623 .
1.5623
1.5623
1.5623
1.5623 .
1.5623
1.5623
1.5623
1.5623

«0339
«0339
«0338
.0338
« 0237
0337
«0337
.0336
<0336
«C336

.0336

.C336
«0336
.0336
«0336
«0337
«G337
0337
.0338
<0339
«C340
«0341
<0341
«0342
«0343
« 0344
« 0246
«(0348
« 0349
«0351
«0352
«C354 -
«0356 .

«0358

« 0361

«0363
«C3¢€6

« 0369
«0373
«0376

.C380
«£385".
«0390

<0355
»0401

« 0407

<0414
«0422
.C431

<0441

<0453
0467
«0485
«0509
« 0544
0597
<0681

.0818 -
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YIC = -,0035 DYS = -.0023 I =

*%CCPLOT ERROR. (X(IJ)yY(I)) OUY OF BOUNODS.
CCHELP CALLED FROUM CCPLOT AT 015476
CCPLOT CALLED FROM POBOLN AT 005626

**xCCPLOT ERROR. (X{(I),Y(I)} OUT OF BUUNDS.
CCHELP CALLED FROM CCPLCT AT 015476
CCPLCT CALLED FROM POBOLN AT 005626

**«CCPLOT ERROR. (X(I)yY(I)) OUT OF BOUNDS.
CCHELP CALLED FROM CCPLOT . AT 015476
- CCPLOT CALLED -FRUM POBOLN -AT 005626

**CCPLOT ERROR. (X(I)yY{(I)) QUT OF BOUNDS.
CCHELP CALLED FROM CCPLOT AT 015476
CCPLOT CALLED FROM POBAOLN AT 005626

1.56

xX{

X

x(

X(

DELC = .0395
71s)= “'.9975-01 Y (
19)=  .999€-01 Y(
20)=  .999E-01 Y(
21)%A ~100+00 Y

DELN

18)=
19)=
20)=

21)=

<103
«l116

.128
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Sample Graphical Qutput
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Symbol

Bl

B2

18)]

CFR

CI

Cs
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' Key to Program POBOLN--Listing of Terms
Used Differently than in POBOL

Use

Computation of DELC variation. See DELC and Q.
Computation of DELC variation. See DELC and Q.

Computation of DELC variation. See DELC and Q.

Compﬁtation of DELC variation. See DELC and Q.

Computation of DELTA variation. See DELTA;'Q,
and Fig. 1 of this Appendix.

Computation of DELTA variation. See DELTA,‘Q,
and Fig. 1 of this Appendix. .

Computation of Delta variation. See DELTA, Q,
and Fig. 1 of this Appendix. -

Computation of Delta variation. See DELTA; Q,
and Fig. 1 of this Appendix. _

Curfent'density. Similar to POBOL, but here, CD

is a function of the local concentration |
difference and boundary layer thickness, and
thus is a function of x. It must be averaged in

: the'k—direction. See SCD.

Reduced concentration (CF/CB) depicted by the
computed interference fringe.

Local interfacial concentration CI = CB - DELC.
Used to calculate the average current density.

Multiplication factor used to relate phase
(fringes) on the experimental interferogram to
apparent concentration depicted by the inter-
ferogram. CM = 0.002182/fringe. If only
every second fringe is read from the inter-
ferogram (signified by a negative NP value)
CM = 0.004364.

As in POBOL, CS identifies the interfacial con-
centration. Here, however, it signifies an
average interfacial concentration from which
the variable concentration difference DELC can
be calculated. See DELC.

Units
mole/liter
mole/liter
mole/liter

mole/liter

mA/cm

mole/liter

mole/liter

mole/liter
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Symbol Use f_ Units

DC Same as in POBOL. o mole/liter

Apparent concentration difference CB-CP(2)
depicted by the experimental interferogram YT, CP.
CP(2) is used rather than CP(1l) to account for
distortion due to reflection effects (Chapter 3).
~ (See below statement #7. )

—or_

Concentration difference DELC. Used as a dummy variable
to sum the local DELC values in order to calculate the
average DELC value. (Above statement #95.)

DE Local refractive—index difference (bulk'less
interfacial) at one end of a segment DX
(i.e., at x, or Xj+1 in Fig. 1 in part 2.1 of

Chapter 2).

DEA Local refractive-index difference (bulk less
_-interfacial) at the center of a segment DX
(i.e., at X, in Fig. 1 in part 2.1 of Chapter 2).

DEDX Refractive-index gradient in the x-direction. cm
Computed from the refractive-index difference
across the segment DX (between xJ+1 and X5

Yy =vy,).
DEDY Refractive-index gradient in the y-direction. cm

Computed at the center of the segment DX
(x = XY=V, ). See function GRAD.

DEL Local boundary layer thickness (at x % X, or cm
. Related to the average boundary ayer
t%ickness DELTA by the function Q. See Q.

DELA Local boundary layer thickness (at X = Xa). mole/liter

" Related to the average boundary layer thickness
DELTA by the function QA. See QA.



DX

ETA

JJ}_,
JP

~-246—-

Use
Local concentration difference (bulk less inter-
facial). Used to calculate DE and DEA values;
i.e., DELC is calculated at either the edge of
the segment DX or the center of the segment. DELC
is computed in a particular manner to give a ’
uniform current distribution in the x-direction.
This computation accounts for (a) boundary layer
thickness variation in the x-direction by using
the local DEL or DELA values; and (b) linear
variation of the diffusion coefficient and cation
transport number with concentration. One re-
striction is imposed: if the above computation

‘tries to make DELC larger than the bulk con-

centration CB, DELC is set equal to CB, i.e.,
negative concentrations are disallowed. - This
restriction can result in a slightly non-uniform
current distribution: when the concentration
differences try to be larger than CB near the
edges of the electrode where the boundary layer

is thicker, the current becomes limited to values
smaller than in the center region of the electrode
(a local limiting current is reached). The com-
putations for DELC are performed between statements
#15 and #20 for every iteratiom.

—orf )

Integrated average concentration difference (output).

Increment width. See Fig. 1 in part 2.1. Set equal

to 0.01 cm in this program, corresponding to 100
intervals. Table 1 in part 2.3 of Chapter 2
indicates that maximum errors of 0.0003 cm and
0.4 fringes could result by using only 100
intervals.

Local refractive-index n = n(x,y).
Variable integers.

Curve shape parametet. See function THETA.

Accounts for boundary layer thickness variation in
the x-direction. Represents the local boundary
layer thickness (at x, or x +1) divided by the

average boundary layer thickness. See Fig. 1 in
this Appendix. ' '

Units

mole/liter

mole/liter

cm’



QD
SCD

SQ

YA

YAM

YAP

YAR

Use v o . Units

Same as Q, but corresponds to a local boundary

"layer thickness at the center of an interval

x = xa).

- Multiplication factor used in the computaﬁion of

Q and QA.

Slope of a deflected light ray.

Average current density. : » mA/cm
Average value of QA, should be 1.00.

Reduced horizontal distance X = x/W. Corresponds
to xj or xj+1 19 Fig. 1 in part 2.1 of Chapter 2.
Reduced horizontal distance. Corresponding to X
in Fig. 1 in part 2.1 of Chapter 2.

_ Corresponds to y in Fig. 1 in part 2.1 of cm
a g .

Chapter 2.

Reduced vertical distance. Corresponds to y

(in Fig. 1 in part 2.1 of Chapter 2) divided?

“by the local boundary layer thickness at

X = xj. Used in the calculation of DEDX.

Same as above, but Ya is divided by the_local

boundary layer thickness at x = X541

Same as above, but Y, is divided by the  local

boundary layer thickness at x = x_-

Numbers used to convert arbitrary distances read
from film (data) to actual distances relative to
the electrode surface y = 0. These calculations
were done by hand to prepare the data read into
program POBOL. ' :
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Fig. 1.

FIGURE CAPTIONS
Ordinate: the function Q (or QA) used in POBOLN
Abscissa: reduced horizontal distance x/w | |
The open circles were calculated from hydrodynamic con-
siderations. The interfacial fluid velocity gradient
vV = (dvi/dy)y=0 can be calculated by the méthod of Héppel _
and Brennerl for laminar fluid flow in a rectangular duct.
Such a calculation was performed by Beach2 for duct dimensions
of_the flow channel described in part 1.1‘of Chapter 1. Sin@e
the local boundary layer thickness should be proportional
to V_l/3 in laminar fLow (see Chapter 5), we can estimate the
x-variétion of\the boundary layer thickneés vériationvaccording

to the following relationship:
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G(X) - V_l/B(X)' - q
6avg (V—1/3)avg

Beach's calculations2 for V(x) were converted to the above
form by using standard (e.g., Simpson's Rule) quadrature

l/3) . The results are presented

formulae to calculate (V
avg

as the 6pen circles in Fig. 1. The solid curve was computed
by a trial and error method, and its form was designed to

-give"Qa'vg = 1.00. The values of the empirical parameters were:

0.729 b. = 9.0

2 1

60.0

‘a, = 1.283 b

2 2

‘The solid curve Q is used to approximate thé boundary layer
thickness variation in POBOLN. Note that Q is symmetrical,

i.e., Q(1) = Q(101), etc.



-250-

»2-5 L I T T

| : l | 1
. O ’ Oll 002 0-3 ' 004 005

XBL7410-448|

Fig. 1




APPENDIX III. COMPUTATIONAL METHOD FOR SOLUTIONS OF FICK'S
LAW OF DIFFUSION WITH VARIABLE TRANSPORT. PROPERTIES

Program CRANK solves Fick's Law of Diffusion téking into account
linear variafions of diffusioﬁ coefficient and transference number .
with eleétrolyte concentration. The appropriate form of Fick's Law
and its three boundary conditions are given in Chapter 4, Eqs. (8)
througﬁ (11); This parabolic ﬁartial differential equation and its'
boundary conditions are cast into Crank-Nicholson finite difference
representation, as described by Lapidus.1 The resulﬁing system of
simultaneoué‘non—linear algebraic equations is solﬁéd By the Thomas
method.2 These’techniques are briefly described here, followed by a
listing of program CRANK and itsfoutput: the transiént cqncentration
profiles formed by the galvanostatic electrodepésition of Cu from

. 0.1 M CuSO at 10 mA/cmZ. Finally, a listing of each term used in

4
CRANK is provided.

The time and space derivatives of dimensionless concentration 0

 canvbe approximated as follows:

-0 -9 B
90 _ 1,5+ T iLj R
At P 0(k) (1)
90 _ P11, " %1,y o) . 2
5 3 2h
" a2 ) . =20, .+ 0 .
978 _ “itl,j 1,3 i-1,3 O(hz) (3)
‘2 ' 2
ox h :

where h is the spatial increment (cm) between rows i and i + 1 and k

is the time increment(s) between rows j and j +1: .
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LB
]

1-1nh - (4)

.= G -1k - (5)

J
Using Crank-Nicholson formulation, whereby the second derivative,
Eq. (3), is fepresented as an average between rows i and i + 1, the

parabolic partial differential differential equation (Eq. (8)) in

Chapter 4 becomes: ' ‘

o3
[1 * 2 (%054 ,541 T ei-1,j+1)] %i-1,541 (6)
+1-2[1 +1) + ace -6 - )| o
B i,j+1 i-1,3+1 441,341 Ti,j+1
a = 21 - -
* [1 "% ei+1,j+l] %141, 501 2<1 s) ®1,5 ~ %1n1,5 7 Bim1,g
+ oa, (6 + 0 20, ) +%6... -6 . )2
i,5 1+, i-1,j i,j 47141, ] i-1,j
D k _
where B = —95-. The boundary conditions (Egqs. (9) through (11)) in
h
Chapter 4 become:
61,1 =1 (t =0) . | @))
em’k =1 (x + ») (8)
ez,k - el’k i IQ-t) 1+ Yel’k . o0 )
h mFDOCb_ 1- uel’kv

where m is the cation valence, I is the current density and Y, F, L) D,

Cb and the subscript "o'" have the same meanings as in Chapter 4.
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The system of simultaneous nonlinear algebraic equations

(Eqs. (6) through (9)) can be cast into a form amenable to solution

3

by the Thomas method:2

30 + 58, =4 L (10)

. 0261 + a262 + b263 = d2

405y v 30, ¥ b0 54y

¢ 6

n n-1 + énen =d

n

Hére, 6, represénts 8, ..., and the coefficients are given by:
i i, j+1 : '

o 1 _ _ o ,
a = 2(} +2) +a@, -0, -0, (11)
g
by =1 -%8%4m

=1+%(20,,, -6, )
1 e R

- g -5 -5 . +a5.(3. . +8.  -28
d, = 2(; - B) B, -8, -0, + aei(61+l +8,) - 28

o, = = 2
MACTIS IR P

for 1 = 2, 3,..., n -1 and 51 repfesents 6"j' The starting values ei
. , : _

are determined by the boundary condition Eq. (7)

Gi,.1 = 91 =1,4i=1, 2,...n : »  (12)



-254-

Now, when row k = 2 is calculated, all of the §-values are known, defined

by Eq. (12). Therefore, all of the inhomogeneous. terms di in Eq. (11)

are known, bht the coefficients a bi and ¢, must be guessed by

i’ i
assuming values of 61. The system of nonlinear equations (Eq. (10)) is
now solved directly by the Thomas method, using Eqs. (8) and (9) to set

the boundary values:
ay=-1 | | - S ay

. vbl_= +1 ‘ - (x

0)

hI(1 - t)  1+7Y0,

4=

‘1" Twp_C, 1 -0

,an = +1 B ‘ PR ' | (14)
c, = 0 (x f,w)

d =+

n

The calculated values of.ei are then compared to the.guééSed values of BiL

If the compu;éd‘ei values fail to match the guessed Bi value, new ai;

bi and c, are generated using the computed 61 values and the process

i
repeated. When the ei values finally agree (to within,an arbitrary small
‘deviation) the ei values for the next row k = 3 are calculated, using -
the Gi values from row k = 2 (now éi) to compute the new di values and

guess the new a_, by and c, values.

i’ i
The computation proceeds, marching forward in time, until either
zero concentration is computed at the interface x = 0 dr a specified

time limit is exceeded.
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Program CRANK was checked by computing the ¢oncentrétion profiles
for I = 10 inA/cm2 with @ = Y = 0. The resulting concentrations matched
those predicted by the Sand equation3 to within 0.0002 M_CuSO4 for

spatial and time increments h < 0.000l cm and k < 0.1 s.



100
150

10
20

22
25

30

40

50

60

90
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PROGRAM CRANK ( INPUT ,0UTPUT)
REAL K

DIMENSION A(902),B(902)4C(902),D(902)4G(902),W(902)
DIMENSION THETA(902),THETAC(902),THETAP(902)

DATA NyHyK/901,0.0001,0.1/
DATA ALFA,GAMMA/0.0869,0.0648/
DATA CDyM,yFCyCByTMyDC/10.092+96487.090.1,0.597,0.00000541/

FORMAT(2F10.5} -
FORMATL(/// % T =%,F8.19% SEC*y//yTXe®¥X¥39X,y *(¥*)

A(l)==1.0 ¢ B(1)=1.0 % W(l)=A(1}
CIN)=0.0 8 A(N)=1.0 ¢ DI(N)=1.0 $ G(N)=1.0 $ W(N)=1.0
BETA=DC*K/H*%2 ¢ BETAR=1.0/BETA
NM=N-1 ¢ T=0.00001
DO 10 I=1,N
THETA(I)=1.0 $ THETAC(I})=0.0
CONTINUE
T=T+K o
DO 22 I=14N
THETAP(I)=THETA(I}
CONTINUE
D01 )=H*CO%TM%( 1 .0O+GAMMA*THETA(1) )/ (M*FC*DC*CB* (1., O-ALFA*THETA(l)))
G(1)=D(1)/wW(1)
DO 30 I=24NM
fM=[-1 ¢ IP=]+]
All)==2,0%(1.0+BETAR) +ALFA% (2 ,0*%THETA(I)~ THETA(IM) -THETA(IP))
B(I)=1,0-0.25*%ALFA*XTHETA(IP)
C(I1=1.040,25%ALFA*X(2,0*THETALIP)-THETA(IM))
DEI1)=2.,0%(1.0-BETAR)*THETAP(I)~-THETAP(IP)-THETARP(IM)+ALFA*(THETAP(
LID*(THETAP(IP)+THETAP(IM)-2.,0%THETAP(I))+0. 25*(THETAP(IP) ~-THETAP(1
2M) ) *%x2) ’
WELDI=A(I)=COII*B(IM)I/W(IM)
GUII={D(D)=-CCII*G(IM))/W(T)
CONTINUE
DO 40 I=1,NM
J=N=-1 §$ JP=Jy+1
THETA(J)=G(J)~BIJI*THETA(JPI/WII)
S0=0.0 ¢ L=0
DO S0 I=1,N
DELT=1,0-THETA(I) $ IF(DELT.LT.0.000001) GO TG 50
L=L+l $ SD=SD+(THETA(I)-THETAC(1))*%2
THETAC(I)=THETA(I}
SD=SQRT(SD/L) $ IF(SD.GE.D.000001) GO TO 25
DT=T-FLOATU{IFIX(T))
IF(ABS(DT).GT.0.001) GO TO 20 $ PRINT 150,7
DO 60 I=1+4Ny50 :
CONC=CB*THETA(I) & X=H*(I-1}
PRINT 100,X,CONC
IF{THETA(1).LT,.0.0) GO TO 90
IF(T.LT.49.9) GO TO 20
CONTINUE
sToP
END’

.y
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00 g o

T = 1.0 SEC

X

T
.00500
01000
.01500
02000
- .02500
.03000
.03500
04000
.04500
05000
05500
06000
.06500
.07000
07500
.08000
08500
.09000

c
.08357
.09909
.09999
10000
.10000
.10000
.10000
10000

J

10000 °

«10000
«10000
. 10000
«10000
«10000
10000
»10000
10000
«10000
+10000

T = 20.0 SEC

X
. 0
«00500

« 01000 -

+01500
.02000
02500
.03000
.03500
+04000
+04500
.05000
05500
.06000
+06500

07000

«07500
.08000
«08500
« 09000

c
» 02901
.05528
«07413
« 08635
« 09346
.09717
.09889
» 09961
«09988
« 09997
«09999
+10000
« 10000
«10000
«10000
«10000
«10000
«10000
«10000
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Sample Output

T = 5.0 SEC

X

0
.00500
.01000
.01500
02000
.02500
.03000
03500
04000
04500
. 05000
05500
06000
06500
.07000
.075C0
.08000
.08500
09000

C
«06351
. 08698
«09675
« 09946
« 09994
«10000

' .10000

«1000¢C
.10000
10000
+10000
«10000
« 10000
. 10000
«10000
10000
.10000

. «10000

.10000

T = 30.0 SEC

X

0
«00500
01000
«01500
« 02000
»02500
« 03000
«03500
«04000
«04500
«05000
«05500
«06000
« 06500
.07000
«07500
«08000
«08500
+«09000

C
«01410
«04051
.06108
«07602
« 08615
«09250
« 09621
.09821
«09921
«09968
.09988
«09996
«09999
«10000
10000
«10000
« 10000
«10000
«10000

T = 10.0 SEC

X
0
.00500
.01000
. «01500
«02C00
«02500

. .«03000

«03500
«04C00
«04500
«05000
«05500
«06000
«06500
«07000
«07500
08000
«08500
«09000

C
.04899
.07432
.08914
. 09620
.09891
.09975
. 09995
.09659
.10000
.10000
.10000
.10000
.120¢C -
.10000
.10300
.10000
.10000
+1G000
.10000

T = 40.0 SEC

X
v 0
.00500
.01000
.01500
.02€00
.02500
.03000
.03500
.04000
.04500
.05000
.05500
.06000
. 06500
.07000
.07500
.08000

-.08500

« 09000

C .
«00179
.02815
e 04962
« 06623
«07841
. 08685
«09229
«09581
+09781
09892
« 09549
« 09977
«09990
« 09996
+« 09999
+« 09999
« 10000
«10000
.10000



Symbol

ALFA

BETA

BETAR

CB
CcD

CONC

DELT

DC

GAMMA

REER
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Key to Program CRANK

Use
Coefficient, see Eq. (11).

Correlation coefficient for linear variation of
diffusion coefficient with concentration.

‘e 'in Chapter 4.

Coefficient, see Eq. (11).
Constant, Dok/hz.
1/BETA

Coefficient, see Eq. (11).

Concentration (output)

Bulk concentration.

.Cdrrént density.

Cdnéehtration.

Coéfficient; see Eq. (11)

l-fHETA

Correlation coefficient for linear variation of

diffusion coefficient with concentration..
Do in Chapter 4.

' Intérmediate coefficient used in the Thomas

method. See Reference 2.

Cofrelation coefficient for linear variation
of cation transference number with concen-
tration. 7Y in Chapter 4.

Spatial increment.
Variable integers.

Time increment.

Variable integer.

Units

mole/liter -

molé/liter

mA/cmZ

mole/liter

cmz/s

cm




Symbol .

SD

THETA

THETAC

THETAP

K

Cu 0 4d2uo6s5 0

. =259-

Use ' Units
Cation valence. y : eq/mole

Number of increments H

N-1

Standard deviation between computed Bi and guessed
i’

Time : . s

-Dimensionless concentration C/Cb.

Previous (gueééed) values of THETA.

Values of THETA from the previous time step

Correlation coefficient for linear variation
of cation transference number with concentration.
a - t+)0 in Chapter 4.

Intermediaté coefficient used in the Thomas method.

;See:Reference 2.

Spatial coordinate. cm

References

1. L. Lapidus, Digital Computation for Chemical Engirieers . (McGraw-Hill),

N. Y., 1962), p. 162

2. 1Ibid, p. 254.

3. See Chapter 2, part 2.2.
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APPENDIX IV. DERIVATION OF THE EQUATION
OF LIGHT-DEFLECTION -

Figure_i illustrates the trajectory y(x) of afdeflec;ed iight'réy
‘ADB as it'tfaverses a medium of variable refractive;iﬁdex n(#,y).
The uv cddrdiﬁate system is rotated by an'anglé.e frém the ofiginal
xy coordinates (defined in Fig. 1 of part 2.3); the tangent of the
angle 6 is identical to‘the slope dy/dx of deflécted réy AOB at the

origin O of the uv coordinates.

.o dx tane : - _ } ¢H)

Withih'a sufficiently small region about the poiﬁt_o, the light
rayvtrajeétory can be approximated by a straight'line in the u-direction.
Figure 2 depicts the paths ABC and DE of two rayé’sepafated by a
small distancé Av. The medium refractive-index varies continuously
- from n = n(vo)'af plane ABC to a larger value n = n(vé + Av)
at plane DE. Thg lighf beam (i.e., the sum of ali of the light rays
érossing liﬁe AD) 1s deflected from its original pfobagation angle
¢ =0 at pléng AD to a positive angle ¢ at plane_ﬁC bécause of the
unequal velocities of rays ABC and DE. The beam propagates in a
direction perpendiculaf to the,eqﬁiphase wavefrohts‘AD‘and EC, and the

corresponding beam slope dv/du increases from zero at plane AD to -
dv ‘ v
= = 2
du tan¢ (2)

- at plane EC. Geometrical considerations show that the angle ¢ is
directly related to the distance € shown in Fig. 2; Eq. (2) can now

be rewritten as
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- _ dv dv _E
tanp = du (uo + o) - du (uo) T Av v (.3)

For uniform phase across a wavefront, the optical path leﬁgth
p of ray DEequalsthat of ray ABC. The optical péth length is defined
as the product of the local refractive index and geometrical path

length, so |

p = n(vo)[Au + €] = n(vo + Av) [Au) . , 4)
Eliminating € between Eqs. (3) and (4) gives:

dv dv
o du (uo + du) - du (uo) _ n(vo + Av) - n(vo)

Au _ n(vo)'Av

(5)

Equation (5) can be reduced to differential form by taking limits as

Au + 0 (1ef;-hand side) and Av » 0 (rigﬁtéhand side):

2
dv _ )
Oy (6)

1
du n

2|s
<|B

Equation (6) is a differential analogue of the well-known Schlieren

equation.

Equation (6) can be expressed in terms of the original xy

coordinates by inverting the coordinate rotation shown in Fig. 1. The
pertinent independent variables are related in Egs. (7) through (10) -

(6 = constant).

x cos® + y sinb (7a)

c
fl

[}

-x sin® + y cos® (7b)
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x = u cosb - v sinb

'y = u sin8 + v cosf
du = ég-dx +-§2 dy = cosf dx + sinb dy
ST 9x oy _
dv=i‘1dx+y—dy=- sinf dx + cosb dy‘

B> 4 ¥} ,

PR TN S SO BRI
dv  9v Jdy + v 9x cos6 oy sinb 9x

The slope dv/_du‘ can be obtained by dividing Eq. (9b) ‘by Eq. (9a)

dy _

dv _ _ax ~ %

Fi“ 1+ dy tanb
dx

and the second derivative can be found by applying ‘the chaih rule of

differentiation to Eq. (11) and using Eq. (9a)::

2

o d

dv _dx 4 (511) , dx
u2 du dx \du cos dx + sin6 dy
d . d2 r : 'd2
1 +—Xtan9) £Y _ (%Y _ tan6) tand &L
dx ~ 2 dx 2
dx - : dx
4 2
(1 + X tanﬁ)
dx
%y 1 + tan%e

. : 3
dx coso (1 + dy tane)
dx

Now, for any location along the ray trajectory, Eq. (1) can be
used to relate the slopé dy/dx to the rotation angle 6 (© variable).

Equation (12) becomes

(8a)

(8b)
(9a)
(9b)

(10)

(11)

(12)
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2 2 21-3/2 ' ' ,
dv _4dy dy ,
-afeeT"

du .dx

and Eq. (10) transforms into

o 21/2 ‘
9 _ dy dy 3
v [% + (dx).J [;y dx Bx] ' (14)

Combining Eqs. (6), (13) and (14) yields the light -deflection equation

for rectangular coordinate systems
a> y . ay\|lan  fdy\on|
dx n 1+ (dx) 3y (dx)jgg o (15)

‘Furthermore, the optical path length p can be expressed in differential

form:

- _ g du ?' | |
| dp =ndu=n dx dx (16)

Using Eqs.v(l), (9a) and (16), the differential optical path length

can be expressed in terms of xy coordinates:

7|1/2
dp = n[l + (%)] ax ! an

which in integral form becomes

: X 271/2 L
p(x) = f n|:1 + (%)] dx (18)

o



Fig. 1.

Fig. 2.
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FIGURE CAPTIONS

Coordinate systems.

X,y coordinate system defined by Fig. 1 in part 2.3
u,v coordinate system rotated from thé X,y coordinate system '

by an angle 9

AOB deflected ray trajectory
8 angle of ray deflection
v0  - origin of the u,v coordinate system

Ray deflection in the u,v coordinate system.

ABC,DE ray trajectories

¢ angle of deflection

Av. incremental distance between féys ABC and DE
A .inéremental propagation distanc§ 1 3
u ,v origin of the u,v coordihate sjstem'
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APPENDIX V.
LIGHT—DEFLECTION ERRORS IN THE INTERFEROMETRY OF ELECTROCHEMICAL
. MASS TRANSFER BOUNDARY LAYERS

F. R. McLarnon, R. H. Muller and C. W. Tobias

Inorganic Mﬁterials Research Division, Lawrence Berkeley Laboratory and

Department of Chemical Engineering; University of California

Berkeley,. California 94720
ABSTRACT

The effect of light-deflection on interferograms of electrochémical
mass tranéfer boundary layers can result in substantial errors if
interferograms are interpreted in the conventionéi‘way. Corrections in
.boundary layer thickness, interfacial conéentratiéﬁ and interfacial

concentration gradient for the convection-free electrodeposition of Cu

from aqueouS'CUSO4 have been calculated to provide estimates for a wide

range 6f éxperimental conditions,

Key Words - ' ' )

Interferometry; Refraction; Diffusion; Mass Transfer
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INTRODUCTION

Concentration profiles of single solutes.iﬁ electrolytes near
working eleptrodés can, in principle, be quantitatively observed by
interferometric techniques. Such observations are useful in the
study of traﬁéport processes and in the analysis of different measures
designed to provide uniform accessibility and increased reaction rates
at electrodes. Some of the advantages of interférbmetry compared‘to
other means of observing boundary layers and local transport rates
are: highgreéolution.fOr concentration éhanges (u“:ypically-lo‘-.5 M)
and; the POSSibili£Y of continuous observation without disturbance

(e.g., of flow), not restricted to conditions of limiting current.

In the conventional interpretation of‘intérfefbgfams, locél
changes in the phase depicted by the intefferogrém are taken as é
direct meaéure of local refractive index variations ih the object;'
Such an interpretation is often not valid becauéevit assumes that
light travels along ayétraight line through the spécimen. Refractive
index vafiations normal to the propagation direétiOn of a light beam
produce a deflectién of the beam (refraction, Schliereﬁ effect)
that results in two types of distortions in the interferograms
a) Geometrical distortion due to displacement of tﬁe beam normal to
itsvpropagatiohvdirection. This effect falsifies cohvéntional'.
interpretation of distance on the interferogram éndvc#uses displacanenf
of the apparent electrode/electrolyte interface. b) Phase distortion

due to increased geometrical path length and passage of the beam through

regions of varying refractive-index. Quantitative concentration»profiles,'
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therefore, often cannot be derived by the conventional interpretation of

interferograms.

Figure 1 schematically shows the trajgcéories of two light rays
traversing é cathodic concentration boundary layer. Ray ABC is only
slightly'deflected and stays within the boundary layer over its path
AB because it propagates near the edge of the boundary layer where the
refractive-ihdex gradient is small. Ray DEF, wbiéh enters the electrolyte
where the refractive-index gradient is high, is dgflected so much that
it leaves_tﬁe:boundary layer at the intersection with line GH (and then
travels aiqng-a straight line) before leaving the electrolyte at boint
E. A deflected ray will contribute to the interferogram only if it
pasées through the aperture of the objective lense For instance, if
ray DEF were to be deflected at any higher angle, it would not pass
through fhe objective lens and, therefore, would ﬁot contribute to the
interferogram. The corresponding part of the boundary layer would then
not be ~visib1e on the interferogfam.

Details of computational techniques, that héﬁe been déveloped to
account for the effect of light-deflection on interferograms of omne-
dimensional boundary layers, have been described elsehwere.l’2 Suffice
it to say that for any concentration profile, the shapes of (doublg beam)
interference fringes can now be calculated taking into account effects
of light deflé;tion. It has been found that distértions in the inter-
ferogram depend stfongly on the position of the plane of focus of the
imaging objective lens. Although for each concentration profile a plane
of focus can be found3 for which the location of the electrode surface is

not distorted on the interferogram, it is preferable to use a more
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easily define& plane of focus at a fixed locafioﬁ'and accept the resulting
displacement of the electrode shadow. For the obger#ation of cathodic
ﬁOundary layefs (to be considered here) we recommend2 to focus on the
inside of £he cell wall on the light-entrance side of the cell, where
suitable targets can be inscribed. (For anodic'boﬁndary layers, it
would be preferable‘to focus on the inside of the cell wall on the
light—exit“side.)

It is the purpose of this paper to present calculations of light-
deflection‘er:ors for‘the interferometric obserﬁaﬁiqn of boundary layers
so that investigators may estimate errors to be.expécted under a wide

range of experimental conditions.
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LIGHT-DEFLECTION ERRORS - -

Figure 2 shows the experimental interferogram of a concentration

: #
boundary layer formed by constant-current electrolysis. Superimposed
are the.theoretical concentration profile, AE, derived by use of the

Sand4 equation, and an interference fringe, BF, cbmputed from the

concentration:profile by taking light-deflection effects into account.

The o;dinate on Fig. 2 denotes distance from fhe true (undistorted)
image of the electrode surface. Local changes in the phase of transmitted
light, visible as displacements of originally straight interference
ffingeé, heve been related to local concentration changes, as shown
‘on the abscissa. The relationship has been based on the conventional
interpretation of interferbgrams that assumes'straight-line light
propagation; Thus, local changes in phase have been linearly related
to changes in concentration (or refractiye indeﬁ)'at the corresponding
point in the image. |

| If the interferogram.was free of light—defleetion effects, the
interference fringes would follow the theoretical.eoncentfation

profile AE. The figure illustrates that the apﬁarent location B of the
interface on the interferogram has receded from its original position A,
idenﬁified by y = 0. Also, the apparent concentration change over the
boundary layer is smaller than the true change.

Conventional interpretation of the interferegram in Fig. 2 would
therefore lead to a boundary layer thickness that is too lerge. If we
define the extent of the boundary layer as the regien containing 907%

of the concentration variation, the error et in boundary layer thickness

can be defined in terms of the ordinates of the points shown in Fig. 2 as
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e, = (yF - yB) - (yE - yA)

Similarly, the apparent interfacial concentration is too high and the

error can be formulated as a difference of abscissas

The interfacial concentration (refractive index) gradient is too low.
The error can be represented by the difference in slope of the two

curves at the interface

ac dc

e = == = 3o
g dyly dyiy

In addition to the abpve absolute errors-in:the interferometry
of boundary'layefs, it is often desirable to estimate the relative v
errors. Such reiative errors in boundary layer fhickness, inter-
facial conéentration and interfacial concentration gradient, as

shown in Figs. 8-13, ‘are defined here as

€t=—t-
g
eC
€ =
C Cb - QA
e
€ = —h— .
g dC
dy
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CONVECTION-FREE BOUNDARY LAYERS

Diffﬁsioﬁ boundary layers free of convection effects offer a useful

model for optical investigation since the concentration profiles are

‘easily derived, and experimental results can serve to test the optical

i

calculations. Convection-free transport conditions are common in
electrochemical studies, and the results can be used as a basis

for convective transport studies.

The convectionless electrodeposition of a metal cation from a

stagnant layer of an aqueous binary salt electrolyte is described by

. *
the time-dependent diffusion equation in one dimension

2 .
aC _ 9 C s (1)

ot ayz

The current density is related to the interfacial concentration gradient

by

zfD € | @

l-t+ oy y=0

1 =

)
Concentration-independent diffusivity will be assumed. Solutions
for variable diffusivity can also be obtained, although not in a
convenient closed form.
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For potentiqstatic electrodeposition, the boundary conditions are

The solution, first obtained by Cottrell,5 is

0 = erf ¢
- zF (AC) D
1—t+ Tt

where erf ¢ 1is the error fungtion of dimensionless distance

L = X— ,
2/Dt
AC = Cb - Cé and the dimensionless concentration
C -~ Cs
8=

(3)

4)

)

(6)

(7)

(8)

9

For galvanostatic electrodeposition, the boundary conditions to

Eq. (1) are:

constant at y =0 ; t >0

C = Cb at t=0, all 'y

a
]

C, as y +> o,

The solution, first obtained by Sand,4 is

(10)

(11)
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2
0 =1+/Mc(l-erf)-e? (13)
Z’L(l -t ) .
+ t
A= ——5—— ¥m (1)

¥

Concentration profiles for use in the light-deflection analysis,

with electrodeposition of Cu from aqueous CuSO4 serving as a model, have
been calculated. Equations (6) and (7) and Eqs..(13) and (14) have been
used in this computation. The interfacial concentratioh has been set

Cs = 0, and the Qalues Qf the bulk concentration:were Cb = 0.01,

0.10 or 0.20 M CuSOA (AC = 0.01, 0.10 or 0.20). For constant po;ential cal-
cuiations, time t is varied to give different concentration profiles and
interfacial-mass flux rates. TFor constant current cglculations,

varidus current densifiés are used (substituting Eq. (2) into Eq. (10))

to give &ifferent concentration profiles and interfacial mass flux

rates. (Noﬁe that specification of 7 and AC fixes t. through Eq. (14).)

6

A diffusion coefficient6 D = 6x10 szlsec and Cu++ transference

number7 t+ = 0.36 (typical values for 0.1M CuSOA at 25°C) are used in

all calculations. Representative concentration profiles employed in

the optical.analysis are shown in Figs. 3 and 4.
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ERROR CALCULATIONS

Cell aiménsions and optical constants must be specified in order
to compute interferograms fromconcentration profiles. The electrode, which
is assumed here to fully occupy the space between the glass sidewalls, was
assigned widths of 1.0, 2.5, 5.0, 10.0 and 20.0 mm. In order tb médel our
experimental cell, the glass sidewalls were assumed to be 12.7 mm wide
with a refractive~index of 1.5231. However, refractiqn in the glass
sidewalls ﬁas_a negligible effect on 1ight—def1ecti§n errors.3 Light of
632.8 mm wavelength is assumed incident parallel to:the planar eleétrode
surface and perpendicular to the glass sidewalls; Thé plane of focus.is
chosen as the plane where light enters the electrblyte. Electrolyte
refractive-index was experimentally found to be a linear function of

CuSo,

4 concéntrétion at 632.8 nm wavelength and 25°C:

n = 1.3311 + 0.029 C (15)

Interferograms similar to the dashed line in Fig. 2 are now
éalculated.from concentration profiles using the.above-mentibned
computational technique.1

Absolufe errors iﬁ boundary layer thickness,.ihterfacial.con—
centration and interfacial concentration gradienfvare shown in Figs..S,
6 and 7, respectively for a 10 mm wide electrode. Current density v
(interfacial refractive~index gradient) was choéen.as abscissa
because it is an easily measured variable. Noteée that a positive
error means that the value of a variable on the interferogram is

larger than the true value.
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Relative errors in boundary layer thickness, interfacial concentration
and interfacial concentration gradient are shown in Figs. 8-13.
Figurés 8-10 also demonstrate the dependence of errors on concentration

difference AC. The effect of electrode width is illustrated in Figs. 11-13.
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DISCUSSION
Figures 5-7 show that for a 10 mm wide electrode, the light-deflection
errors depend ;trongly on current density and concentration difference
AC and only weakly on the specific boundary condition (poténtiostatic
or galvanostatic). For current densities in the order of 1 mA/cmZ, the
errors are independent of AC and boundary conditibn.' The weak dependence

on boundary condition can be ascribed to the similarity between the respective

concentration profiles; compare Figs. 3 and 4. Above about 2 mA/cm2

for AC = 0.01 M CuSOA, about 7 mA/cm2 for AC = 0.1 M and about 10 mA/cm2

for AC = 0.2 M, the light rays entering the boundary’layér at the electrode
surface are deflected so much that they leave the boundary layer before
they leave the electrolyte (as ray DEF in Fig. 1). This effect causes an

error extremum in the curves of Figs. 5 and 6 and a knee in the curves of

Fig. 7. The abrupt changes in the character of the error curves are due to the .

straight pathé'traversed by the deflected rays oncevthey leave the boundary
layer; at lowe; current densities the rays aré continuoﬁsly changing
~direction within_the boundary layer. .(Figuré 2 illustrates an inter-
ferogram in which rays entering the cell near the elgctrqde surface are
deflected out of the boundary layer.) As infinite currént density is
approached, the error in boundary layer thickness approaches zero, the
error in interfaéial concentration approaches AC and the error in inter-
facial concentration gradient approaches negative infinity.

The trend toward apparent negative concentrations (i.e., on the
interferogram) seen in Figs. 6, 9 -and 12 is a result of the
choice of focal plane position. For focus in the center of the cell,

for instance, no such negative errors would occur.
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Figures 8-10 show that, contrary to what one migﬁt expect, relative
errors are.génerally smaller for larger concentration difference AC.
However, for large concentration differencés, interférogram interpretatioh
can be impeded by crowding of the fringes near the interface.

Figures 11-13 show that similar to absolute errofs derived
analytically for constant concentration gradients of unlimited extent,
relative errors»strongly diminish with decreasing cell width, but afe
negligible only'for electrodes thinner than a few_mﬁ.,‘

. Figures 5-13 can be used to estimate light deflgction efrors in
bexperimeﬁtal interferograms if all deflected portions of the test beam
are accepted bybthe objective lens. The maximum adgle' ¢max of light

deflection within a boundary layer is given by

tan §_ = <i> -1 | - @8)

n
S

and ;he maximum angle of deflected light emanating fr§m the specimen cell
can be calculated by subétituting numerical values ofvréfractive—index.
(e.g., Eq. (15)) into Eq. (16) and accounting for refréction in the

glass sidewall. For example, the objective lens 5pert§re must accept
illumination at angles.up to 1.59° for AC = 0.01 M_CuSOa, up to 4.65°

for AC = 0.10. M and up to 7.14° for AC = 0.20 M.
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CONCLUSIONS

Light deflection effects in the interferometry of electrochemical mass
transfer boundary layers can lead to serious errors in the derivation
of concentration profiles unless appropriate corrections in the interpre-
tation ofbinterferograms are employed. The magnitude of errors encountered
may be es;imated from the data presented in Figs. 5-13, but the accurate
interpretation of interferoérams with significant light-deflection
effects requires individual optical analysis.2 Light-deflectioﬁ errors
are small (<lOZ) for small current densities (beloﬁ 2.5 mA/cm2 for a
1 cm wide electrode) or narrow electrodes (less than 2.5 mm for up to
10 mA/cmz). |
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NOMENCLATURE
concéntration [mole/liter]
bulk.concentration [mole/liter]
interfacial concentration [mdle/liter]
diffusion coefficient [cm2/sec]
absolute error in Bohndary layer thickness [mm]

absolute error in interfacial concentration [M CuSO4]

absolute error in interfacial cohceﬁtratioﬁ gradientv[M CuSO4 cm

Fara&ay.constaﬁt [coul/equiv]
curréntvdensity [A/cmz]

refraqtive-index

bulktrefractive—index

interfaéial refractive-index

time after current (voltage) switch-on'[s]
cation transferehce number

distancé from electrode [mm]

cation valence

c, - -CS [molelliter]

relative error in boundaryblayer thickness -
relative error iﬁ interfacial concentration.
relative error in interfacial concentratiéﬁ gradient
dimensionless distance (Eq. (8))

dimensionless concentration (Eq. (9))

maximum angle of deflection within a boundary layer
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FIGURE CAPTIONS
Fig. 1; échematic of light ray trajectories in a cathodic concentration
boundary layer: refractive-index increaées‘in the direction
awéy from the electrode surface.
ABC_ Tréjectory of a ray that remains inside the boundary layer.
DEF frajectory of a ray that is deflected éﬁt of the boundary
- layer.

GH Edge of the boundary layer.

Fig, 2. Experimental interferogram of a  concentration boundary layer’
during galvanostatic deposition of copper on a 10 mm wide
elecﬁfode. = 10.0 mA/cmz, C, = 0.1M CQSO4 and t = 10.0 s.
——— Theroretical concentration profile AE corresponding

to experimental conditions (calculated from Eq. (13)).
———— Computed interference_fringe BF cofresponding to
theoretical concentration profile.
A True interfacial concentration and position.
B Apparent interfacial concéntration and position.
E ' True (90%) boundary layer edge (position where 6 = 0.9).

F Apparent boundary layer edge.



Fig. 3.

Fig. 4.

Fig. 5.

Fig. 6.
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Concentration profiles for potentiostatic conditionms.

———— AC = 0.1M CuSO

4

----- AC = 0.2M CuSO

4
10.0 mA/cmZ, t = 17.5 s

a 1=

b 7=20.0, t = 4bs
c 1=30.0,t=1.9s
d i=10.0, t = 70.0 s
‘e i=120.0, t =17.5s
f 2= 30.0, t =7.8s

Concentration profiles for galvanostatic conditions. AC and

1 designation as in Fig. 3.

a t

bt
ot
d ¢t
e t
f t

= 43.2 s

10.8 s

4.8 s

172.7 s

43.2 s

= 19.2 s

Absolute error in boundary layer thickness. Electrode

width
AC
AC
c AcC

= 10.0 mm.
potentiostatic boundary condition

- galvanostatic boundary condition
0.01 M CuSO

4
0.10 M Cuso,

0.20 M CuSO4

Absolute error in interfacial concentration. Designations as

in Fig

. 5.
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~

Fig. 7. Aﬁsolute error in interfacial concentration gradient. Designations
is in Fig. 5.

Fig. 8. Relativeﬁerror in boundary layer Fhickneés fpr various.concen-
tration differences. Electrode width = i0,0‘mm, potentiostatic

boundary condition.

0.01 M CuSO

a Ac

4
b AC=0.10M Cus_o4
c ‘Ac’= 0.20 M CuSO4_

" Fig. 9. Relatiﬁe error in interfacialrcoﬁcentratioﬁ for various
concentration differences. Designations as in Fig. 8.
~ Fig. 10. Relatiﬁe error in interfacial concentration gradient for various
| concentration differences. Designations.aé in Fig. 8.
Fig. 11; Relative efrdr in boundary layer thickness f6r different electrode
w;dths; AC = 0.1 M Cuso,, potentiostatic bqundary conditipn.
a electrode width = 20.0 mm |
b 10.0 mm
c 5;0 mm
d 2.5m
e 1.0mm
Fig. 12. Relative error in interfacial concentration for different
eléétrode widths. Designations as in Fig. 1l. .
Fig. 13, Relative error in interfacial concentration gradient for

different electrode widths. Designations as in Fig. 11.



N
wal
N

NN\
N\

AN

L I
Y v

A .
..

. ® * e
- - -

NN
Glass

LUUElectr

o]y?e

-286-

PORIRRXAIKLK,

Q
DoSRRARRES

IRKK
8RR

rig. 1

Objective lens

XBL747 - 3581




Distance from electrode

O Q
N D

(mm)
@)

!
O
N

Phase change

A
- o—

| s
005 006

0.07

Fig

o
£

2

10)

0.08

(fringes)
<

0.09
Concentration (M Cu So,)

XBB 7311

0.10

6546

~L8C~



-288~

bely —6€L78X

020 81°0

9I°0

(YoSNn) W)

¥1°0 2I'o

€ 814

UO14D44U8U0)

oo 800 900 ¢+0°0

200 O

_

r

L0

(Ww) 8poJjo3|a woly 32uDisiq



<

ot

000042005

-289-

Sgiv —6£2 18X

% 314

(YOS ND W) uUONDIUBIUO0)
020 81°0 921'0 P10 2I'o oro 800 900 00 200 0
[ [ I | =
\\ -
7 7
/ v
/ “9
/ 7 7
v / 7
/ Pid
|/ 7
[/ s
/
/ /7 P
/ /
i /
/
] /
F/
/
/
/
/ 1 | | | |

(Ww) 8poJjda|3 wolj dduDysiq



-290-

| i (mA/cm?)

O 5 10 15 20 25 30
L 1 1 | | | l
- dC -l

. -0 (M CuSO, cm™)

ytly
o S » 10 15
().ES : ] ] ]
i 177X\ i
/ N\ N
E OZF‘ I \\\ -
E '// NN, N
- B N C \s-"
o \\ ™~
| | - N ,
0 ' | \“ 1 ;
0 o/l 02 03 04 05
- dn -
dy ly=0 (cm™)

XBL741 -2170

Fig. 5




CO0GOd200635,

-291-

| i (mA/cm?) |
o 5 10 Is 20 25 30

¥ ! | I ' l :

T 0, cm-
. ylg=0,a(M Cu S0, cm™)
0 10 | 15
0.12 ' !

0I0
008}
- 006
004

0.02

ec (M CUSO4)

-002

' ] l l L. v |
0 0.l 0.2 0.3 0.4 0.5
dn , (cm™")
y

-0.04

XBL741-2164

Fig. 6



|
N

|
H

eg (M CuSO, cm™)
|
®

-10
-12

-14

~292~

i (mA/cm?)

S IP '15 20 25 30

| I |

(.
()]

dC| (M cuso,cm™)
dy [y=0
5 10 | 15
| T T
N

]| | ] 1

of 02 03 04 05

dn (cm™') |
a_y- y =0 ~  XBL741-2168

Fig. 7




OU0s04d2065 ;4

-293~

i (mA/cm?) |
0O ) IO |:5 29  2|5 3LO

L : ]

dC -
3—|y o (M Cuso, cm™)
o 5 . 0 5

| L
o 0.l 0.2 0.3 0.4 0.5

- XBL741-2167

Fig. 8



~-294-

i(mA/cm?) |
O 5 10 15 20 25 30
]

| ] | ] | |
ac _ (M cuso, cm™)
dy | y=0 4
5 [

004

XBL741 ~-2i66

Fig. 9




CO0Go42y

eff)%iif;;

-295-

i(mA/cm?)

dn

(cm™')

dy y=0

" Fig. 10

XBL741-2165

O 5 10 15 20 25 30
L ] | | 1 1 {
dC -1
'&7‘ y=O(M CUVSO4 cm™')
0 5 10 1S5
. () l | |
-0.2}
-04f
-0k
-0.81
-1.0 | | ] ]
0 o.l 0.2 0.3 0.4 0.5



0.7

0.6
05
~ 04
03
Q2

0.l

. —296-

i (mA/Zcm?)

-5 10 15 20 25 30
| |

] ] |
dC -1
E‘;" o (M CusO, cm™)

y:
5 10 15
T - —

|
- 0.l 0.2 0.3 0.4 0.5

dn -
ay |y=0 (cm )

XBL741 -2169

Fig. 11




1.0

-0.2

C000d2065,,4

=297~

1 (mA Zcnf)
O 5 10 ||5 210 215' 30

|

dC O(M Cuso, cm™')

dy ly=
0 5 IO 15
0.8} -
06 7]
a
04t . -
b
0.2} 7
C
VN§ —<
{ d |
0 0. 0.2 03 04 05
| dn (cm™!)

~dy | y=0

~ XBL741-2163

Fig. 12



-298-

i (mA /cm?)

S | O |15 210 25 30

] I | ]

L R )
Gy ly=0 (M Cuso em
5 10 - 15
ﬁ*
T ! 5
p
X
b
a

1 | |

|
of 02 03 04 05
dn | -l
-a-;- yzo(cm )

XBL741-2162

Fig. 13




-299-

APPENDIX VI. SOLUTION OF THE CONVECTIVE-DIFFUSION EQUATION
Equations (2) and (3) in part 5.1 can be solved using a similarity

variable n:

S C = Cp - (-9%5)1/3 -f(n) , | | .(2)

where B is the interfacial velocity gradient

:Bv
"%

. - (3)
y=0 ' : '

The electrolyte velocity can be approximated by v = By within the diffusion

layer and f is a function of n only. All other terms are defined in

Chapter 5. Equations (2) énd_(3) in part 5.1 now transform into

2 R -
d af } :
d—lzf+3n(ndn-f)-o - @
an : : _

f= 0 asn->ew » (Sa)
Lo gan=0 |, - (5b)

dn

for which the soiution is:
S 3 7 3 :
f(m) = —12— e—n - 3n f xe X -dx) . _ (6)
) \ n

The local concentration difference AC = C, - CS can be computed from

_ b
Eqs. (2) and (6):

A_é(z’) =,v-—-—1f—’(f"-"£)l/3 - ™

e
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Equation (7) can be derived directly from Eq. (113-2) on page 331 of
Ref. 1.
‘A first approximation for the Nusselt number distribution can be
obtained by substitution of the values B = 6vavg/h and de'= 2h into
Eq. (7) above and Eqs. (5) and (6) in part 5.1:
- R}

de 1/3
= 1.4904 (Re Sc —;)

Nu(z) =

Equation (8) corresponds to thevsolution of the convective-diffusion
equation for unifprm current distribution along iﬁfinitely wide parallel
plates. |

The finite cross-section of the flow channelv(Z.SAXl.OO cm) requires
the use of an average velocity gradient | |

gl/3 - ;_J‘ el/3 4y | | (@

avg w
N 0

and the hydraulic diameter of the duct

" 2hw

de_' htw (10)

Rousar et al.2_have tabulated correction factors that'étcount for the
variation (Eq. (9)) of the interfacial velocity gradient, and their
results show that a correction factor (equal to 0.78 for h = 2.54 and
w =1.00) should multiply the constant term in Eq. (8). Therefpte,
d \1/3 '

)

Nu(z) = 1.161 (Re Sc —

(11)

i
1
I
i
i
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Equation (11) approximates Eq. (4) in part 5.1 to within 6%.

A dimensionless concentration profile can be obtained by combining

Eqs. (2), (6) and (7):

- c-c _3 3
6=———=1-en+3nf xe © dx (12)
S -

The integral.in Eq. (12) can be evaluated in terms of the Incomplete

Gamma Function, tabulated in Ref. (3):

* 3 ® . -
f xe © dx = -l-f t_l/3 e_t dt ' (13)'
n | |

The computed concentration profile Eq. (12) is listed iﬁ Table 1 in terms
of a reduced (distance).variable Y = n/l}5, where‘the numerical'valueb
1.5 was chosén to give 0(Y = 1) = 1.0. Tabie 1 also catalogues the
dimensionless concentration profile Eq. (13) in part 5.1. The 1atter
profile corresponds to the-solutionl’2 to the convective-diffusion
equation for éonétant interfacial coﬁcentration, and inspection of

Table 1 shows that the profiles are very similar.
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Table 1. Dimensionless concentration profiles.

6 Computed: from 9 Computed
Eq. (12) in this from Eq. (13)
_ Appendix. Y = n/1.50 in part 5.1
Y Y = y/1.70
0 0 0
0.067 | '0.133 0.126
0.114 0.224 0.215
0.246 0.457 0.465
0.390 0.675 0.695
0.491 0.800 0.817
0.605 - 0.903 0.914_-
0.667 0.939 0.948
0.841 10.993 0.990
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