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Abstract—Developing Indoor Positioning System (IPS) has
become an attractive research topic due to the increasing de-
mands on Location Based Service (LBS) in indoor environment
recently. WiFi technology has been studied and explored to
provide indoor positioning service for years since existing WiFi
infrastructures in indoor environment can be used to greatly
reduce the deployment costs. A large body of WiFi based IPSs
adopt the fingerprinting approach as the localization algorithm.
However, these WiFi based IPSs suffer from two major problems:
the intensive costs on manpower and time for offline site survey
and the inflexibility to environmental dynamics. In this paper,
we propose an indoor localization algorithm based on online
sequential extreme learning machine (OS-ELM) to address these
problems accordingly. The fast learning speed of OS-ELM can
reduce the time and manpower costs for the offline site survey,
and more importantly, its online sequential learning ability
enables the proposed localization algorithm to automatically and
timely adapt to the environmental dynamics. The experimental
results show that the proposed localization algorithm can provide
higher localization accuracy than traditional approaches due to
its fast adaptation to various environmental changes.

I. INTRODUCTION

Nowadays, the popularity of social networks and the
widespread usage of mobile devices stimulate the huge de-
mands on Location Based Service (LBS) in both indoor and
outdoor environment. Since GPS is not capable of providing
reliable and precise positioning services in indoor environment
due to the lack of line of sight (LoS) transmission channels
between a satellite and a receiver, wireless indoor localization
has been extensively studied and a number of solutions have
been proposed in the past two decades [1]. IEEE 802.11 (WiFi)
is the most commonly used technology for indoor positioning
because the existing WiFi infrastructures, such as WiFi routers,
are widely available in large numbers of commercial and
residential buildings, and nearly every mobile device now is
equipped with a WiFi receiver. As such, it is low-cost and
practical to develop a WiFi based indoor positioning system
(IPS) to provide LBS in indoor environment. Some proposed
WiFi based IPSs can achieve meter-level localization accuracy
[1] [2].

A large body of existing WiFI based IPSs leverage
fingerprinting-based approach as the localization algorithm.
Fingerprinting-based approach consists of two phases: an
offline training phase and an online localization phase. During
the offline training phase, WiFi received signal strength (RSS)

from various WiFi access points (APs) are recorded at known
locations to build up a WiFi RSS fingerprint database. During
the online localization phase, when a user sends a location
query containing the current WiFi RSS fingerprint, the location
of the user will be estimated by matching the measured
fingerprint with the fingerprints stored in the database, and
the location associated with the matching fingerprint will be
returned as the location estimate.

However, the existing WiFi based IPSs adopting the
fingerprinting-based approach suffer from two major prob-
lems. One is that the site survey involves intensive costs on
both time and manpower during the offline calibration phase.
The other problem is that the fingerprinting-based approach
is not robust to environmental dynamics. Since the WiFi RSS
fingerprint database is built during the offline phase, it cannot
nicely reflect the real-time radio map of the WiFi signals once
the environment is altered during the online phase. Various
environmental factors can interfere the propagation of WiFi
signals severely [2]. It will greatly reduce the localization
accuracy of the entire system.

In this paper, we propose an indoor localization algorithm
based on online sequential extreme learning machine (OS-
ELM) which can not only reduce the time and the manpower
costs for the offline site survey, but also take the environmental
dynamics into account during the online localization phase.
Originating from the batch learning extreme learning machine
(ELM), OS-ELM inherits the advantage of ELM which can
provide good generalization performance at an extremely fast
learning speed [3]. In [4] and [5], an RFID based IPS utiliz-
ing ELM as a fingerprinting localization algorithm has been
verified to give a competitive performance in terms of both
the efficiency and the localization accuracy. In addition, OS-
ELM has the online sequential learning ability which does not
require retraining when new data are received [6]. Differently
from other online sequential learning algorithms such as SGBP
[7] and GAP-RBF [8] which require specific types of hidden
nodes, OS-ELM is able to adapt to various types of hidden
nodes. Therefore using OS-ELM as a localization algorithm
can address the two challenging problems of the existing
WiFi based IPS to a great extent. Its fast learning speed
greatly reduces the time consumptions and the manpower
costs for the offline site survey. In the meanwhile, the online
sequential learning ability of OS-ELM permits the entire



system to provide sufficient localization accuracy even under
the environmental changes.

The rest of the paper is organized as follows. A review of
OS-ELM is provided in Section II. Section III formulates the
proposed localization algorithm. The simulation results and
evaluation of OS-ELM are presented in Section IV. In Section
V, a system overview of our WiFi Based IPS is provided firstly,
and followed by the experimental results and performance
evaluation of the proposed localization algorithm. We conclude
the work in Section VI.

II. REVIEW OF OS-ELM

ELM is a kind of machine learning algorithm based on
a Single-hidden Layer Feedforward neural Network (SLFN)
architecture. OS-ELM on the basis of ELM was developed
for SLFNs with additive hidden nodes [6]. Assume there are
N arbitrary distinct training samples (xi, ti) ∈ Rn × Rm,
where x are the training inputs and t are the training targets
. If a SLFN with L hidden nodes can approximate these N
samples with zero error, there exist βi, ai and bi such that

fL(xj) =

L∑
i=1

βiG(ai, bi,xj) = tj , j = 1, 2, . . . , N, (1)

where ai and bi are the learning parameters of the hidden
nodes, βi is the output weight, and G(ai, bi,xj) is the acti-
vation function which gives the output of the ith hidden node
with respect to the input xj . If the hidden node is additive,
G(ai, bi,xj) = g(ai · xj + bi), bi ∈ R, where ai is the input
weight vector, bi is the bias of the ith hidden node, and ai ·xj
denotes the inner product of the two.

OS-ELM algorithm contains two phases: an initialization
phase and a sequential learning phase. Suppose the network
has L hidden nodes and the data ℵ = {(xi, ti)|xi ∈ Rn, ti ∈
Rm, i = 1, . . . , N.} are presented to the network sequentially.
In the initialization phase, rank(H0) = L is required to ensure
that OS-ELM can achieve the same learning performance as
ELM, where H0 denotes the hidden output matrix for the
initialization phase. The number of training data required in
the initialization phase, N0, has to be equal to or greater than
L, i.e. N0 ≥ L.

Initialization phase: a small chunk of training data ℵ0 is
used to initialize the learning, where ℵ0 = {xi, ti}N0

i=1 ⊆ ℵ
and N0 ≥ L.

Step 1: Randomly assign the input parameters: input weights
ai and bias bi, i = 1, . . . , L.

Step 2: Calculate the initial hidden layer output matrix
H0 = G(a1, b1,x1) . . . G(aL, bL,x1)

... . . .
...

G(a1, b1,xN0
) . . . G(aL, bL,xN0

)


N0×L

(2)

Step 3: Estimate the initial output weight β(0). Since
T0 = [t1, . . . , tN0

]TN0×m, the problem is equivalent to mini-
mizing ‖H0β −T0‖. Noticing that H† = (HTH)−1HT [3],

the optimal solution is given by β(0) = P0H
T
0 T0, where

P0 = (HT
0 H0)

−1, and K0 = P−1
0 = HT

0 H0.
Step 4: Set k = 0, where k is a parameter indicating the

number of chunks of data that is presented to the network.
Sequential learning phase: present the (k + 1)th chunk

of new observations ℵk+1 = {(xi, ti)}
Σk+1

j=0Nj

i=(Σk
j=0Nj)+1

, where
Nk+1 denotes the number of observations in the (k + 1)th
chunk.

Step 1: Compute the partial hidden layer output matrix
Hk+1 =
G(a1, b1,x(Σk

j=0Nj)+1) . . . G(aL, bL,x(Σk
j=0Nj)+1)

... . . .
...

G(a1, b1,xΣk+1
j=0Nj

) . . . G(aL, bL,xΣk+1
j=0Nj

)


Nk+1×L

(3)
Step 2: Calculate the output weight β(k+1). We have

Tk+1 = [t(Σk
j=0Nj)+1, . . . , tΣk+1

j=0Nj
]TNk+1×m. Moreover,

Kk+1 = Kk +HT
k+1Hk+1 (4)

β(k+1) = β(k) +K−1
k+1H

T
k+1(Tk+1 −Hk+1β

(k)) (5)

In order to avoid inverting matrices such as K−1
k+1 in Eq. (5)

in the recursive process, the Woodbury formula [9] is applied
to transform the equations as follows

K−1
k+1 = K−1

k −K
−1
k HT

k+1(I+Hk+1K
−1
k HT

k+1)
−1Hk+1K

−1
k

(6)
Since Pk+1 = K−1

k+1,

Pk+1 = Pk −PkH
T
k+1(I+Hk+1PkH

T
k+1)

−1Hk+1Pk (7)

β(k+1) = β(k) +Pk+1H
T
k+1(Tk+1 −Hk+1β

(k)) (8)

Step 3: Set k = k+1. Go to Step 2 in this online sequential
learning phase.

III. PROPOSED OS-ELM LOCALIZATION ALGORITHM

The proposed OS-ELM approach considers the localization
problem as a regression problem. During the offline calibration
phase, an initial OS-ELM model will be built up. OS-ELM
only requires a relative sparse radio map of WiFi RSS to
construct the model because of its fast learning speed. It can
greatly reduce the time consumption and manpower costs for
the offline site survey. During the online phase, by leverag-
ing the online learning ability of OS-ELM, new WiFi RSS
fingerprints which are collected at some known locations will
be integrated with the initial OS-ELM model to update and
generate a revised OS-ELM model, in order to reflect the
environmental dynamics.

A. Offline Calibration Phase

Suppose ℵ0 WiFi RSS fingerprints are collected at some
known locations during the offline calibration phase. These
WiFi RSS fingerprints and their corresponding physical lo-
cations are adopted as the training inputs x and the training
targets t respectively for OS-ELM offline training. Similarly
to the initialization phase of OS-ELM, the initial OS-ELM



model will be trained as mentioned in Section II. The detailed
steps are illustrated below:

Step 1: Randomly assign the input parameters: input weights
ai and input bias bi.

Step 2: Calculate the initial hidden layer output matrix H0.
Step 3: Estimate the initial output weight β(0).
Step 4: Set k = 0, where k indicates the number of updating

times of WiFi RSS fingerprints that are collected during the
online calibration phase.

B. Online Sequential Learning Phase

During the online sequential learning phase, WiFi RSS
fingerprints are collected at some known locations. These WiFi
RSS fingerprints and their corresponding physical locations
will be adopted as online training samples, and they will be
updated to revise the initial OS-ELM model. The revised OS-
ELM model will be able to adapt to various environmental
changes.

Suppose ℵk+1 WiFi RSS fingerprints have been collected
during the (k + 1)th online calibration, the revised OS-ELM
model will be obtained by the following steps:

Step 1: Calculate the partial hidden layer output matrix
Hk+1.

Step 2: Calculate the output weight β(k+1).
Step 3: Set k = k + 1 for the next online calibration.

C. Online Adaptive Localization Phase

Before any WiFi RSS fingerprints are collected at any
known locations during the online phase, the initial OS-ELM
model will be leveraged to calculated the users’ locations
based on their real-time WiFi RSS fingerprints. After some
WiFi RSS fingerprints are collected at some known locations
during the online phase, the latest revised OS-ELM model will
be used to provide the estimated location of the user.

IV. SIMULATION RESULTS AND EVALUATION

We develop a simulation environment using Matlab R2013a
in order to evaluate the performance of the proposed OS-ELM
approach before any experiment is conducted. We assume a
20m × 20m room where 4 WiFi routers are installed at the
four corners of the room. The most commonly used path loss
model for indoor environment is the ITU Indoor Propagation
Model [10]. Since it provides a relation between the total path
loss PL (dBm) and distance d (m), it is adopted to simulate
the WiFi signal generated from each WiFi router. The indoor
path loss model can be expressed as:

PL(d) = PL0 − 10αlog(d) +Xσ (9)

where PL0 is the pass loss coefficient and it is set to be -
40dBm in our simulation. Xσ represents a zero-mean Normal
random noise with standard deviation σ = 0.5, and α is the
path loss exponent.

During the offline calibration phase, α is set to be 2 in
scenario I and simulated WiFi RSS fingerprints from the 4
WiFi routers are collected at 10 randomly selected offline
calibration points for OS-ELM offline training, with 200 WiFi

Fig. 1. Cumulative percentile of error distance

RSS fingerprints collected at each point. The hardlim function
G(a, b, x) = hardlim(ax + b) is chosen as the activation
function and 380 hidden nodes are selected and put in the
hidden layer during the offline training. The initial OS-ELM
model is obtained after 0.219s training process. In order to
imitate the environmental dynamics in the room, we set α to
be 2.5 in scenario II and 3.5 in scenario III respectively. WiFi
RSS fingerprints are collected at 5 online calibration points
and 5 online testing points under each scenario. 200 WiFi
RSS fingerprints are collected at each point and the positions
of these points are distinct. The updated WiFi RSS fingerprints
at the online calibration points are adopted as online training
samples and leveraged to revise the initial OS-ELM model.

We evaluate the performance of OS-ELM with each online
sequential learning update based on the WiFi RSS fingerprints
collected at the 10 online testing points. The distance error is
used to measure the localization accuracy of the proposed OS-
ELM approach. We define the location estimation error e to
be the distance between the real location coordinates (x0, y0)
and the system estimated location coordinates (x, y), i.e.:

e =
√

(x− x0)2 + (y − y0)2 (10)

Table I illustrates the performance of OS-ELM with each
online sequential learning update in terms of training time,
testing time and average localization accuracy. The compar-
ison of cumulative percentile of error distances between the
initial OS-ELM and the two updated OS-ELM is presented
in Figure 1. It can be easily spotted from Table I that the
average localization accuracy of OS-ELM becomes better
when more WiFi RSS fingerprints at various online calibration
points have been learnt online. The latest updated OS-ELM
can provide 1.794m , which enhances the precision of indoor
localization by 42.18% over the performance of initial OS-
ELM. Furthermore, the online sequential learning of OS-ELM
is very efficient. It only spends 0.014s on average to calculate
the output weights β for newly received 1000 WiFi RSS
fingerprints in each online sequential learning update.



TABLE I
SIMULATION RESULTS OF OS-ELM

Number of
Calibration Points Training Time Testing Time Accuracy
(Offline + Online) (s) (s) (m)

10 + 0 0.219 0.015 3.103
10 + 5 0.148 0.014 2.563
15 + 5 0.139 0.014 1.794

Based on the simulation results and evaluation, we can con-
clude that OS-ELM could provide higher localization accuracy
due to its efficient online sequential learning ability when the
indoor environment is altered during the online phase.

V. EXPERIMENTAL RESULTS AND PERFORMANCE
EVALUATION

A. System Overview

In order to evaluate the performance of the proposed
adaptive OS-ELM approach, extensive experiments have been
conducted. The test-bed is the Internet of Things Laboratory
in School of Electrical and Electronic Engineering, Nanyang
Technological University. The area of the test-bed is around
580m2 (35.1m× 16.6m).

As shown in Figure 2, 8 D-Link DIR-605L WiFi Cloud
Routers are adopted as WiFi access points in the test-bed.
One Android application is developed for collecting WiFi
RSS fingerprints from each access point with the frequency
of once per second. This Android application is installed
on a Samsung I929 Galaxy SII mobile phone. All the WiFi
RSS fingerprints at offline calibration points, online calibration
points and online testing points are collected using this phone
for performance evaluation. During the offline phase, as shown
in Figure 2, 20 offline calibration points are selected and 1000
WiFi RSS fingerprints are collected at each point. These 20000
WiFi RSS fingerprints and their physical positions are adopted
to establish the initial OS-ELM model. During the online
phase, we continue to collect WiFi RSS fingerprints at several
online calibration points and online testing points for five days.
In each day, two distinct online calibration points and two
distinct online testing points are selected in order to reflect
the environmental dynamics. The positions of the 10 online
calibration points and the 10 online testing points are also
presented in Figure 2. Likewise, 1000 WiFi RSS fingerprints
are collected at each point.

B. Comparison between OS-ELM and Batch ELM

It has been shown in [5] that the performance of batch ELM
in terms of the offline training time, the online testing time
and the average localization accuracy are better than classical
machine learning algorithms such as Back-propagation (BP)
algorithm and support vector machine for regression (SVR)
algorithm. Therefore we choose the performance of batch
ELM to be compared with the proposed OS-ELM.

Unlike OS-ELM which can update and revise the initial
OS-ELM model sequentially during the online phase, batch
ELM can only learn the WiFi RSS fingerprints with their

TABLE II
COMPARISON BETWEEN OS-ELM AND BATCH ELM

Number of
Calibration Points Training Time Testing Time Accuracy
(Offline + Online) (s) (s) (m)

Batch ELM

30 + 0 3.515 0.097 4.181

OS-ELM

20 + 0 2.579 0.086 4.330
20 + 2 0.827 0.080 3.775
22 + 2 0.827 0.081 3.596
24 + 2 0.884 0.081 3.437
26 + 2 0.816 0.085 3.124
28 + 2 0.812 0.080 2.928

corresponding locations during the offline phase. After the of-
fline training process, a batch ELM model is obtained. During
the online phase, after feeding the WiFi RSS fingerprint into
the batch ELM model, this model will output the estimated
location of the target. To make a fair comparison, we collect
WiFi RSS fingerprints not only at the 20 offline calibration
points but also at the 10 online calibration points during the
offline calibration phase for batch ELM offline training. 1000
WiFi RSS fingerprints are collected at each point. Based on
our experimental analysis, the hardlim function G(a, b, x) =
hardlim(ax+ b) is chosen as the activation function for both
batch ELM and OS-ELM. 620 hidden nodes are selected and
put in the hidden layer for batch ELM offline training, which
are the same for the initial OS-ELM offline training.

After building up the batch ELM model and the initial
OS-ELM model, we evaluate the performance of these two
approaches based on WiFi RSS fingerprints we collected at the
10 online testing points during the online localization phase.
Table II demonstrates the performance comparison between
batch ELM and OS-ELM in terms of the training time, the
testing time and the average localization accuracy. As shown in
Table II, although the localization accuracy of initial OS-ELM
is slightly worse than that of batch ELM, the offline training
time of OS-ELM is less than that of batch ELM. Initial OS-
ELM saves 26.6% less time than batch ELM, which evidently
reduces the time and manpower costs for offline site survey.
The testing time of batch ELM and OS-ELM are almost the
same.

For the online sequential learning phase, since we collected
WiFi RSS fingerprints at two distinct online calibration points
at each time, the performance of OS-ELM with each online
sequential learning update is also presented in Table II. As
observed from Table II, the average localization accuracy of
OS-ELM becomes better when more WiFi RSS fingerprints
at various online calibration points have been learnt online. In
addition, another noteworthy point is that the online sequential
learning time of OS-ELM is quite fast. It only spends 0.8332s
on average to calculate the output weights β for newly received
2000 WiFi RSS fingerprints in each online sequential learning
update.

With online sequential learning of WiFi RSS fingerprints



Fig. 2. Positions of the WiFi access points, offline calibration points, online calibration points and online testing points in the test-bed

Fig. 3. Cumulative percentile of error distance for different methods

at 10 different online calibration points, OS-ELM can provide
localization accuracy of 2.928m, which enhances the precision
of indoor localization by 30% over batch ELM. The com-
parison of cumulative percentile of error distances between
the latest updated OS-ELM and batch ELM is presented
in Figure 3. Based on our experimental results, under the
environmental changes such as the variation of occupancy
distribution and the opening and closing of doors, OS-ELM is
more robust and adaptive to the environmental dynamics than
batch ELM.

VI. CONCLUSION

In this paper, we proposed an indoor localization algorithm
based on OS-ELM to address the two challenging problems
of the WiFi based IPS: the inflexibility to environmental
dynamics and the intensive costs on manpower and time

for offline site survey. Based on our experimental results,
the fast learning speed of OS-ELM greatly reduced the time
consumptions and manpower costs for the offline site survey.
In the mean while, the online sequential learning ability of OS-
ELM made it possible to reflect and adapt to the environmental
changes quite well.

In summary, OS-ELM can provide higher localization accu-
racy with a fast online sequential learning speed to adjust to
various environmental dynamics compared with the existing
approaches.
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