
UCLA
UCLA Electronic Theses and Dissertations

Title
Theoretical Modeling of Highly Dispersed Catalysts under Reactive Gas Environments

Permalink
https://escholarship.org/uc/item/8r60j0cp

Author
Yan, George Xu

Publication Date
2022
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/8r60j0cp
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORIA 

Los Angeles 

 

 

 

 

Theoretical Modeling of Highly Dispersed Catalysts under Reactive Gas Environments 

 

 

A dissertation submitted in partial satisfaction of the  

requirements for the degree Doctor of Philosophy  

in Chemical Engineering 

 

by 

 

George Xu Yan 

 

2022 

 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 ii 

ABSTRACT OF THE DISSERTATION 

 

Theoretical Modeling of Highly Dispersed Catalysts under Reactive Gas Environments 

 

by 

 

George Xu Yan 

Doctor of Philosophy in Chemical Engineering 

University of California, Los Angeles, 2022 

Professor Philippe Sautet, Chair 

 

In the past decade, highly dispersed catalysts (HDCs) and more specifically single atom 

catalysts (SACs) have become popular in the field of heterogeneous catalysis. Although these 

catalysts efficiently utilize all the active metal in the catalyst, their structure and reactivity are 

inadequately understood. For the structure and stability of HDCs and SACs on metal oxides, the 

sensitivity of the very small clusters and single atoms to their surrounding gas/liquid environment 

results in many accessible states under reaction conditions, rendering simplistic structural models 

unrealistic. The unique chemical properties of the active sites by their lack of metal-metal 

coordination or poor mixing of electronic states with the support shift the free energy pathway of 

catalytic reactions, resulting in nontraditional kinetic behavior. In this dissertation, we use density 

functional theory (DFT), atomistic thermodynamics, and microkinetic modeling to study several 

HDCs and SACs to understand their structure, stability, and reactivity under realistic catalytic 

environments. 



 iii 

DFT-based atomistic thermodynamics were performed to investigate the surface and 

structure of a highly dispersed Rh/CeO2 catalyst. We found that the interaction between Rh and 

the CO gas product induces a counterintuitive redispersion of Rh active sites during the steam 

reforming of methane, reflecting the sensitivity of the Rh single atoms to their surrounding 

environment.  

We further applied the atomistic thermodynamics approach in the simulation of the surface 

structure of a dual single-atom Mo1+Pd1/Co3O4 catalyst. We found that under reducing gas 

environments containing predominantly H2 and H2O, the Co3O4(111) surface becomes 

hydroxylated and Co-enriched. DFT-energetics-based microkinetic modeling of the anisole 

hydrodeoxygenation (HDO) reaction reveals that the hydroxylated and Co-enriched Co3O4(111) 

surface enables the cooperation between the Mo1 and Pd1 sites by allowing the shuttling of H 

through metastable H2O intermediates. 

Finally, we also applied DFT-energetics-based microkinetic modeling in the modeling of 

the hydrogenation of 1-hexyne and hydrogenation/isomerization of 1-hexene over a dilute Pd-in-

Au catalyst. We found that the large barriers for H2 dissociation over Pd1 and for H exchange 

between individual Pd1 sites results in the high selectivity of the dilute Pd-in-Au catalyst for 1-

hexene in the hydrogenation of 1-hexyne, as well as for 2-hexene in the 

hydrogenation/isomerization of 1-hexene. 
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Chapter 1 Research Background 

1.1 Single Atom Catalysts as the Pinnacle of Highly Dispersed Catalysts  

Heterogeneous catalysis plays an important role in both the chemical industry and everyday 

life. From the catalytic converters in our cars to the reforming furnaces in refineries, catalysts 

change the physical state of chemical mixtures and allow the procession of normally kinetically 

prohibited chemical reactions. As the world’s appetite for fuels and commodity chemicals rapidly 

grows, the development of better heterogeneous catalysts for sustainable chemical processes is 

critical.  

 

Figure 1.1 Higher catalyst dispersion improves a catalyst’s efficiency by exposing more metal 

sites and improving catalyst activity in structurally insensitive reactions. 

 

Metal oxide supported late TM nanoparticles and sub-nanometer clusters are popular 

catalysts for the conversion of natural gas and biomass pyrolysis products to commodity 

chemicals, but the active component of these catalysts is typically expensive. As such, a long-

standing goal of metal catalysis research has been to increase catalyst dispersion, defined as the 
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fraction of exposed metal atoms.1 Increasing catalyst dispersion and shrinking the particle size 

improve the catalysts’ efficiency; moreover, smaller particles possess a larger fraction of sparsely 

coordinated catalytic sites, which are highly reactive for structurally insensitive reactions.2, 3 

Although it appears that shrinking the size of supported metal particles can unilaterally improve a 

catalyst’s efficiency in the usage of its precious component, the electronic structure of metal single 

atoms and very small clusters deviate from that of extended metal surfaces, which results in 

drastically different catalytic properties (Figure 1.1).4  

Beyond the electronic structure of the catalytic site, the chemically sensitive nature of 

single atoms and very small clusters, stemming from their low or lack of metal-metal coordination, 

results in unique interactions with the support material and gas molecules.5-14 On a reducible metal 

oxide support, single atoms and very small clusters often exhibit oxidation states deviating from 

the neutral through charge transfer or interaction with surface motifs, such as O vacancies.15, 16 

Upon reaction with certain gases, such as H2, O2, or CO, the supported single atoms or clusters 

may agglomerate or disperse, changing the active sites’ nuclearity.17-19 These vibrant effects 

complicate the modeling of the structure and reactivity of dispersed metal catalysts.  

Through the recent decades, advancements in synthesis, characterization, and theoretical 

methods have allowed researchers to fabricate and understand highly dispersed catalysts (HDCs). 

The most extreme would be the single atom catalyst (SAC), where, at very sparse atomic fractions, 

single noble metal atoms are grafted on or substituted in some catalyst support. In this sense, SACs 

represent the pinnacle of HDCs, where every metal atom can participate in a catalytic reaction.20-

22 Commonly, HDCs and SACs are supported on metal chalcogenides, nitrides, carbides, carbon 

nitrides, or even other metals. Popular metal oxide supports for such catalysts are CeO2, Fe2O3, 

Fe3O4, Co3O4, and others. The continuous development of HDCs and SACs through the past decade 
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has been accounted in several recent reviews.4, 23-25 A brief overview on theoretical studies of the 

structure, stability, and catalytic reactivity of HDCs and SACs will be presented in the following 

sections. 

 

1.2 Theoretical Investigations on the Structure and Stability of HDCs 

 As single metal atoms and very small metal clusters are highly uncoordinated and sensitive 

to both the environment and various motifs on the support surface, it is vital to address their 

structure and stability under the various conditions that the catalyst may be subjected. Theoretical 

investigations have been performed to assess the influence of the support and the environment on 

the structure and stability of single atoms and very small clusters, as well as the influence of single 

atoms on the support. By far, density functional theory (DFT) in the general gradient 

approximation (GGA) is the most prevalently used technique for these investigations as it makes 

a good compromise between accuracy and cost.  

 From the computational perspective, the structure of supported single atoms and very small 

clusters can be addressed by a global optimization. For single atoms and clusters of nuclearity 2~4, 

possible gas phase cluster configurations and their adsorption geometries on surface sites can be 

enumerated. For instance, such a comparison has been performed for the adsorption energy of a Pt 

single atom on the possible binding sites present on a stepped CeO2(111) surface.26 For larger 

clusters and complex surfaces, more sophisticated techniques are required (e.g. Genetic 

Algorithm27, Basin Hopping28, etc.). As a result, the active site may possess many thermally 

accessible metastable configurations.29, 30  

One way to assess the stability of highly dispersed catalysts is by the adsorption energy of 

their active sites on an idealized support surface and by their diffusional barriers. When the energy 
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cost for metal-surface bond breaking is high, the diffusional barrier of metal atoms and very small 

clusters is also high, and the deposited metal atoms and clusters become trapped, making 

aggregation into larger clusters difficult. A kinetic theory of particle growth based on the surface 

diffusivity of adsorbed single metal atoms has been proposed to explain the average size, coverage, 

and distribution of metal particles on oxide surfaces.31 Statistical analyses have shown that the 

diffusional barriers of single metal atoms depend primarily on their binding energies and bulk 

cohesive energies.32 Aside from single atoms, very small clusters may also be mobile on oxide 

surfaces and participate in the particle growth process.33, 34 More generally, the adhesion energy 

between metal particles and the support surface has been used to explain the differences in the 

average particle size and particle density of Ag particles grown on CeO2-x(111) and MgO(100), as 

well as many other metal/oxide surface combinations.35, 36 From the computational perspective, 

metal particle growth on oxide supports has been studied by both mean-field and kinetic Monte 

Carlo (kMC) simulations.37, 38 Statistical analyses of single atoms on metal oxides show that this 

binding energy depends on the O vacancy formation energy of the support oxide and the enthalpy 

of formation of the oxide composed of the supported metal atom.39 This finding points to the 

chemical picture that as the metal atom-O bond becomes stronger and the support metal-O bond 

weakens, the bonds between the adsorbed metal atoms and surface O become stronger. The 

stronger bonding ultimately slows down the agglomeration of the supported metal atoms, retaining 

single atoms or low nuclearity active sites.  

Besides kinetic factors based on the adsorption energy of single atoms and very small 

clusters and their diffusion barriers, situations also exist where they may be thermodynamically 

stable. Through scanning tunneling microscopy (STM), Pt atoms deposited on fully oxidized 

CeO2(111) were found to diffuse to the step edges on the CeO2 film upon annealing and localize 
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at square planar sites.26 DFT calculations found that the adsorption energy at these sites relative to 

gas phase Pt is higher than the cohesive energy of Pt metal.26 As long as the surface stays oxidized, 

Pt aggregates cannot form from these isolated Pt ions. Aside from step edges on the CeO2(111) 

surface, such square planar sites can also be found on the (100) surface. Although (100) is a 

minority surface on CeO2 nanoparticles, it has been found to bind Pt single atoms with a strength 

greater than the cohesive energy of Pt.40, 41 

Besides the proposal of special sites which bind the targeted metal atoms stronger than 

their cohesive energy, theoretical assessments have also been made to account for the gas 

environment on the stability of single atoms and very small clusters. In the 1950s, through infrared 

spectroscopy, it was found that alumina supported Rh catalysts react with CO gas to form single 

Rh(CO)2 units.42 The phenomenon is not exclusive to Rh/Al2O3, as such reactions have also been 

observed for Rh carbonyl clusters supported on zeolites.43 A thermodynamic argument was 

developed to explain the propensity for the formation of CO-liganded Rh sites from Rh 

nanoparticles.44 Here, Gibbs free energy of Rh nanoparticle disintegration is computed by 

subtracting the chemical potential of the gas ligands, the single Rh sites’ configurational entropy, 

and the average energy per atom in the particle from the energy of formation of the monomer 

Rh(CO)2. Surface free energy and the enthalpy of adhesion of the particle to the support are used 

to compute the average energy of an atom in the supported particle. This analysis has been applied 

to calculate the stability of Rh, Au, and Pt single atoms against nanoparticles under CO pressure.44-

46 The disintegration of Au clusters supported on CeO2 by adsorbed CO has also been shown by 

molecular dynamics simulations.47 In general, the thermodynamic stability of supported single 

metal atoms and clusters can be assessed by comparing its free energy of formation to the chemical 

potential of such atoms on the support surface, considering the influence of the gas environment, 
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with the absolute lower bound set by the cohesive energy of the corresponding most-stable bulk 

phase.36, 46, 48 

Although the binary pictures are concise approximations of single atoms and very small 

clusters on model surfaces, their interaction with support surfaces can also change the properties 

of the supports themselves. Substitution of transition metal cations have been performed on the 

CeO2(111) surfaces and their effects on reactivity have been studied.49 For the CeO2(111) surface, 

it was observed that the substitution of mid and late transition metals on CeO2 decrease the Ovac 

formation energy. As a direct consequence, the barrier to activate CH4 is decreased in these 

situations as it is closely tied to the ease of Ovac formation. Besides cation substitutions, small 

clusters may also influence the properties of support surfaces upon adsorption. For instance, it has 

been found that Pt particles deposited on CeO2(111) induces the reverse spillover of O from the 

CeO2(111) substrate onto Pt.50 Computationally, the reverse spillover of O has also been found to 

occur from CeO2(111) onto small Cu clusters.51 Beyond O, the reverse spillover of H from 

hydroxylated g-Al2O3 onto Pt and Pd clusters, as well as from hydroxylated zeolites to Rh clusters 

have been found as well.52, 53  

Besides assessing the stability of supported single atoms and clusters just considering the 

interaction between metal atoms and the support surface, thermodynamic analysis can also be 

performed to find the most stable configurations of supported or substituted single atoms and 

clusters across a wide range of temperatures and pressures.54-57 For instance, these studies have 

been performed on supported and substituted Pd ions on the CeO2(111) surface.55-57 It was found 

that the concentration of O around a substituted Pd ion depends on the O2 chemical potential in the 

surrounding atmosphere. At P(O2) = 1 bar at low temperature, one O vacancy surrounds the the 

substituted Pd site, and the next vacancy is predicted to form above 988 K.56 The situation where 
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three Pd are substituted on the CeO2(111) surface is also predicted to be stable against the 

formation of a grafted Pd trimer under most realistic O2 pressures.55 In both of these situations, the 

metastable O surrounding the substituted Pd are predicted to be important for the activity of 

oxidation reactions. As another example, the preferred binding site of Rh single atoms on rutile 

TiO2(110) has been found to change depending on the surrounding environment.17 Under reducing 

conditions, Rh single atoms prefer to be grafted on the surface, while under oxidizing conditions, 

they prefer to reside in Ti cation vacancies. This type of restructuring has been observed by STEM 

for the Pt atoms on TiO2 as well.18  

From the theoretical investigations discussed, the interactions between the metal single 

atoms/small clusters, the support, and the environment appear heavily convoluted. The interaction 

between metal atoms with support surfaces and the gas environment all affect the stability of the 

active metal atom, while the grafting and substitution of single atoms on support surfaces can even 

induce changes in the chemical properties of the support. Theoretical calculations of metal atom 

adsorption energy, diffusional barrier, and the metal atom’s interaction with gases in its 

environment all contribute to the description of its stability. 

 

1.3 Catalytic Reactivity of SACs and HDCs 

 The kinetics of catalytic reactions over supported single atoms and very small clusters are 

best likened to that over homogeneous catalysts and organometallic complexes. For a homogenous 

catalyst, or a single atom/very small cluster grafted on an inert support, the elementary steps of a 

catalytic reaction will occur on a single site. More generally, as the structure of the active site can 

fluctuate among an ensemble of metastable states, the catalyst’s overall reactivity can be expressed 

as a weighted sum of the Boltzmann-weighted activity of each site.29, 58 For single-site reactions, a 
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first-order mass action rate law with the rate constants evaluated by transition state theory is written 

as the rate of an elementary step, and the reaction kinetics of such catalysts are well described by 

the energetic span approximation.59, 60 The system of first order rate laws naturally lead to a set of 

linear algebraic equations for the steady state concentration of intermediate states, which can be 

solved analytically.61 Rearranging the determinant definition of the matrix inverse, the steady state 

reaction rate can be expressed in terms of a summation (1.1) of the individual energetic spans, 

defined as the difference in Gibbs free energy between intermediate states and transition states: 

TOF = !!"
#

$%&"#$%&' '(

∑ $%&
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&'
.
),+/0

 (1.1) 

 From the full expression of the steady state rate, key energetic spans may be extracted to 

form a simplified and wieldable approximate rate law for the catalytic cycle. The easy 

interconversion between an analytical rate law written in free energy spans and in rate/equilibrium 

constants allows the user to directly extract the apparent activation energy, prefactor, and orders 

of reaction from the energetic span approximation. Overall, the energetic span approximation is a 

straightforward and powerful visual method to assess the catalytic reactivity of single atoms and 

very small clusters.  

 Beyond the energetic span approximation, microkinetic modeling and kMC simulations 

are two techniques that are also used in assessing the reactivity of SACs. The advantage of the two 

techniques is that they can be applied in the case where elementary steps can occur on both the 

SAC and its surroundings support sites. In microkinetic models, the rate of an elementary step is 

expressed as a mean field rate law, whereas in kMC simulations, the spatial distribution of surface 

intermediates is directly taken into account.62 In microkinetic models, the steady state reaction rate 

of the catalyst can be found by integrating the time-dependent coverages, by directly solving the 

system of algebraic equations corresponding to the steady state coverages, or by a combination of 
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both.63-65 In the limit of the reaction only occurring on one site, a microkinetic model should yield 

the same result as the energetic span approximation as they aim to solve the same set of steady 

state algebraic equations. For example, a microkinetic model was constructed and analyzed to 

study CO oxidation over Al2O3-supported Pd1.66 Importantly, it was found that structure of the 

active site under steady state reaction differs from that found atomistic thermodynamics. The 

authors also found, through kMC simulations of the same catalyst, that the oxidation state of the 

Pd1 active site fluctuates during reaction. As such, the measured in situ optical spectra of the active 

site is a weighted average of multiple states of the active site.66  

 

1.4 Thesis Objectives 

 In this dissertation, we seek to investigate both the structure of HDCs and SACs under 

reactive gas environments and their steady state reactivity using state-of-the-art periodic DFT 

calculations, atomistic thermodynamics, and microkinetic modeling.  

Chapter 2 focuses on the structure of a highly dispersed Rh/CeO2 catalyst during the steam 

reforming of methane. The structure and stability of the CeO2(111) support surface and the Rh 

active sites were assessed through atomistic thermodynamics and validated by comparison to 

experimental measurements. Importantly, thermodynamic modeling reveals that CO gas product 

in the reaction environment is responsible in the re-dispersion of large Rh particles into Rh clusters 

of 1~3 Rh in size.  

Chapters 3 and 4 focus on the structure and reactivity of a dual single-atom Pd1/Mo1/Co3O4 

catalyst in the hydrodeoxygenation (HDO) of anisole. The structure of the Co3O4(111) surface was 

first modeled using atomistic thermodynamics and compared to spectroscopic measurements. 

Next, the structure of the Pd1 and Mo1 active sites and the anisole HDO mechanism over both 
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active sites were investigated as well. Finally, the catalyst reactivity was assessed using both the 

energetic span approximation and microkinetic simulations. It was found that the steady state 

anisole HDO reaction occurs through a H-spillover-mediated mechanism where H2 dissociates on 

Pd1 but the hydrogenation of dissociated anisole occurs on Mo1. 

Chapters 5 and 6 focus on the reactivity and selectivity of 1-hexyne hydrogenation and 1-

hexene hydrogenation/isomerization over a dilute Pd-in-Au alloy catalyst. For the 1-hexyne 

hydrogenation of Pd1Au(111), the overall reactivity, product selectivity, orders of reaction, and 

apparent activation energy were evaluated through microkinetic simulations and compared to 

experimental observations. For the hydrogenation/isomerization of 1-Hexene, the selectivity and 

degree of H/D exchange were assessed through microkinetic simulations as well. It was found that 

the large barriers of H2 dissociation over Pd1 ensembles and of H spillover between individual Pd1 

sites are responsible for the selectivity of the dilute Pd-in-Au catalyst.  
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Chapter 2 Reaction Product-Driven Restructuring and Assisted Stabilization of a 

Highly Dispersed Rh-on-Ceria Catalyst 

2.1 Introduction 

Heterogeneous catalysts, commonly formed by particles of active metals deposited on a 

high surface area support, are of central importance for chemical production and energy 

transformation. Controlling the structure of a heterogeneous catalyst’s active sites is critical to 

maintaining its activity.4, 23 The surface composition and morphology of a catalyst can be strongly 

affected by the reaction environment, such as the change in the reducing or oxidizing capability of 

a reactant gas or of the temperature.67-69 At high temperature, oxide-supported metal nanoparticles 

can sinter,44, 45 and even the oxide support can undergo a phase transition.70 At the atomic scale, a 

catalytic reaction event typically occurs on a specific site, consisting of one or more atoms of the 

metal particle and potentially involving atoms of the support at the metal particle’s periphery, at a 

given temperature in the gaseous environment. To optimize the use of precious metals, a large 

effort has been made recently to create highly dispersed supported catalysts, in the form of small 

clusters.4 Downsizing to the single atom extreme has significantly benefited structurally insensitive 

catalytic reactions that occur on large metal particles;3, 4, 23, 71 however, these catalysts can be 

strongly susceptible to sintering during reaction.72 Therefore, understanding the structural 

dynamics of a highly dispersed supported catalyst under a specific catalytic environment and 

determining factors that maintain the high dispersion are crucial to the rational design of efficient 

and robust heterogeneous catalysts.  

Here we report the evolution of coordination and chemical environments of initially 

prepared singly dispersed Rh atoms anchored on CeO2 (Rh1/CeO2) driven by the reduction 

pretreatment step of the catalyst and then by the catalytic conditions to demonstrate the 
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predominant impact of the partial pressure of a product gas on the formation and preservation of 

highly dispersed Rhm (m=1-3) cluster active sites during catalysis. We find that although the 

freshly prepared Rh1 single atoms anchored on CeO2 (Rh1/CeO2) transform into Rh nanoparticles 

(Rh NP/CeO2) after H2 reduction pretreatment, the CO generated by the steam reforming of 

methane (SRM) reaction (CH* + H+O → CO + 3H+) breaks down the Rh NPs into highly 

dispersed sub-nanometer CO-liganded Rh sites, Rhm(CO)n (m=1-3, n=2-4). The atomistic  first 

principles modelling, addressing the hidden evolution of catalytic sites at atomic scale driven by 

pressure of product gases. 

 

2.2 Methods 

2.2.1 DFT Calculations 

Periodic DFT calculations were performed with the Vienna ab-initio simulation package 

(VASP), version 5.4.1.73-75 The exchange-correlation energy was calculated using the Perdew-

Burke-Ernzerhof functional.76 Spin polarization was used in all calculations. A dipole correction 

in the z direction was used for surface calculations. The projector-augmented wave (PAW) method 

was used to describe the core electrons.77, 78 The Kohn-Sham orbitals were expanded using a set of 

plane waves with kinetic energy up to 600 eV. The electronic structure was considered converged 

when the electronic energy difference between consecutive SCF steps falls below 10-6 eV. The 

surface and molecular structures were considered converged when the Hellman-Feynman forces 

on atoms fall below 0.02 eV/Å. To correct for the self-interaction error of the Ce 4f electrons, a 

Hubbard-like on-site repulsion term was added using the approach of Dudarev et al. (DFT+U), 

with Ueff = U – J = 4.5 eV.79, 80 Using a parabolic equation of state, the lattice parameter of CeO2 

was found to be 5.502 Å, close to reported values.81   
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(2 ´ 2), (√7 ´ √7), (3 ´ 3), (3 ´ √7) and (4 ´ 4) unit cells of CeO2(111) containing 3 O-Ce-

O tri-layers were used in the calculations.81-83 For these periodicities, the Brillouin zone was 

sampled using (3 ´ 3 ´ 1), (3 ´ 3 ´ 1), (2 ´ 2 ´ 1), (2 ´ 2 ´ 1), and (2 ´ 2 ´ 1) gamma-point-

centered k-meshes respectively.84 The sensitivity of stable surface structures on the choice of Ueff 

was assessed by calculations using another Ueff value (3.67 eV) benchmarked against single point 

calculations using the HSE06 hybrid functional.85, 86 Single point HSE06 calculations were 

performed from converged PBE+U (Ueff = 4.5 eV) geometries. The Brillouin zone was sampled 

using a 2-fold reduced (VASP commands: NKREDX = 2, NKREDY = 2), gamma point centered 

(2 ´ 2 ´ 1) mesh.87 The (3 ´ 3) cell was used to simulate the Rh active sites. The bottom tri-layer 

was constrained to bulk positions in structural optimizations.   

Vibrational modes were calculated using the finite difference method with a step size of 

0.015 Å. Factors of 0.9828 and 1.0086 were multiplied to OH and CO stretching modes 

respectively when comparing calculated vibrational frequencies to experimental values. Core level 

shift calculations were performed using both the initial state approximation (ISA) and the final 

state approximation (FSA). In the ISA, the vacuum-aligned Rh 3d eigen energies are directly 

compared to each other. Lowering the Rh 3d eigen energy results in a positive CLS. In the FSA, 

one 3d electron is assumed to be excited by absorption of the incident photon. The core electron 

binding energy (ECL) is defined as ECL = E(N-1) – E(N), where E(N-1) is the energy of the assessed 

structure after excitation, and E(N) is the energy before excitation.88 The final state CLS is 

computed by taking the difference between the ECL of the assessed structure and the ECL of a Rh 

atom in the 3rd layer below the surface of a 7-layer (3 ´ 3) Rh(111) slab. For reference, by the final 

state approximation, the CLS of a bulk-like Rh3+ ion below the Rh2O3(0001) surface is 0.99 eV.  

Structural visualizations were performed using the VESTA program.89 
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2.2.2 Modeling the Ceria Surface and Rh Active Sites 

The most stable CeO2(111) surface structure under reaction conditions was determined by 

minimizing surface free energy under the reaction gas environment.90, 91 The Ce3+: Ce4+ ratio was 

limited to 1:1 in the two outermost CeO2 tri-layers to simulate surface reduction. Surface and 

subsurface Ovac and adsorbed H on surface O were included as the possible surface motifs. Bulk 

CeO2, H2 gas and H2O gas were used as Ce, H, and O reservoirs in calculating surface free energy 

(Supplementary Note 6). The simulated Rh active sites were compared to each other by their Gibbs 

free energies of formation, normalized by each site’s Rh nuclearity.54, 55 For a given Rh site, the 

hydroxylated CeO2(111) surface, H2 gas, H2O gas, CO gas and hypothetical supported Rh13 clusters 

were chosen as the Ce, H, O, C, and Rh reservoirs (Appendix A.1). 

The thermodynamically controlled assumption of the CeO2(111) surface structure was 

made based on reported experimental observations and reported reaction barriers of elementary 

redox processes.92-94 Reduced CeO2(111) surfaces in (3 ´ 3) periodicity were searched based on 

rules developed from observations in literature and patterns found for representative surfaces.81-83, 

95-101 First, using the s-xyz-w notation of Murgida et al., the most stable Ovac-containing surfaces 

should contain minimal x+y+z and w. Second, when OH groups and Ovac coexist, the two prefer 

to segregate. Third, when multiple vacancies are present, Ce3+ ions prefer to cluster near a single 

vacancy. Fourth, Ce3+ ions prefer to localize near OH groups. And fifth, Ce3+ ions near an Ovac 

prefer to stay out of the Ovac’s first coordination shell. 

For a given stoichiometry, all structure combinations were first generated without 

considering the arrangement of Ce3+ ions, sorted by rules 1 and 2 and optimized without 

specification of initial magnetic moments. The most stable structures found using this method were 

selected, and favorable Ce3+ localization patterns were generated and optimized using rules 3, 4, 
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and 5. In this set of calculations, a set of plane waves with kinetic energy up to 400 eV was used, 

the Brillouin zone was sampled using only the Gamma point, the electronic energy difference 

between consecutive SCF steps was converged to 10-5 eV, and the forces on atoms were converged 

to below 0.05 eV/Å. 

The Rh active sites were searched by first computing the ligand-free Rh single atom or 

cluster binding sites on the fully hydroxylated surface, then checking the possible CO/H ligand 

configurations on the stable Rh sites. A small representative set of OH-liganded Rh1, Rh2, and Rh3 

structures were optimized as well, but we did not find them to be as stable as CO or H-liganded 

Rh single atoms and clusters. In this set of calculations, a set of plane waves with kinetic energy 

up to 450 eV was used, the electronic energy difference between consecutive SCF steps was 

converged to 10-6 eV, and the forces on atoms were converged to below 0.05 eV/Å.  

The surface energy or Gibbs free energy of formation of each structure consists of the 

translational & rotational components of their gas constituents and vibrational components of the 

gas constituents and corresponding surface motifs (Appendix A.2, Figure A.1~A.7, and Table 

A.1). For supported Rh sites, the configurational entropy of Rh (Appendix A.3 and Figure A.8), 

the chemical potential of Rh atoms (Appendix A.4 and Figures A.9~A.10), and a back bonding-

based penalty for the adsorption energy of CO (Appendix A.5, Figure A.11~A.12, and Tables 

A.2~A.9) were included as well. 

Vibrational contributions to Gibbs free energy were computed in two ways (Appendix 

A.2). In the screening of CeO2 surface structures and supported Rh sites and the construction of 

(Figures 2.1 and A.15), vibrational contributions were estimated based on the formation of six 

types of motifs: surface & subsurface O vacancies, H adsorbed on surface O, H adsorbed on Rh, 

and CO adsorbed on Rh pointing towards or away from the surface. The average margin of error 
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of this approach was up to kBT per motif from the harmonic oscillator approximation (Figure A.7). 

To construct the final T/PCO stability diagram of Rh sites (Figure 2.2), the harmonic oscillator 

approximation was used instead. 

Rh13 was chosen as the Rh chemical potential reference due its resemblance to the Rh 

coordination environment found by EXAFS after H2 pretreatment.102 The Rh chemical potential 

was computed based on the cohesive energy of the Rh13 cluster, its Gibbs free energy of adsorption, 

and the configurational entropy of Rh13 clusters (Appendix A.4). 

It is well-known that the PBE functional overpredicts the strength of transition metal d 

state-CO 2π* orbital back bonding.103 Many methods have been employed to correct this 

problem.104-106 Here, the singlet-triplet transition energy (ΔEST)-based method of Sumaria et al. was 

developed and employed for the Rh active sites, where a linear trendline was fitted between the 

CO adsorption energy correction and the relaxed C-O bond length (Appendix A.5).107 The CO 

adsorption energy correction brings the CO adsorption energy values closer to those obtained from 

higher level calculations.43  
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2.3 Results and Discussion 

2.3.1 Surface Structure of the CeO2 Support and Structural Evolution of the Rh/CeO2 

Catalyst 

 

Figure 2.1 Structure and stability of the CeO2(111) surface under gas pressure of H2 and H2O 

vapor. (a) Surface structures formed in a gas environment of H2 and H2O at different chemical 

potentials. (b and c) Top and side view of CeO2(111) passivated with OH groups, corresponding 

to zone 1C in (a). (a) consists of three main phases, including solely hydroxylated regions (1A, 

1B, 1C: 2.54, 5.09, 7.63 OH/nm2, beige-colored regions; a coverage of 4.24 OH/nm2 is stable in a 

sliver between regions 1A and 1B), OH/Ovac mixed regions (2A: 0.85 Ovac/nm2 & 1.70 OH/nm2, 

2B: 0.85 Ovac/nm2 & 2.54 OH/nm2, 2C: 3.39 Ovac/nm2 & 0.85 OH/nm2, magenta-colored regions), 

and solely Ovac-containing regions (3A: 1.91 Ovac/nm2, 3B: 3.39 Ovac/nm2, cyan-colored regions). 

The olive-colored hatched region is associated to possible pressure under which SRM could be 
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performed, from Pi ~ 10-2 bar to Pi ~ 101 bar; the steady state SRM gas environment at 500 °C is 

marked as a red dot (ΔμH2 = -1.17 eV, ΔμH2O = -1.65 eV, calculated using the translational and 

rotational contributions, assuming PH2 = 0.14 bar and PH2O = 0.11 bar).  The reaction condition falls 

in the region where the CeO2(111) surface is hydroxylated. 

 

To model the Rh/CeO2 catalyst, we first examined the structure of the CeO2(111) surface. 

In brief, the catalyst was characterized by AP-XPS during pretreatment in 5% H2 at 500 °C, where 

a peak at 532.0 eV was observed in the O 1s spectrum and assigned to the Osurf* atom of H¢-Osurf*-

Ce3+-O (Osurf* denotes “host” O originally on the surface, while H¢ denotes “guest” H). AP-XPS 

of the catalyst under steam reforming conditions reveal the formation of another type of surface 

hydroxyl groups: a peak at ~531 eV assigned to O¢ of H¢O¢-Ce3+-O. More details can be found in 

ref108. These observations are consistent with our thermodynamics calculations based on density 

functional theory (DFT), which suggest that CeO2(111) is hydroxylated during catalysis, and the 

topmost Ce4+ cations of the CeO2 surface are reduced to Ce3+ under the realistic H2 and H2O 

pressures experienced by the catalyst during steady state SRM at 500 °C (Figure 2.1). CeO2(111) 

was chosen as the facet to build the structural models for computational studies as the (111) facet 

is the main surface exposed on CeO2 nanoparticles. The insensitivity of the predicted surface 

structure to the choice of Ueff as well as DFT-based spectroscopic calculations further support the 

presence of surface hydroxyls on the CeO2 support under catalytic conditions (Section A.6 and 

Figures A.1~A.16).  

Aside from the structural evolutions of the CeO2 support, the Rh active sites also experience 

significant changes during the H2 pretreatment and steam reforming of methane. The chemical 

structure of Rh atoms in Rh/CeO2 catalyst was primarily characterized by EXAFS and summarized 
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here.109 For the as-prepared Rh/CeO2 catalyst, only one major peak at 2.03 Å was observed in the 

range of 0-4 Å in the Fourier transformed r-space EXAFS spectrum at the Rh K-edge. On average, 

a Rh cation in the as-synthesized catalyst was found to only have 6.73±0.4 oxygen atoms in its 

first shell. Upon reduction in H2 at 500 ˚C, a new peak at 2.66 Å, assigned to Rh-Rh bonds forms 

in the r-space EXAFS spectrum, while the Rh-O peak at 2.05 Å weakens. On average, 5.7±0.7 Rh 

atoms in the first shell of a Rh atom contribute to the peak at 2.66 Å. Finally, during the steam 

reforming of methane at 500 ˚C, the r-space EXAFS spectrum consists of a primary peak at 2.04 

Å assigned to Rh-O bonds and a relative weak peak at 2.57 Å assigned to Rh-Rh bonds. The 

coordination number of Rh to Rh and that of O to Rh under this environment are 1.4 and 5.3 

respectively. The distinct differences in CN(Rh-Rh) and CN(O-Rh) between H2 pretreatment and 

the steam reforming of methane show that the Rh NPs formed under H2 reduction are redistributed 

during reaction. Further analysis by the Wavelet transformation of the EXAFS Rh K-edge spectra 

suggest that the coordination environment of Rh during catalysis is different from either Rh2O3 or 

Rh metal NPs. Clearly, the chemical and coordination environments of Rh atoms indicate a second 

restructuring; the Rh NPs re-disperse into smaller Rh clusters which represent the steady state 

active sites of the catalyst. 
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2.3.2 Understanding Active Site Stabilization at the Atomic Scale 

 

Figure 2.2 Structure and stability of Rh active sites. Theoretical modeling of the evolution of the 

Rh active site under catalytic conditions as a function of catalysis temperature (T) and CO pressure 

(PCO)by holding the chemical potentials of gas phase H2 and H2O constant as those during SRM at 

500 °C (See Figure 2.1). (a) Theoretically proposed stable Rh species; the SRM condition at 500 

°C (PCO=0.045 bar) is marked with a green dot with bars representing possible variations in T and 

PCO. As CO pressure decreases, Rh3(CO)3 transforms to Rh3(CO)2 and then Rh3 H1. (b) Gibbs free 

energy of formation of the most stable Rh-based sites as a function of catalysis temperature (T) 

and CO pressure (PCO); the full black line marks the transition between supported Rh nanoparticles 

and highly dispersed Rhm(CO)n clusters, below which the Rhm(CO)n species is more stable than the 
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Rh nanoparticle. We find the Rh3(CO)3 cluster to be close to the Rh nanoparticle in stability under 

catalytic conditions. For reference, the stability of the Rh3(CO)3 site is shown in Figure A.17. (c-

g) Atomic-scale geometries of Rh sites present in (a). (c) Rh3H1. (d) Rh3(CO)2, (e) Rh3(CO)3, (f) 

Rh3(CO)4, and (g) Rh1(CO)2. 

 
The experimentally observed structural evolution at the atomic scale of Rh-based catalytic 

sites during catalysis is explained by our atomistic modeling. Using DFT calculations, we 

computed the structures of Rh1, Rh2, and Rh3 active sites, with H, OH and CO as possible ligands 

generated during catalysis. We considered a large number of liganded cluster structures (more than 

500) on the hydroxylated CeO2(111) surface, including structures with an O vacancy surrounding 

the Rh site; we found the formation of such an O vacancy to be exergonic in the presence of Rh. 

By holding the chemical potentials of H2 and H2O constant, the influences of CO pressure (PCO) 

and temperature on the structure and composition of the clusters were explored through atomistic 

thermodynamics (Figure 2.2). 
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Figure 2.3 Relative stability of Rhm(CO)n sites in the reaction environment. The ensemble of Rh 

sites generated during the SRM reaction at 500 oC (see Figure 2.2), ordered by Gibbs free energy 

of formation relative to the most stable Rh3(CO)3
+ site (line color/site type: gray/Rh3; blue/Rh2; 

red/Rh1). A 3kBT region is shaded in green to indicate the thermally accessible structures. The 

Rh3(CO)3 clusters are more stable than Rh2(CO)3 and Rh1(CO)2 sites in the reaction environment. 

 

Under the steady state catalytic conditions at 500 °C (Figure 2.2a), we find that ensembles 

of distinct CO-liganded Rh clusters are generated, including low energy metastable ones (Figure 

2.3 and Section A.7).58 Rh3(CO)3 is the most stable and hence most probable cluster based on our 

calculations of the Gibbs free energy of formation. In the ensemble of Rh active site structures, the 

Rh3(CO)3 sites are more stable than both Rh2(CO)3 and Rh1(CO)2 (Figure 2.3); thus, the Rh trimers 

likely make up the majority of the active sites. Consistent with the reaction-driven redispersion of 

0.00 eV/Rh 0.02 eV/Rh 0.22 eV/Rh 0.41 eV/Rh
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Rh nanoparticles uncovered experimentally, the thermodynamic calculations suggest that small 

Rh2/Rh3 clusters can be stabilized by interaction with CO, a product of SRM. When comparing the 

stability of these small trimers to larger Rh nanoparticles (NP), we found that the SRM reaction 

condition at 500 °C, marked with a green cursor, lies next to the phase boundary between the 

stability domain of the Rh NPs and of the CO-liganded Rh sites, Rhm(CO)n (Figure 2.2b). 

Although our thermodynamic analyses have identified that the reaction-generated CO are 

crucial for the stabilization of small Rh clusters, the influence of the CeO2 support cannot be 

understated. Numerous studies have shown that the nature of the catalyst support surface in a 

reactive environment strongly affects the structure of supported metal atoms and nanoparticles.17, 

18, 35, 48 To assess the role of the support, we calculated the reaction internal energy to form Rh3(CO)3 

from a free Rh3 cluster and three CO molecules on one hydroxylated surface containing 5.09 

OH/nm2 without Ovac (Region 1B in Figure 2.1a, see also Figure A.18a) and one containing 5.09 

OH/nm2 with 0.85 Ovac/nm2 (Figure A.18b). The reaction energies for the formation of Rh3(CO)3 

were found to be -10.58 eV and -10.90 eV, respectively. This difference suggests that the presence 

of an O vacancy renders the reaction energy for the formation of Rh3(CO)3 slightly more favorable 

by 0.11 eV/Rh. We further compared the interaction energy between the Rh3(CO)3 cluster and the 

support CeO2(111) surface (Figure A.18c), which was found to be -8.03 eV, to the interaction 

energy between the Rh3(CO)3 cluster and the support CeO2(111) surface with an O vacancy in the 

Rh3(CO)3’s vicinity (Figure A.18d), which was found to be -6.63 eV. These interaction energies 

are calculated by detaching the cluster from the surface without any structural relaxation of the 

obtained fragments. The existence of an O vacancy hence in contrast weakens the interaction 

energy by 0.47 eV/Rh atom but allows the cluster and surrounding support atoms to adopt a less 

deformed, intrinsically more stable, configuration. As a net result, the oxygen vacancies of CeO2 
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surface can cooperate with the CO ligands to slightly stabilize the formation of small Rh3(CO)3 

clusters. 

Thermodynamic stability calculations of the Rh active site show that the ligand structure 

of the Rh active site is sensitive to the CO chemical potential. Starting from the steady state 

catalytic environment (Figures 2.2a and 2.2b) with Rh3(CO)3 as the most stable species (Figure 

2.2e), two ligand restructuring events (labeled 1 and 2 and marked with left pointing arrows in 

Figure 2.2a) may occur when PCO is decreased while the temperature is held constant at 500 ˚C. 

In these two events at 500 ˚C, the active site loses CO ligands. In event 1, one CO ligand is lost 

when PCO falls below 10-3 bar, forming Rh3(CO)2 (Figure 2.2d). Event 2 occurs when PCO falls 

below 10-5 bar, where the Rh3(CO)2 site loses its remaining CO ligands to form the Rh3H1 site 

(Figure 2.2c). If the pressure of CO was increased starting from steady state condition, one 

additional CO is predicted to attach to the Rh3(CO)3 site when PCO rises above 10-1 bar, forming 

the Rh3(CO)4 site (Figure 2.2f). Importantly, both the Rh3(CO)2 and Rh3H1 sites are metastable 

compared to the Rh nanoparticle, while the Rh3(CO)3 and Rh3(CO)4 are similarly stable (Figure 

2.2b). This difference among thermodynamic stabilities in Figure 4a underlines the key role of CO 

on the stability of the Rh active site. The predicted PCO-dependent restructuring is consistent with 

a theoretically predicted decreasing trend in the frequency of the principal CO stretching mode, 

along the order of Rh3(CO)4
 > Rh3(CO)3 > Rh3(CO)2

 (Section A.8 and Figure A.19).  
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2.3.3 Pressure-Dependent Formation of Rhm(CO)n Clusters 

 

Figure 2.4 Reversible restructuring of the Rh active sites. CO product pressure-driven 

restructuring of Rh catalytic sites. (a) Three series of variations of CO pressure at 500 °C marked 

on the theoretical PCO-T phase diagram (upper portion adopted from Figure 2.2a). (b) DRIFTS 

spectra (b1-b9) at 500 °C under SRM catalytic condition. Series 1: b1-b9, a transient pulse of CH4 
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reactant (equivalent to 0.1 ml CH4, STP) composed of 1% CH4 and 99% Ar was introduced to the 

catalyst by mixing the pulse with flowing water vapor formed by flowing Ar (99.999%) through 

water of 25oC. No external CO source was introduced before and during Series 1. Series 2: b10-

b14, spectra in a flow of CO (1%) balanced with Ar. Series 3, spectra (b15-b20) being purged with 

argon as a function of time. The background spectrum for DRIFTS study was collected on the 

catalyst surface under Ar and water vapor flow at 500 oC. In Series 1, 20 ml/min of water vapor 

containing 3% vapor was continuously flowing through the reaction cell, CH4 gas (1% CH4 in Ar) 

was pulsed to mix with water vapor. The DRIFTS spectra were taken as a function of time without 

CH4 in the flow. At the t=2 min (b1), the vibrational features in the 2050-1850 cm-1 region, assigned 

to Rh3(CO)3, were clearly observed as CO was generated from SRM at 500oC. These experiments 

overall show the formation of Rh3(CO)3 to be reversible. 

 
The predicted PCO-dependent restructuring of the catalytic sites at 500 ˚C was also 

experimentally observed by operando DRIFTS studies, where CO was produced by the reaction 

between the flowing H2O vapor and pulsed CH4 at 500 ˚C. In series 1 of Figure 2.4b, CH4 was 

only provided through a pulse; thus, no more CO was continuously produced. Since water vapor 

was continuously flowing through catalyst, the partial pressure of CO (and the chemical potential 

of CO) around the catalyst progressively decreased. The time-dependent vibrational signatures 

show that the Rh3(CO)3 clusters progressively restructure to CO-ligand-free Rh clusters as 

illustrated in Figure 2.4a (Series 1). The transformation of Rh3(CO)3 to a CO-ligand-free Rh 

cluster was evidenced by the evolution of CO vibrational feature. The CO stretching frequencies 

of Rh3(CO)3
 obviously shift to lower values, and their intensities decrease along the decrease of 

CO pressure (Figure 2.4b, b1-b9), as marked with the red arrows in Figure 2.4b, b1-b9. 
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The key role of CO in maintaining the highly dispersed Rh3(CO)3 catalytic sites was further 

confirmed by the reversible restructuring of the Rh site observed in two additional series of 

experiments in Figure 2.4b. Upon the disappearance of n(CO) peaks in the range of 2050-1850 

cm-1 at 500 °C (Figure 2.4b, b9), Rh clusters without CO ligand form at the end of Series 1. Once 

CO was introduced to the catalyst as a steady flow (at the 31st min, 1% CO), the Rh clusters 

immediately restructured to Rh3(CO)3 (Spectrum b10 in series 2 of Figure 2.4b). This restructuring 

is evidenced by the immediate reappearance of v(CO) peaks at 2010 cm-1 and 1920 cm-1 in Series 

2 (Figure 2.4b, b10). The produced structure experiences nearly no change as long as CO is 

continuously flowing through the catalyst (Figure 2.4b, b10-b14). Notably, these CO vibrational 

frequencies are distinct from chemisorbed CO on the (100) or (111) surfaces of Rh.110 At the end 

of series 2 (the 21st min of the series 2 in Figure 2.4b), the flowing CO was replaced with flowing 

He; the progressive decrease of CO concentration in series 3 resulted in the restructuring of 

Rh3(CO)3 to Rh clusters without CO ligand. The series 1 (under non-steady state catalytic 

condition) and series 3 (under the same temperature and CO pressure as DFT modelling) exhibit 

the same evolution of CO vibrational features, suggesting that CO pressure is the main driving 

force, regardless of CO produced from CH4 reforming or from external environment. Overall, the 

formation and restructuring of the Rh active site, Rh3(CO)n can be reversed by changing the 

chemical potential of CO surrounding the catalytic site. 

 

2.4 Conclusion 

In conclusion, this work demonstrated that the structure of the Rh nanoclusters supported 

on CeO2 evolves depending on the partial pressure of product CO in the gas environment to which 

the catalyst is subjected. Beyond the Rh/CeO2 catalyst studied in our work, the restructuring 
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capability of CO on metal catalysts has been shown in systems where CO was a reactant.67-69, 111 

CO has been found to induce the restructuring of stepped Pt surfaces to CO-covered Pt clusters 

with size of 2.1-2.2 nm.68 For Cu, a metal with a weaker cohesive energy than Pt, CO can even 

fragment the close-packed Cu(111) surface into nm-sized CO-covered clusters that can activate 

H2O.111 In our system, the singly dispersed Rh cations in the as-prepared catalyst transform to Rh 

NPs after reduction by H2, but CO, a product formed from steam reforming of methane, can re-

disperse Rh atoms of the Rh NPs into catalytically active CO liganded Rh3 clusters during 

catalysis. As evidenced by first principles atomistic thermodynamic calculations and in 

situ/operando spectroscopy, the CO product gas produced by the SRM plays a crucial role in 

inducing and maintaining the highly dispersed active sites, Rh3(CO)n of this Rh/CeO2 catalyst. This 

work demonstrates the necessity of including product molecules as a factor in identifying the active 

sites under catalytic conditions. 

  



 29 

Chapter 3 The Surface Structure of Co3O4(111) under Reactive Gas Phase 

Environments 

3.1 Introduction 

Co3O4 is a versatile metal oxide capable of being both a catalyst support for single noble 

metal (NM) atoms, metal clusters, and a catalyst itself.112, 113 The catalytic properties of Co3O4 have 

been studied extensively. In thermal catalysis, Co3O4 is found to be active for low temperature 

CO/hydrocarbon oxidation, NOx reduction, N2O decomposition, and selective catalytic reduction 

of NO with NH3.112, 114 Most groups have attributed the material’s extraordinary oxidation activity 

to its reducibility. On the other hand, NO reduction by H2 can be performed over various 

NM1/Co3O4 catalysts, where Co3O4 acts as the support.115 One promising application of the (111) 

surface is the oxidative dehydrogenation (ODH) of alkanes.116, 117 The (111) surface has recently 

been shown to have good selectivity for ethane ODH against combustion.118 

 

Figure 3.1 Side view of Co3O4 through the [111] direction. From truncating the Co3O4 bulk, a total 

of six possible terminations of the (111) surface can be made. This surface is a type III surface by 

Tasker’s definitions, where the group of the six labeled layers is stoichiometric when stacked but 

has a net dipole in the z-direction. 
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Bulk Co3O4 has the normal spinel structure and an indirect band gap. Co2+ in tetrahedral 

(Td) sites are in the quadruplet spin state while Co3+ in octahedral (Oh) sites are in the singlet spin 

state.119 Co2+ ions aligned on the same (111) plane have the same spin direction, and these (111) 

planes are antiferromagnetically aligned in the bulk.120 Experimentally, Co3O4 particles calcined at 

673 K expose (100), (110), and (111) surfaces in similar portions.121 In the case of the (111) surface, 

it is polar and can be terminated by Co in tetrahedral sites (Co-Td), octahedral sites (Co-Oh), O2-, 

or a mix of the three for a total of six unique bulk-truncated terminations (Figure 3.1). Thin films 

exposing O2- and Co-Td relax inwards to compensate for the surface dipole.122, 123 The relative 

stability of bulk-truncated low miller index Co3O4 surfaces have been examined by various studies 

under purely oxygen-containing environments.121, 124-126  

 Experimental characterization of the Co3O4 surface is a challenging task. Busca et al. 

obtained IR spectra of the surface after diluting the sample with KBr and activating under vacuum. 

Vibrational modes in the fingerprint region (<1000 cm-1) were present, but the overall IR 

transmission window is severely limited.127 High temperature evacuation or H2 reduction were 

found to widen this window, but carry the risk of reducing the Co3O4 sample to CoO. To mitigate 

this problem, alternative characterization techniques can be used, but they are generally limited to 

ultra-high vacuum (UHV).128 Although x-ray photoelectron spectroscopy (XPS) can now be 

performed at ambient pressures, it is still difficult to identify types of surface O because OH-, CO3
2- 

and defective O all have similar O 2p binding energy.113, 128-131 Petitto et al. used XPS and high-

resolution electron energy loss spectroscopy (HREELS) to study surface OH created on (111)-

terminated single Co3O4 crystals after annealing in H2O.132 Schwarz et al. probed Co3O4(111) 

epitaxial films using XPS and infrared reflection absorption spectroscopy (IRAS) after exposing 
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them first to D2O or CO.133, 134 To summarize, experimental characterization of the Co3O4(111) 

surface can only provide a limited view of the surface at low pressures. These difficulties highlight 

the importance of theoretical studies for understanding surface structure, especially outside the 

limits of experimental characterization. 

 Although many computational studies have been performed on the Co3O4(111) surface 

using density functional theory (DFT), they generally lack three considerations. First, only a few 

studies regard the magnetic structure, even when it was shown that inconsistent magnetic coupling 

induces errors in calculated energy.135-137 Second, mechanistic studies of reactions on the (111) 

surface generally do not consider the role of hydroxyls.116, 117, 138 Low pressure H2O/D2O exposure 

experiments have shown that hydroxyls are stable on the surface up to 570 K.134 Further, H2 was 

also shown to dissociate easily over the (111) termination.139 Therefore, any H2O or H2 impurity 

in the gas environment will likely produce hydroxyls. Third, the electronic effects of surface 

reduction are not addressed in most studies. Early studies used generalized gradient approximation 

(GGA) exchange correlation functionals but did not include any self-interaction error correction 

for Co 3d electrons.124, 140 Conventional DFT predicts a bulk band gap that is too narrow.120, 141 Only 

a few studies have addressed electron localization upon reduction.135-137 Most often, the Co2+ and 

O2- terminated surface is used as the active site structure for the (111) termination.116, 117, 138  

In this study, we seek to provide insight into the structure of this surface under various 

reaction environments. We examine the structure of the surface in equilibrium with O2, H2O, and 

H2 to address surface hydroxylation, vacancy formation, and possible change of the Co 

concentration, while taking a rigorous approach and minding both the bulk magnetic structure and 

electronic effects that occur through surface modifications. 
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3.2 Methods 

3.2.1 DFT Calculations 

Density functional theory (DFT) calculations were performed using the Vienna ab-initio 

simulation package (VASP), version 5.4.1.73-75 Exchange-correlation energy was calculated using 

the Perdew-Burke-Ernzerhof (PBE) functional.76 Spin polarization was applied in all calculations 

unless otherwise specified. Since PBE does not account for van der Waals (vdW) forces, the dDsC 

dispersion-correction method was used.142, 143 The projector-augmented-wave (PAW) method was 

used to describe the core electrons.77, 78 The one-electron wavefunctions are developed on a basis 

set of plane waves with a 450 eV energy cutoff. To correct for the large self-interaction error of 

the 3d electrons of Co, a Hubbard-like repulsion term was added using Dudarev’s approach 

(DFT+U), with Ueff = U - J = 3.5 eV.79 This value of Ueff is consistent with those found in literature 

as a value that properly describes the energy of formation of Co3O4 from CoO.144 Due to the 

controversy on choosing the appropriate Ueff, calculations using Ueff = 2.0 eV were also performed 

starting from Ueff = 3.5 eV geometry. Single point calculations using the Heyd-Scuseria-Ernzerhof 

functional with dispersion (HSE06+dDsC) were also performed using geometry and charge 

density obtained from Ueff = 3.5 eV as benchmarks for vacancy formation energies.85, 86 Previously, 

we benchmarked the energy of water adsorption on 11-layered Co-Td-terminated slabs at the 

PBE+U+dDsC level (Ueff =3.5 eV), against HSE06+dDsC and those with 17-layered Co-Td-

terminated slabs.145 We found that water is under bound by 0.15 eV/H2O. This same correction 

was applied to all water-adsorbed structures to construct the 1-D and 2-D surface stability diagrams 

in this work. 

Since Co2+ ions in Co3O4 are known to have antiferromagnetic ordering in the bulk, while 

Co3+ ions have no magnetic moment, careful considerations were taken to ensure that the bulk-like 
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section of the slab retains the correct Co2+ magnetic ordering and spin state. Electron localization 

or delocalization were also properly ensured on the modified surface, so that no electrons were 

spuriously added to the other side of the slab. Specifically, the occupancy matrix control technique 

developed by Allen and Watson was used, where a spin-polarized VASP WAVECAR file 

containing desirable Co 3d projected electron occupations was generated and used as the starting 

guess for the system.146 

The surface structures considered in this work were compared to each other by their surface 

Gibbs free energy, under a given temperature and a set of gas pressures (Section B.1).90, 91 DFT 

energies used to develop the surface stability diagrams were all computed from structures in (2 × 

2) supercells (a, b, c axes shown on Figure 3.2) to ensure proper calculation of vdW contributions 

to electronic energy with dDsC. At PBE+U+dDsC level, assessing the adsorption energy of water 

in a (1 × 1) cell induces an error within 0.025 eV/H2O. The outermost layer of O and Co atoms 

were displaced in the frequency calculations (Table B.13). For a (2×2) slab (a = b = 11.4 Å, γ = 

120o), the Brillouin zone was sampled using a 3 × 3 × 1 Monkhorst-Pack mesh.84 Electronic energy 

difference between steps in each self-consistent field (SCF) cycle were converged to 10-6 eV, and 

atomic positions were converged until the forces on unconstrained atoms are less than 0.02 eV/Å-

1. A (1 × 1) cell was used for HSE06+dDsC calculations, with a 3 × 3 × 1 Monkhorst-Pack mesh. 

At PBE+U+dDsC level, reducing the k-point mesh from 6 × 6 × 1 to 3 × 3 × 1 in a (1 × 1) cell 

only increases the total energy by <0.1 meV/atom. The lattice parameter and the atomic positions 

of the bulk cell were relaxed simultaneously. Structural and electron density visualizations were 

performed using the VESTA program.89 Vibrational frequencies were calculated using finite 

differences with a step size of 0.015 Å. The calculated v(OH) and v(OD) modes were rescaled by 
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factors of 0.9789 and 0.9918 respectively; these factors were calculated using the same scheme as 

that specified by Freund, Sauer et al.147 

 

3.2.2 Bulk and Surface Models 

 

Figure 3.2 Top (a, b, c, through the c axis) and side (d, e, f, through the a axis) views of (2x2) cells 

(area 1.13 nm2) of the three bare Co3O4(111) terminations considered in this work, containing (red) 

O, (green) Co-Td and (blue) Co-Oh and additional surface Co (gold). a, d: O-rich termination, 

(CoTd)x, has formula Co44O64, containing four exposed Co in C3v sites on each surface, belonging 

to bulk Td sites in the bulk. b, e: Co-rich termination, (CoOhCoTd)x, has formula Co52O64, containing 

eight exposed Co in C3v sites on each surface; four originally at bulk Td sites and four originally at 

bulk Oh sites. c, f: stoichiometric termination, (CoOh0.5CoTd)x, has formula Co48O64, containing six 

exposed C3v Co on each surface; two originally at bulk Oh sites and four at bulk Td sites. 
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A cubic Co24O32 cell was used to model the Co3O4 bulk. The lattice parameter was found to 

be 8.06 Å, which matches the experimental lattice parameter, 8.08 Å.148 A magnetic moment of 

2.64 μB was found on the Co2+ ions in the bulk, consistent with values obtained by Selloni et al., 

but lower than the 3.26 μB measured by Roth.119, 120 As previously mentioned, Co3O4(111) is a 

Tasker type III polar surface with six different bulk-truncated terminations. To simulate the 

surface, three terminations, previously proposed by Zasada et al., were chosen (Figure 3.2).149 

(CoTd)x and (CoOhCoTd)x were cut directly from the bulk and are oxygen-rich and cobalt-rich 

respectively, while (CoOh
0.5CoTd)x is stoichiometric.149 A symmetric 11-layer slab was used to model 

(CoTd)x, and symmetric 13 layer slabs were used to model (CoOhCoTd)x and (CoOh
0.5CoTd)x.  In a (2 

× 2) cell, they have formulas Co44O64, Co52O64 and Co48O64, containing 3.56, 7.11, and 5.33 Co/nm2 

respectively. The (CoTd)x surface contains two unique types of surface O: those directly adjacent 

to surface CoTd (Figure 3.2a, red O bonded to 2 blue Co and 1 green Co) and those in isolation 

(Figure 3.2a, bonded to 3 blue Co). To simulate 5.33 Co/nm2, Co is added to three-fold adjacent 

O sites, generating another category of O bonded to both CoTd and CoOh (Figure 3.2b, red O bonded 

to 2 blue Co, 1 green Co, and 1 gold Co). Finally, when all the three-fold O sites are occupied on 

the surface by Co at 7.11 Co/nm2, two types of O exist on the surface: isolated O and those between 

CoTd and CoOh. 

The antiferromagnetic alignment of surface Co ions on the (CoOh
0.5CoTd)x termination was 

challenging to keep consistent; therefore, they were kept ferromagnetic and shifted by a constant 

correction per unit cell (see Figure B.12).  At least 15 Å of vacuum was used to prevent 

interactions between slabs in the z direction. For a given slab calculation, the five innermost layers 

were fixed to their bulk positions and all other atoms were relaxed.  Adsorption of atoms and 

molecules were performed on only one side of the slab to prevent surface-surface interactions 
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through the slab. Dipole corrections were applied in all slab calculations. H adsorption, H2O 

adsorption, and oxygen vacancy formation were considered separately on all three surfaces, and 

the combination of up to 1.78 H2/nm2 (up to 4 H added per unit cell) and 2.78 H2O/nm2 (up to 3 

H2O added per unit cell) on the (CoTd)x termination as a simplified case of H/H2O co-adsorption. 

At given set of temperature and partial pressure, surfaces are compared to each other through 

approximate surface energy (see section B.1). 

 

3.3 Results and Discussion 

3.3.1 The Co3O4(111) Surface under Oxidative and Reductive Environmental 

Conditions  

For oxidative reactions, we consider the surface to be in equilibrium with O2 and H2O. The 

surface stability diagram under realistic O2 and H2O chemical potentials (ΔμH2O > -2.5 eV, ΔμO > 

-2.5 eV) is shown below: 
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Figure 3.3 Surface stability diagram showing the most stable surface structure as a function of O2 

and H2O chemical potential and equivalent oxygen/water pressure at 423 K and 873 K. Regions 

are classified in three ways. (I) By surface Co concentration: blue/grey/white: 3.56 Co/nm2; green: 

5.33 Co/nm2, and red/brown: 7.11 Co/nm2.  (II) By general appearance of surface hydroxylation: 

the bottom bold line separates non-hydroxylated regions and hydroxylated regions, the middle 

bold line (only the segment running through the blue regions, or when ΔμO > -1.5 eV) separates 

isolated hydroxyls and Co(H2O)3 (hereby referred to as “triaqua”) surface complexes (with 

eventually additional OH groups), and the top bold line separates isolated triaqua surface 

complexes and large OH/H2O structures. (III) By specific numbered structure (see Table 3.1 for 

descriptions, Figure B.9 for a fully labeled stability diagram, Figure 3.2 and Table 3.2 for 

representative geometries, and Table B.10 for all geometries).  
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Table 3.1 Description of the specific types of surface structures observed in Figure 3.3 and 3.5 

Label(s) on Figure 3.3 
and/or Figure 3.5 

Termination, coverage, and appearance 

1  Bare (CoTd)x surface 

2  Bare (CoOh0.5CoTd)x surface 

3 a, b (CoOhCoTd)x surface with: a) 3.56 Ovac/nm2 and b) 7.11 Ovac/nm2 

4  (CoTd)x with 1.78 OH/nm2, appearing as 1 dissociated H2O 

5 a-c  (CoTd)x with: a) 0.89, b) 1.78, c) 2.67 OH/nm2, appearing as 
adsorbed H 

6  (CoTd)x with 5.33 OH/nm2, appearing as 4 adsorbed H and 1 
dissociated H2O 

7 a-e (CoOhCoTd)x with: a) 7.11 OH/nm2, b) 8.00 OH/nm2, c) 8.89 
OH/nm2, d) 9.78 OH/nm2, e) 10.67 OH/nm2, appearing as 
dissociated H2 

8 a-c (CoTd)x with: a) 0 OH/nm2 and 2.67 H2O/nm2 b) 2.67 OH/nm2 and 
2.67 H2O/nm2, c) 2.67 H2O/nm2 and 3.56 OH/nm2, appearing as one 
triaqua surface complex eventually surrounded by adsorbed H 

9 a, b (CoTd)x with: a) 3.56 H2O/nm2, 3.56 OH/nm2 and b) 5.33 OH/nm2, 
4.44 H2O/nm2, each containing one triaqua surface complex and H-
bonded OH/H2O chain. The triaqua complex is incorporated into 
the chain in structure 9b 

10  (CoOh0.5CoTd)x  with 3.56 OH/nm2, appearing as dissociated H2O 

11 a, b (CoOh0.5CoTd)x  with: a) 8.89 OH/nm2 and 0.89 H2O/nm2,  b) 10.67 
OH/nm2 and 1.78 H2O/nm2, appearing as dissociated and molecular 
H2O 

12 a-c  (CoOhCoTd)x with: a) 8.89 OH/nm2, 0.89 H2O/nm2, b) 7.11 OH/nm2 
and 5.33 H2O/nm2, c) 7.11 OH/nm2 and 7.11 H2O/nm2, appearing 
as dissociated and molecular H2O linked by H bonds. 
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Table 3.2 Side (through the a axis) and top (through the c axis) views of representative structures 

in regions 1-12 on the surface stability diagram (see Table 3.1, Figure 3.3, and Figure 3.5). 4 and 

9b are adapted from ref.145 

Number Geometry, side view, through a axis Geometry, top view, through c axis 

(1) 

	

	

(2) 

	

	

(3) 
 

	

	

(4) 
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(5b) 
  

	

	

(6) 
 

	
	

(7a) 
 

	

	

(8b) 
 

	
	

(9b) 
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(10) 
 

	
	

(11a) 
 

	
	

(12c) 
 

	
	

 

While in equilibrium with O2 and H2O, the surface stability diagram is dominated by the 

(CoTd)x termination. Only considering the (CoTd)x regions, the diagram can be drawn into four 

sections based on the type of surface hydroxyls present. It should be noted that the structures listed 

in Table 3.1 are representatives of the various macroscopic regions on the stability diagram; it is 

possible that there are more stable isomers. These four regions are separated by bold black lines 

(Figure 3.3). The lowest line separates the non-hydroxylated regions below the line from strong 

surface hydroxyl groups. Under H2O and O2 pressure, these regions can be interpreted as the 

equilibrated states of H2O adsorption on surface vacancies. The coverage of isolated OH should 

be 2~4 OH/nm2 (Table 3.1, Table 3.2 and Table B.1). As mentioned in Section 3.2.2, two types 
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of O exist on the (CoTd)x surface, ones adjacent to surface CoTd, coordinated to the surface CoTd 

and to subsurface CoOh, and ones in isolation, coordinated to 3 subsurface CoOh. It is more 

favorable to populate isolated O first. The line second-to-the-bottom, running across at roughly -

1.3 eV, separates the isolated OH region to the one containing triaqua surface complexes, 

surrounded by OH groups coming from adsorbed H atoms. Structure 8b (Table 3.2, row 6) can 

serve as a representative for such OH-surrounded triaqua surface complexes, where one surface 

CoTd is coordinated to three molecular H2O and adjacent to three surface OH.  Finally, the upper 

line, running across at roughly -1.1 eV, divides the triaqua surface complex-containing region 

below and the fully wetted region, containing extended H-bonded OH/H2O structures. On the other 

hand, the diagram can also be divided by surface Co concentration. Regions in shades of blue/grey 

and white are Co poor (3.56 Co/nm2), regions in green are stoichiometric (5.33 Co/nm2), and 

regions in red and brown are Co-rich (7.11 Co/nm2). As expected, surface Co concentration 

increases as ΔμO decreases through all the major zones, i.e. when the gas environment shifts 

towards O poor conditions. 
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Figure 3.4 Portions of Figure 3.3 showing the H2O/O2 surface stability diagram under realistic 

pressures at (a) 423 K and (b) 873 K. Regions are numbered and colored the same way as Figure 

3.3. Only hydroxylated regions can be accessed at 423 K. Higher surface Co concentration can be 

reached under low PO2. 



 44 

 

Although many possible terminations of this surface exist in theory, not all terminations 

can be accessed under realistic pressure and temperature. At 423 K (Figure 3.4, top), only a 

fraction of the hydroxylated regions (structures 5b, 8b, 9a,b, and 11a,b) can be visited at 

equilibrium; however, clear separations among isolated OH, triaqua complexes, and hydroxyl 

networks can still be observed when PH2O is increased. When the O2 pressure is between 1 bar and 

10-4 bar and the H2O pressure is above 10-4 bar, the surface is predicted to be heavily hydroxylated, 

with a triaqua complex incorporated into the OH/H2O chain (9b). Triaqua complexes are predicted 

to be separated from the chain below PH2O = 10-4 bar (8b, 9a), and only isolated hydroxyls (5b) are 

stable below PH2O = 10-7 bar. Overall, at 423 K, the surface stability diagram is dominated by 

triaqua complex regions with various amounts of additional H2O/OH groups. On the other hand, 

if the temperature is increased to 873 K (Figure 3.4, bottom), isolated hydroxyls will be exposed 

under 10-2 bar. We note that, for the surface Co concentration to increase to above 3.56 Co/nm2, 

PO2 needs to be reduced to below 10-11 bar while PH2O is kept below 10-5 bar, i.e. in UHV 

conditions. 

 Finally, for reductive reactions involving H2, we consider the surface to be in equilibrium 

with H2 and H2O. Under these conditions, the system temperature must be kept low, so that kinetics 

for bulk reduction is slow enough, and the near-surface region is kinetically trapped to retain 

structure like bulk Co3O4. By monitoring the surface oxidation state of NM1/Co3O4 catalysts under 

NO/H2 environments via ambient pressure (AP) XPS, Nguyen et al. observed that the near-surface 

regions generally do not fully reduce to CoO until above 500~600 K.115 Under H2/H2O pressure, 

the surface stability diagram is as follows: 
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Figure 3.5 Surface stability diagram showing the most stable surface structure as a function of H2 

and H2O chemical potential and H2/H2O pressure at 423 K. The color scheme and numbering are 

the same as that in Figure 3.3. Regions are again classified in same three ways as those in Figure 

3.3.  (I) By surface Co concentration: blue: 3.56 Co/nm2; green: 5.33 Co/nm2, and red/brown: 7.11 

Co/nm2. (II) By general appearance of surface hydroxylation: bottom bold line separates non-

hydroxylated regions and hydroxylated regions and top bold line separates OH-only regions and 

molecular H2O-containing structures. (III) By specific numbered structure (see Table 3.1 for 

descriptions, Figure B.10 for a fully labeled stability diagram, Table 3.2 for representative 

geometries, and Table B.11 for all geometries). 
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Under H2 and H2O pressure, separation of non-hydroxylated, hydroxylated, and hydrated 

regions under H2/H2O is also very apparent. When the H2O chemical potential increases above -

1.5 eV, the surface transitions from a vacancy-covered state (representative structure: region 3a, 

see Table 3.2, row 1) to a hydroxylated state (representative structure: region 7a, see Table 3.2, 

row 5). When H2O chemical potential increases to above roughly -0.75 ~ -1.00 eV, the surface 

transitions to a fully hydrated state (representative structure: region 12c, see Table 3.2, row 10). 

We note that the bare (CoOhCoTd)x termination does not appear on the stability diagram. Upon 

reduction by H adsorption or Ovac formation, the surface undergoes a large relaxation (Figure 

B.11, Table B.14~B.16). This relaxation makes vacancy formation much easier than on 

(CoOhCoTd)x (Table B.4~B.6), and H adsorption strong as well (Table B.1~B.3), but not as strong 

as that on (CoTd)x, which is expected, as the (CoTd)x termination appears overly oxidized. If we 

again only consider realistic H2 and H2O pressures, the surface is dominated by this heavily relaxed 

hydroxylated region (region 7a in Figure 3.5, see also Table 3.2 for structure).  

 

 

 

Figure 3.6 Top view of spin density difference on a) bare (CoTd)x, b) bare (CoOhCoTd)x, and c) 

(CoOh0.5CoTd)x, at isosurface level 0.04, where blue represents negative and yellow positive spin 



 47 

density difference. Surface Co (green) on the (CoTd)x termination appear to be slightly more 

oxidized than bulk Co2+, with slightly higher projected magnetic moments. Charge for this off-

stoichiometry is compensated by small density differences on surface O. No projected magnetic 

moments are found on surface O in the (CoOhCoTd)x termination. All the added Co appears to be 

Co2+ based on projected magnetic moments, while Co originally on the surface appear slightly 

reduced. Less Co can be added to the surface to form (CoOh0.5CoTd)x; these Co also appear to be 

slightly reduced Co2+ and quenches spin differences on some surface O. 
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Figure 3.7 Top view of spin density difference on a) (CoTd)x with 1.78 OH/nm2, b) (CoTd)x with 

7.11 OH/nm2, and c) (CoOhCoTd)x with 7.11 OH/nm2. Electrons from adsorbing H on (CoTd)x are 

transferred to surface O, subsurface CoOh, and surface CoTd. On the other hand, electrons from H 

adsorption on (CoOhCoTd)x are transferred mostly to subsurface CoOh. 

 

Besides surface relaxation, adsorbate-induced charge transfer is very different on the bare 

Co-rich (CoOhCoTd)x as well, relative to Co-poor (CoTd)x. On (CoTd)x, initial H2 adsorption results 

in delocalization of charge onto surface O directly below and subsurface Co; the small projected 

magnetic moments on surface O disappear (Figure 3.6a, 3.7a), while subsurface Co’s projected 
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magnetic moments decrease in absolute value (from -0.177 μB to -0.088 μB, Figure 3.6a, 3.7a). At 

a higher OH concentration on (CoTd)x, charge is added to surface CoT, surface O, and subsurface 

CoOh as well (Figure 3.6a, 3.7b). On the other hand, on the (CoOhCoTd)x surface, the charge is 

almost entirely transferred to subsurface CoOh (Figure 3.6b, 3.7c). This result can be rationalized 

by again considering the overall surface stoichiometry; due to the overoxidized state of the (CoTd)x 

termination, H2 adsorbs strongly to balance the stoichiometry. Further, the (CoOhCoTd)x slab is 

closer to that of CoO, whereas the (CoTd)x is closer to Co2O3, making near-surface Co atoms in the 

(CoTd)x slab closer to Co3+, and near-surface Co in (CoOhCoTd)x closer to Co2+. By the 

spectrochemical series, Co2+ induces a much smaller crystal field splitting than Co3+, and as a 

result, subsurface Co on reduced (CoTd)x have magnetic moment smaller than 1 μB, while those on 

(CoOhCoTd)x have magnetic moment closer to 2.6 μB (Figure 3.7b, 3.7c).  

 

3.3.2 Comparisons to in situ and ex situ Vibrational Spectroscopy 

Experimental characterization of surface hydroxyls on Co3O4 by vibrational spectroscopy 

is difficult, but not impossible. In Busca et al.’s ex situ IR investigation of air-calcined, then 

reduced Co3O4, the v(OH) IR window was open when the surface is reduced in 200 Torr of H2 at 

523 K.127 Upon evacuation at 373 K, v(OH) on the reduced Co3O4 were observed at 3680, 3658, 

3630, and ~3580 cm-1, with an additional broad band centered at 3330 cm-1. Assuming the particle 

did not reshape during the H2 treatment, some OH modes remaining after evacuation should 

correspond to those observed on the equilibrated reduced (111) surface. 

Vibrational spectroscopy after treatment only by water has also been performed by various 

groups on this surface. Petitto et al. performed ex situ HREELS on a single (111) terminated Co3O4 

crystal after annealing at 623 K under 6.6 x 10-5 Pa H2O, cooling down to 110 K, and flashing to 
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400 K to remove molecular water, all in the absence of H2 reduction.132 They observed a single 

v(OH) peak located at 3650 cm-1. Through in situ IRAS at 500 K under 3.0 × 10-7 mbar D2O, 

Schwarz et al. reached a similar result on Co2+ and O2- terminated Co3O4(111) thin films.133, 134 

They found a single v(OD) peak at 2650 cm-1. They also observed the surface’s hydroxylation 

behavior changing drastically in the interval of 200 K – 500 K under the same pressure. Two broad 

hydroxyl peaks appear at 2715 cm-1 and 2550 cm-1 at 200 K, while an array of sharp, discrete peaks 

of variable intensity appear in the range 2730 cm-1 to 2500 cm-1 between 300 K and 400 K. 

 

Table 3.3 Gas phase conditions reached in vibrational spectroscopy above 500 K 

Reference Conditions: T [K] and Pi [bar] Conditions: ∆μi [eV] 
Busca et al. 127 T = 523 K, PH2 = 0.27 bar ∆μH2 = -0.70 eV 
Petitto et al. 132 T = 623 K, PH2O = 6.6 x 10-10 bar 

PO2 = 4 x 10-10 ~ 4 x 10-16 bar 
∆μH2O = -2.30 eV 

∆μO = -1.22 ~ -1.60 eV 
Schwarz et al. 133, 134 T = 200 K, PD2O = 3 x 10-11 bar 

PO2 = 10-10 ~ 10-16 bar 
T = 300 K, PD2O = 3 x 10-11 bar 

PO2 = 10-10 ~ 10-16 bar 
T = 370 K, PD2O = 3 x 10-11 bar 

PO2 = 10-10 ~ 10-16 bar 
T = 500 K, PD2O = 3 x 10-11 bar 

PO2 = 10-10 ~ 10-16 bar 

∆μD2O = -0.74 eV 
∆μO = -0.37 ~ -0.49 eV 

∆μD2O = -1.14 eV 
∆μO = -0.57 ~ -0.75 eV 

∆μD2O = -1.43 eV 
∆μO = -0.71 ~ -0.93 eV 

∆μD2O = -1.98 eV 
∆μO = -0.99 ~ -1.29 eV 
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Figure 3.8 Gas phase environmental conditions during vibrational characterization by Busca et al. 

represented as a dashed line on the H2O/H2 surface stability diagram (Figure 3.5), as H2O chemical 

potential is not well-defined. The corresponding termination should contain 7.11 Co/nm2 and 7.11 

OH/nm2 (structure 7a, brown) because an unrealistic high pressure of H2O must be applied to 

generate a mixed OH/H2O layer (structure 12c, red). 
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Figure 3.9 Gas phase environmental conditions during vibrational characterization under 

H2O/D2O pressure, overlaid with the H2O/O surface stability diagram of Figure 3.3. These 

conditions fall under three main regions: (CoT)x with triaqua-complex-incorporated OH/H2O 

chains (structure 9b), triaqua surface complex with additional OH (8b) for D2O dosed at 200 K 

and 300 K, and (CoT)x with isolated OH (structure 5b) for D2O exposure at 370 K and beyond. Gas 

phase conditions in characterization experiments are marked as dots with error bars for O chemical 

potential. 

 

While considering only D2O adsorption on Co3O4(111), we identified three main structures 

observed on (CoTd)x surface upon exposure to 3 x 10-8 mbar D2O at 300 K, without considering 

any surface reduction. The three motifs are: i) isolated hydroxyls, ii) surface Co(H2O)3 complexes, 

and iii) extended hydroxyl networks.145 Here, accounting for the effect of O2 in the atmosphere, 

we provide an O2-equilibrated view of the hydroxylation behavior observed on Co3O4(111) films 
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during and after the experiments described. Through interpolation of experimental 

thermochemistry data, the conditions produced by the H2, H2O, and D2O treatments can be 

converted to a set of water and hydrogen or oxygen chemical potentials (Table 3.3) and overlaid 

on the stability diagrams (Figure 3.8, 3.9). Since no in situ spectra are available under the 

conditions of Busca et al.’s and Petitto et al.’s experiments, we assume that cooling and evacuation 

does not disrupt the surface structures generated during H2 and H2O treatments. To approximate 

the oxygen content in the atmosphere observed in the water exposure experiments, we consider 

three magnitudes above and below the vacuum level in the experiments to calculate a possible 

range of chemical potentials for the conditions. For the H2-exposure experiment, we consider the 

range of water pressures that can be realistically reached to set a possible range of water chemical 

potentials. 

In ex situ IR after H2 reduction and evacuation, multiple types of hydroxyl groups remain 

on the surface.127 This result can be attributed to the large variation of exposed surfaces on a Co3O4 

particle.121 Our calculations show that for the (111) surface, the (CoOhCoTd)x termination (7.11 

Co/nm2)  with 7.11 OH/nm2 (structure 7a) is most likely exposed (Figure 3.8). Two types of OH 

groups can be found on this surface: a bidentate OH group and a tetradentate OH group (see Table 

3.2), which we found to exhibit 3667~3668 cm-1 and 3527~3528 cm-1 v(OH) modes respectively. 

These modes are close to two reported values (3680 cm-1 and 3580 cm-1) out of many modes found 

by Busca et al. It is suggested that other modes are associated with other terminations of Co3O4. 

We did not consider the hydroxyl overlayer structure (structure 12c) in our assessment because 

PH2O must be unrealistically high at 523 K for the fully hydroxylated structure to exist. 

 Since no H2 is present in the gas phase in the preparation of Co3O4(111) films and D2O/H2O 

exposure experiments of Schwarz et al., we considered the surfaces to be in equilibrium with an 
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oxygen pressure 3 magnitudes about the vacuum level. With PO2 in consideration, we predict the 

following structures. D2O exposure at 200 K, compared to our previous investigation, still 

corresponds to a hydrogen bonded hydroxyl network containing a triaqua complex (structure 9b). 

Next, D2O exposure at 300 K corresponds to triaqua complexes immediately surrounded by OD 

(structure 8b). The Co(D2O)3+OD structure shows modes in the range 2715~2723 cm-1, belonging 

to the v(OD) modes of the triaqua surface complex, and modes in the range 2547~2551 cm-1 

belonging to OD surrounding the complex. This result shows that the triaqua surface complex is 

robust and insensitive to surrounding OH. Finally, the conditions obtained by H2O or D2O 

adsorption experiments 370 K and above by Petitto et al. and Schwarz et al. fall under the sparsely 

hydroxylated region (structure 5b). Surface tridentate modes are located at 2684 cm-1/2681 cm-1 

for OD and 3637 cm-1/3633 cm-1 for OH. These results match those obtained by Petitto et al. after 

purging physisorbed water (3645 cm-1) and the OD bands are 25-35 cm-1 away from D2O 

adsorption modes found by Schwarz et al. (2657 cm-1).132-134 

 Previously, through a comparison between D218O and D216O exposure IRAS, it was shown 

that O of isolated surface OD generated through D2O exposure above 500 K originate from the 

surface, since the v(OD) modes are not modified upon change of O isotope in water. Here, since 

we assume that no H2 is present in the atmosphere, the only way to generate only these hydroxyls 

is through vacancy re-filling by D2O, and diffusion of the proton to surface O atoms. Upon D218O 

dissociation at vacancy, one 18OD and one 16OD are generated, but since the surface is still rich in 

16O, ν(16OD) will be the predominant peaks in the IR spectrum. Another hypothesis is that eventual 

OD groups from water have low intensity in the spectrum.145 
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3.3.3 Comparison among Ueff = 3.5 eV, 2.0 eV, and HSE06 

The DFT+U approach is a very popular method used to describe strongly correlated 

systems as it makes a good compromise between accuracy and feasibility. The most popular 

adaptation is the rotationally-invariant method of Dudarev et al., where only one quadratic on-site 

self-interaction penalty is added to the DFT energy to enforce integer occupancies in each spin 

orbital of the orbitals of interest.79 Choosing an appropriate Ueff value to use is a very controversial 

topic in DFT modeling of strongly correlated systems.150  

Approaches taken in literature can be divided to two categories: directly computing Ueff 

through linear response to correct DFT’s unphysical energy response to addition and removal of 

fractional numbers of electrons and 2) fitting some empirical properties of the system. Studies 

using both approaches have been performed for the Co3O4 bulk and surfaces. Chen et al. calculated 

Ueff of Co2+ and Co3+ in bulk Co3O4 and used the weighted average, 5.9 eV, to study bulk 

properties; however, the approach predicted the ferromagnetic ground state being more 

favorable.120 The approach also does not predict well surface and bulk redox properties.137, 151 The 

Ueff determined through this approach is also unique to the calculation method; a later study 

performed using PAW pseudopotentials in VASP, instead of Troullier-Martins pseudopotentials 

in Quantum Espresso found Ueff of Co2+ and Co3+ at bulk sites to be 4.3 eV and 5.02 eV.136 

Since the Co linear response Ueff does not predict well redox properties, authors interested 

in reactive properties tend to choose smaller values. Bajdich et al. and Chen et al. have noted that 

Ueff ~ 3 eV is optimal to properly describe reactivity.151, 152 Jiang et al. used Ueff = 2.0 eV to match 

bulk band gap with experiment.141 Recently, Hu et al., using results obtained from RPA as 

benchmarks, proposed the usage of two different values of Ueff, applied to the Co and surface Co 

atoms respectively, to examine the reactivity of oxygen-rich Co3O4(110).153 To ensure that our 
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choice of Ueff = 3.5 eV is appropriate for Co3O4(111), we compared energies of  water adsorption 

and O vacancy formation generated at this Ueff to those obtained using Ueff = 2.0 eV and 

HSE06+dDsC. We chose the value of Ueff = 2.0 eV in addition to our initial choice Ueff = 3.5 eV, 

as it is a very popular value used in many DFT studies on the reactivity of Co3O4 surfaces. Table 

4 compares energy of vacancy formation, for Ovac = 3.56 nm-2 and energy of adsorption of water 

at 3.56 H2O/nm2 and 7.11 OH/nm2, reached using the three methods on the (CoTd)x termination of 

Co3O4. 

 

Table 3.4 Comparison of water adsorption energy and energy of vacancy formation calculated 

using Ueff = 3.5 eV, 2.0 eV, and HSE06+dDsC (water adsorption data adapted from145) 

Description Energy [eV], 
Ueff=3.5 eV 

Energy [eV], 
Ueff=2.0 eV 

Energy [eV], 
HSE06+dDsC 

 
Vacancy formation, (CoT)x with 3.56 Ovac/nm2, 
energy of Ovac formation, Eform per Ovac 
 

2.07 3.01 2.31 

 
Water adsorption, (CoT)x with 7.11 OH/nm2 
and 3.56 H2O/nm2 in the “pair” configuration 
(see SI, Figure B.13, top), Eads per H2O 
molecule 
 

-1.02 -0.91 -1.08 

 
Water adsorption, (CoT)x with 7.11 OH/nm2 
and 3.56 H2O/nm2 in the “hexagonal” 
configuration (see SI, Figure B.13, bottom), 
Eads per H2O molecule 
 

-1.00 -0.96 -1.10 

 

 As seen in the table above, the energy of vacancy formation decreases as Ueff increases. 

Upon generation of a single Ovac on this termination, electrons are transferred to the Co atoms 

immediately surrounding the vacancy. Increasing Ueff increases the penalty placed on 

delocalization while facilitating electron localization. Selcuk and Selloni also observed that O 

vacancy formation energy on the (110) surface, in the case where electrons are localized, heavily 
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depends on Ueff.137 On the other hand, the adsorption of water is an electron-neutral process, which 

explains why the change in Eads is not very significant. These adsorption results obtained from Ueff 

= 3.5 eV do not strongly differ from those at Ueff = 2 eV but agree better with results from HSE06.  

 For further confirmation, we recalculated using Ueff = 2.0 eV the surface energy of 

structures shown in Figure 3.9 and Table 3.4 and constructed an analogous surface stability 

diagram combined shown on Figure 3.10.  

  

 

Figure 3.10 Surface structure as a function of oxygen and water chemical potential calculated 

using Ueff = 2.0 eV. Gas phase conditions observed in vibrational characterization are marked as 

dots with error bars for O chemical potential. No hydroxylation is predicted to exist in D2O/H2O 

exposure conditions at 370 K and above when using Ueff = 2.0 eV. 
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 The lower Ueff value heavily decreases the energy of adsorption of hydrogen and weakens 

slightly water adsorption. Interestingly, the stability diagram reached from Ueff = 2.0 eV does not 

predict hydroxylation through D2O exposure or annealing in H2O, in contrast with experiments. 

The value Ueff = 3.5 eV hence produces results that match much better the spectroscopic 

experiments. Like vacancy formation, H adsorption adds electrons to the surface and becomes 

expectedly more favorable with increasing Ueff. Altogether, these test results validate the 

theoretical method used in the present paper. 

 

3.3.4 Predicted Surface Structure under Various Reaction Conditions 

Co3O4’s applications in thermal catalysis can be divided into three categories. First, Co3O4 

has been known as an effective CO and hydrocarbon oxidation catalyst.112, 154-156 Xie et al. found 

that CO oxidation can occur over Co3O4 nanorods at a temperature as low as -77  ̊C, but is easily 

poisoned by water.154, 157 The activity appears to depend on the exposed surfaces and catalyst 

shape.156 Second, Co3O4 can also be used as a catalyst or support for NOx reduction.112, 114, 115, 158, 159 

N2O decomposition to N2 and O2 over Co3O4 was found to occur at 873 K, and selective catalytic 

reduction (SCR) reaction of NO with NH3 and O2 was found to occur over Co3O4 at 423 K.114, 158 

NO reduction with H2 can also be performed over single noble metal (NM) atoms anchored on 

Co3O4 to produce N2 or N2O.115, 160 Third, one promising application of the (111) surface is the 

oxidative dehydrogenation (ODH) of alkanes. This reaction was explored by Tyo et al., Liu et al, 

and Fung et al.116-118 It was found that the alkane activation occurs over one isolated surface O and 

one O adjacent to surface Co (see Section 3.2.2), and that substitution of surface Co-Td with other 

metals lowers the activation barrier of alkanes by increasing surface reducibility.138 Liu et al. 
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showed that Co3O4 particles primarily exposing the (111) facet have higher conversion and 

selectivity for ethane ODH than particles that expose higher miller index surfaces such as (311).118 

Overall, reactions using Co3O4 as a catalyst or support and containing O2 in the atmosphere are 

performed below 900 K, and reactions using H2/H2O as reactant/product are performed below 500-

600 K.  

Table 5. Gas phase conditions observed in catalytic reactions 

Reaction Conditions: T [K] and Pi [bar] Conditions: ∆μi [eV] 
2CO + O2 → 2CO2 157  

 
T = 196 K, PO2 = 0.02 bar ∆μO = -0.20 eV 

2N2O → 2N2 + O2158  T = 873 K, PO2 = 2 x 10-3 bar 
 

∆μO = -1.17 eV 

2C2H6 + O2 → 2C2H4 + 2H2O118  
2C2H6 + 7O2 → 4CO2 + 6H2O  

 

T = 873 K, PO2 = 0.018 bar 
PH2O = 0.033 bar 

ΔμO = -1.09 eV  
ΔμH2O = -2.00 eV 

CH4 + 2O2 → CO2 + 2H2O161 
2CH4 + 3O2 → 2CO + 4H2O  

 

T = 873 K, PO2 = 0.0017 bar 
PH2O = 0.0050 bar 

ΔμO = -1.18 eV 
ΔμH2O = -2.14 eV 

2NO + 2H2 → N2 + 2H2O115 
2NO + H2 → N2O + H2O  

 

T = 423 K, PH2 = 0.0095 bar 
PH2O = 0.040 bar 

 

ΔμH2 = -0.66 eV 
ΔμH2O = -0.85 eV 

 
 T = 523 K, PH2 = 0.00049 bar 

PH2O = 0.0483 bar 
 

ΔμH2 = -0.98 eV 

ΔμH2O = -1.08 eV 

 
4NO + 4NH3 + O2 → 4N2 + 6H2O114  T = 423 K, PO2 = 0.020 bar  

PH2O = 6 x 10-4 bar 
 

ΔμO = -0.48 eV 
ΔμH2O = -1.00 eV 
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Figure 3.11 Surface stability diagram as a function of O2 and H2O chemical potential. Conditions 

in low temperature CO oxidation, N2O decomposition, ethane ODH, CH4 oxidation, and NO 

reduction with NH3 are marked on the diagram as yellow triangles if PH2O is well-defined and 

dashed lines otherwise. 

 
Reactive conditions considered in this work are listed on Table 5. H2, O2, and H2O are 

assumed to be ideal gases, and their partial pressures are estimated using the reported reaction 

conversion and selectivity, assuming the reactions take place isobarically at 1 bar. Co3O4 is most 

commonly used for oxidative reactions without H2; therefore, in most gas phase reactions, the 

Co3O4 surfaces are in equilibrium with H2O and O2. Let us start this discussion with low 

temperature CO oxidation. Since the water chemical potential is not clearly defined for that 

reaction, conditions are indicated as a dashed vertical line on the right side of Figure 3.11.  

However, the nature of the Co3O4(111) surface can change quite drastically when water is present. 
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In these conditions, from our calculations (Figure 3.11), hydroxyls will populate the surface when 

water chemical potential is greater than -1.45 eV, which, at 196 K, corresponds roughly to a 

pressure higher than 10-30 bar; in other words, any water present will contaminate the surface. As 

the reaction temperature increases at the same O2 pressure, the surface becomes less susceptible to 

hydroxylation. CO TPD studies have also shown that lattice oxygen does not appear to be reactive; 

therefore, it is crucial for surface Co2+ to be exposed during CO oxidation to adsorb reactants.162 

At 196 K, under the O2 pressure applied in the CO oxidation reaction, the surface already becomes 

covered with an triaqua-complex-containing H2O/OH overlayer (structure 9b) when PH2O is in the 

order of 10-15 bar. Both experimentally determined and calculated energy of CO adsorption falls 

far above -1.1 eV, indicating that any water impurities will completely block the reaction, in 

agreement with experiments.162, 163 Conditions for N2O decomposition also correspond to a line on 

Figure 3.11, but at a lower O chemical potential, mainly from the much higher temperature. The 

surface structure during N2O decomposition is also dependent on the amount of H2O impurities in 

the gas phase; though, the only accessible regions, i.e. PH2O > 10-12 bar and above, are the bare 

(CoTd)x and (CoTd)x terminations with ≤ 1.78 OH/nm2 (5a, 5b). The transition from bare to 

hydroxylated can occur very easily, but no hydroxyl cluster or overlayer can form. 

Reactions that generate H2O, as a product or side product, also carry the threat that the 

Co3O4 surface will hydroxylate. In the conditions associated to the ODH of ethane, the surface is 

found to be slightly hydroxylated, with 1.78 OH/nm2 (structure 5b). CH4 oxidation would also fall 

under the same region on the phase diagram. Both reactions occur at high temperatures, so it is 

reasonable to expect the surfaces to have low degrees of hydroxylation. It can be inferred from 

trends developed for CH4 activation that surface O’s affinity for H directly correlates to its alkane 

activation barrier.49 Considering that surface O is the first recipient of charge transfer upon H2 
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adsorption (Figure 3.7a), it is then important to control moisture content in the environment to 

ensure that alkane activation activity is not hampered by hydroxyls. Finally, for NO reduction with 

NH3, the conditions for this reaction fall at the boundary between the zone of triaqua-complex-

containing OH/H2O chains (9b) and triaqua complex/OH/H2O chain existing separately (8b). In 

other words, surface Co is unlikely to be exposed during this reaction. 

  

 

Figure 3.12 Surface stability diagram as a function of H2 and H2O chemical potential and 

hydrogen/water pressure at 423 K. Conditions in NO reduction with H2 found in the literature are 

marked on the diagram as yellow circles. 

 

 On the other hand, the environment during NO reduction with H2 equilibrates the surface 

with H2O and H2 (Figure 3.12). In this reaction, the Co3O4 plays the role of support for noble metal 
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atoms (Pd, Pt, and Rh; the conditions here refer to NO reduction over Pd/ Co3O4), and it was 

observed through AP-XPS that when the temperature is moderate enough, surface transition to 

CoO is inhibited.115, 160 In these conditions, the (CoOhCoTd)x surface with 7.11 OH/nm2 (structure 

7a) would be exposed. The high coverage of hydroxyl groups present might, however, play a major 

role in modifying the catalysts support interaction and the nature of the charge transfer between 

the support and the metallic nanoparticle.53   

 

3.4 Conclusion 

In this study, we investigated the surface structure of three terminations of Co3O4(111) in 

equilibrium with a wide range of gas environments and mapped out detailed surface stability 

diagrams with respect to vacancy formation and hydroxylation of the surface either from hydrogen 

or water adsorption. We found that all three terminations are accessible, but the Co-poor ((CoTd)x, 

3.56 Co/nm2) and Co-rich ((CoOhCoTd)x, 7.11 Co/nm2) terminations are the most prevalent. When 

equilibrated with oxygen and water, we found that the Co-poor termination exhibits three stages 

of hydroxylation – formation of isolated OH at low ΔμH2O, transition to isolated OH/H2O clusters 

when ΔμH2O > -1.3 eV, and finally to a fully hydrated state when ΔμH2O >-1.0 eV. 

We found that if the surface is in equilibrium with oxygen, the Co-poor/O-rich surface 

(CoTd)x is predominantly exposed, and it is very difficult to produce the stoichiometric 

(CoOh0.5CoTd)x or the Co-enriched (CoOhCoTd)x termination. Since we found it to be very easy to 

populate the (CoTd)x surface with hydroxyls through H2 adsorption or H2O dissociation over a 

vacancy, we predict that hydroxyls will appear during oxidative reactions that produce water or 

even when water is present as an impurity at low partial pressure. We compared the calculations 

results concerning hydroxylation of (CoTd)x to those obtained from vibrational spectroscopy on 
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Co3O4 single crystals and Co3O4(111) films and conclude that at low and medium temperature 

triaqua surface complexes surrounded by OH/H2O groups are observed, while only isolated OH 

are present at higher temperature. In a similar way, unless the environment contains very little 

water, the O-poor termination (CoOhCoTd)x is predicted also be hydroxylated.  

We found that stabilization of the stoichiometric termination (CoOh0.5CoTd)x and Co-rich 

termination (CoOhCoTd)x is only possible under vacuum at high temperature and in hydrogen and 

water at low temperatures. The H2/H2O conditions are the most important for catalytic 

applications. We found that reduction of this Co-rich termination through H adsorption and Ovac 

formation is easy due to the large relaxation observed at 7.11 OH/nm2 or 3.56 Ovac/nm2. At 423 K 

and below and under realistic H2/H2O pressure, the (CoOhCoTd)x termination with 7.11 OH/nm2 is 

highly stable. The OH groups on that termination exhibit vibrational frequencies that fall under 

the range observed in ex situ IR experiments. We believe that this termination should be considered 

when modeling reactions over Co3O4 in low temperature reducing environments. 

We validated our results through changing the Ueff value and comparing with results 

reached through hybrid functionals. We found good agreement with both macroscopic 

experimental observations and HSE06+dDsC calculations using Ueff = 3.5 eV. Hence, the various 

terminations of Co3O4 should be hydroxylated under a large range of conditions. It is therefore of 

high importance to include a correct coverage in hydroxyl groups for a realistic modelling of the 

Co3O4 surface in calculations; the bare surface model usually used in reaction pathway calculations 

might not be adequate. The effect of hydroxyls in the modification of reaction mechanisms and 

their interactions with supported metal atoms/clusters must also be considered. Further studies will 

focus on the interaction among various surface features discussed in this work, and the implications 

of these structures on the surface’s reactivity and properties of the supported active sites. 
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Chapter 4 Theoretical Simulations of the Hydrodeoxygenation (HDO) of Anisole 

over a Teamed Single Atom Mo1+Pd1/Co3O4 Catalyst 

4.1 Introduction 

Metal nanoparticles form one of the major types of catalysts, active for numerous 

reactions.4 Many of these catalytic reactions involve two reactants A and B [A+B®target 

product(s)] and follow the Langmuir-Hinshelwood mechanism. Under this mechanism, the first 

step is the chemisorption of reactants A and B on the surface of the metallic nanoparticles. In most 

cases reactants A and B have different adsorption energies and, at a low reaction temperature, if 

reactant A is preferentially adsorbed, the high coverage of A limits the access of B to the catalyst 

surface, slowing down the reaction or even preventing it from occurring at this low temperature. 

For example, computational studies of furfural hydrogenation on Pd(111) showed that the high 

coverage of adsorbed H only allows furfural to adsorb on Pd(111) through a tilted vertical binding 

configuration by the O atom of its -CHO functional group164. This binding mode, arising from the 

preferential chemisorption of H, makes the catalyst inactive in furfural decarbonylation to form 

furan, since the C-C bond is too far from the metal surface164  

Here, to realize catalysis along a demanded reaction channel at a low temperature where a 

supported metal nanoparticle catalyst, of element X, is not active, we propose teaming two single-

atom sites, X1, responsible for chemisorbing and activating molecule A, and Y1 for molecule B, 

respectively, at low temperature. Y is another metal element. Here the subscript “1” was added to 

refer the single-atom site. Typically, single-atom sites are formed by immobilization of an isolated 

metal cation on an oxide support and have a chemical state and coordination environment 

markedly different from that of the surface site of a nanoparticle of the considered metal.4 To 

explore the hypothesis of realizing low-temperature catalysis through teaming single-atom sites, 
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hydrodeoxygenation (HDO) of anisole was chosen as a probe reaction. Single-atom Pd1 and Mo1 

sites were chosen to activate H2 and anisole, respectively.  

Kinetic tests show that the teamed Pd1 and Mo1 single-atom catalyst is highly active for 

HDO of anisole at a temperature as low as 100 oC. Although Pd1/Co3O4 can also catalyse the HDO 

of anisole, the selectivity is worse than that of Mo1+Pd1/Co3O4; on the other hand, the Mo1/Co3O4 

catalyst is inactive for anisole HDO. DFT calculations and microkinetic modelling show that, 

while the reaction can take place over Pd1, H on the hydroxylated Co3O4 support can spill over to 

Mo1 sites to enable the HDO reaction to occur cooperatively on a teamed Mo1+Pd1/Co3O4 catalyst 

at a higher overall rate than on a single-site Pd1/Co3O4 catalyst. This work demonstrates that 

teaming single-atom catalytic sites is an efficient approach for designing catalysts active and 

selective at low-temperature. 

 

4.2 Methods 

4.2.1 DFT Calculations 

Density functional theory (DFT) calculations were performed using the Vienna Ab-initio 

Simulation Package (VASP).73-75 Exchange-correlation energy was calculated using the Perdew-

Burke-Erzenhof (PBE) functional.76  Since the PBE functional does not account for van der Waals 

(vdW) forces, the dDsC dispersion-correction method was used.142, 143 The projector-augmented-

wave (PAW) method was used to describe core electrons, while valence one-electron 

wavefunctions were developed using a set of plane waves with kinetic energy up to 500 eV.78 To 

correct for the self-interaction error of the 3d electrons of Co, a Hubbard-like repulsion term was 

added using Dudarev’s approach (DFT+U), with Ueff = U - J = 3.50 eV.79 Value of Ueff near 3.50 

eV was shown to reproduce correct CoOxHy bulk redox properties.152 A Ueff value of 4.00 eV was 
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used for the 4d electrons of Mo, motivated by PBE’s underestimation of MoO3’s reducibility 

compared to HSE06.165 

The (2´2) supercell of a bulk-truncated 13-layer Co3O4(111) slab was used for calculations, 

with the top 4 layers relaxed during structural optimization. The surface model contains 7.11 

Co2+/nm2 and 7.11 OH/nm2. The Brillouin zone was sampled using a 3 × 3 × 1 Monkhorst-Pack 

mesh.84 Atomic positions were relaxed until forces on unconstrained atoms fall below 0.04 eV/Å. 

Transition states were calculated by first performing a nudged elastic band (NEB) calculation with 

4~12 images for at least 50 steps, followed a climbing image (CI) NEB calculation.166, 167 In this 

stage, only the Gamma point was sampled in the Brillouin zone. Then, the highest energy image 

of the CI-NEB trajectory was optimized using the dimer and quasi-Newton algorithms until forces 

on unconstrained atoms fall below 0.04 eV/Å.168 Here, the Brillouin zone was sampled using a 3 

× 3 × 1 Monkhorst-Pack mesh. Frequency calculations were performed using the finite difference 

approximation. After decreasing the electronic convergence criterion to 10-8 eV, some transition 

states were still found to contain soft imaginary modes of the aromatic ring or on the weakly bound 

CH3 group in addition to the reaction coordinate. The soft modes likely arose from numerical 

inaccuracies, and thus they were rounded up to 50 cm-1. Co3O4’s antiferromagnetic structure among 

parallel (111) planes of Co2+ ions was kept in all calculations using the occupancy matrix control 

method.146  Gibbs free energies of gases were approximated using the rotational, translational, and 

vibrational degrees of freedom, while only the vibrational degrees of freedom were considered for 

surface intermediates and transition states.169  
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4.2.2 Microkinetic Simulations 

For quantitative comparisons between computational results and experimental 

measurements beyond the energetic span approximation, we performed microkinetic simulations 

using kinetic rate parameters computed from the DFT energetics. The forward and reverse rate 

constants of surface reactions were computed using transition state theory: 

k, =
!!"
#
exp @'-.123
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A  (4.1) 

 The rate constants for adsorption were computed with collision theory for some steps 

(Equation C.1 and C.2). σ, the sticking coefficient, was set to 1, and A0,1$, the area of a single 

active site, was set to 3.72 ´ 10-20 m2. The corresponding rate constants of desorption were 

computed using the equilibrium constants of adsorption: 
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 The rate of elementary step j was computed using the following equation: 
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 where k7892 and k7>$? are the forward and reverse rate constants, and ν,7892 and ν,7>$? are the 

stoichiometric coefficients of reactant i in the forward and reverse directions. The activity α, is 

taken as the surface coverage fraction θ, for surface intermediates (including bare sites) and as the 

ratio of the partial pressure to the standard pressure, P, P°⁄ , for gaseous species.170 To model the 

spillover of H from the substrate to the Mo1 site, the coverage of H on the support surface was 

assumed to be equilibrated with the pressure of H2. The steady state coverages of intermediates 

were found by solving the following system of equations: 
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0 = −∑ ν,7892r77 +∑ ν,7>$?r77   (4.5) 

θ0,1$(t = 0) = ∑ θ0,1$,,,  (4.6) 

Here, θ0,1$,, are the surface coverages of species i, including the bare site. 

The steady state intermediate coverages and rates of reaction were computed in the 

temperature range of 50~150 °C. The partial pressures of H2, anisole, benzene, and methanol were 

set to 0.995 bars, 4.67 ´ 10-3 bars, 4.72 ´ 10-5 bars, and 4.72 ´ 10-5 bars, respectively. The reaction 

pathways were analysed by computing the apparent activation energies and the degrees of rate 

control (DRC) of surface intermediates and transition states.171 The derivatives are evaluated 

numerically using step sizes of 10-3 °C and 10-4 eV for the apparent activation energy and the 

degree of rate control, respectively.  

 

4.3 Results and Discussion 

4.3.1 Structure of the Co3O4 Support, Mo1 and Pd1 Active Sites 

Experimentally, the single-atom dispersion of Pd1 and Mo1 sites were confirmed by in situ 

EXAFS during anisole HDO at 150 oC. Upon deconvoluting the Fourier-transformed r-space 

spectra of EXAFS, Pd cations were found to have 2.09±0.28 O atoms in their first shell at 

2.23±0.02 Å, and Mo cations were found to have 3.20±0.71 O atoms in their first shell at 1.72±0.01 

Å. The crystallinity of the Co3O4 support was confirmed by x-ray diffraction (XRD) as well as ex 

situ TEM of the spent catalyst.  

To simulate the HDO of anisole over the Mo1+Pd1/Co3O4 catalyst, we first optimized the 

active site geometries. Due to the low surface atomic fractions of both Mo1 and Pd1 in this catalyst, 

we modelled the two sites separately on Co3O4. As TEM images of the spent Mo1+ Pd1/Co3O4 
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catalyst showed that the (111) surface is the most prevalently exposed termination, the (111) 

surface of Co3O4 was chosen to represent the support. In the previous chapter, we constructed a 

thermodynamic model for the structure of the Co3O4(111) surface under both reducing and 

oxidizing conditions, validated our models by comparing the calculated surface O-H vibrations to 

those measured by in situ and ex situ IR spectroscopy of Co3O4, and predicted the surface structure 

of Co3O4(111) under typical reactive gas environments.172 Under the catalytic conditions of anisole 

HDO, the Co3O4(111) surface was found to be heavily hydroxylated (7.11 OH/nm2, see Figure 

C.1). A series of Pd1 and Mo1 were simulated and compared (Figure C.2 and C.3). In these 

conditions, the Pd1 active site is formally in a (+II) oxidation state, coordinated to two hydride 

ligands and two surface O atoms in a square planar geometry (See Table C.1 and Section C.2 for 

the assignment of formal oxidation states). For the Mo1 site, although the mono-oxo-molybdenum 

site is the most stable configuration, we selected a 3-fold coordinated substituted Mo site as the 

starting point because it is only mildly metastable by 0.27 eV under low anisole conversion, and 

the highly coordinated Mo sites are rather inert as shown in studies on the activation of CH4 over 

MoO3/SiO2.173 This Mo1 site was generated by replacing one surface Co with Mo and removing 

one lattice OH plus one H from another adjacent OH (Section C.1).  
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4.3.2 The Mechanism of Anisole HDO over Pd1/Co3O4(111) 

 

Figure 4.1 The Gibbs free energy pathway for anisole HDO over the Pd1 site show that the 

methanol formation controls the energetic span. Anisole HDO over only the Pd1 site takes 

advantage of a single O vacancy near the Pd1. The energetic span of the reaction mechanism is 

1.28 eV, between the PdH2 intermediate (Pd-6) and the transition state for the desorption of 

methanol (TS6). See text for description. Geometries of all intermediate and transition states are 

shown in Figure C.4. 

 

Next, to compare the anisole HDO activity of the catalysts, we first examined the reaction 

mechanism over the Pd1 site alone. We found the HDO of anisole to occur at the interface between 

the Pd1H2 site and the hydroxylated Co3O4(111) support (Figure 4.1). Similar to some reported 

reaction mechanisms on metal oxide-containing catalysts, the mechanism over Pd1 leverages an O 
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vacancy in Pd1’s surrounding.174-176 We start the cycle not at the most stable and abundant Pd1-H2 

structure, but with a Pd1 site containing a single hydride (H) ligand and an O vacancy (Ov) in the 

vicinity of the Pd1 active site, generated from the recombination of a hydride ligand and a hydroxyl 

or alkoxyl species on the support (Pd-1 on Figure 4.1). Formally, the Pd1H1 complex is closest to 

an oxidation state of (-I) (Table C.1 and C.3). The more stable Pd1H2 site is formed later in the 

catalytic cycle. In the first step, the anisole reactant is adsorbed at the O vacancy near Pd1 (Pd-2). 

The activation Gibbs free energy of this step (0.64 eV) is estimated from the kinetic theory of gases 

(see Section C.5 for derivation. Note that a similar derivation was also performed by Cohen and 

Vlachos62). By crossing a 0.40 eV barrier from Pd-2 to TS2 in Figure 4.1, the adsorbed anisole 

dissociates by breaking its C6H5-OCH3 to form a phenyl (C6H5) ligand on Pd1H1 and a methoxy 

(OCH3) group (Pd-3 in Figure 4.1). The key C-O cleavage hence occurs at the interface between 

the single atom and the oxide, the C atom going to Pd1 and the O atom filling the nearby vacancy 

on the support. In other words, the support plays a major role to complement the reactivity of the 

Pd cation in the C-O cleavage transition state (TS2). The Pd centre is oxidized in this step from 

Pd1H1 (-I) to Pd (+II). 

The intramolecular hydrogenation of the C6H5 group by the H ligand is expectedly easy, 

requiring only 0.21 eV from Pd-3 to TS3, reducing the Pd (+II) centre to Pd (0). After the 

desorption of benzene, H2 replenishes the H ligands on the Pd1 site, oxidizing the Pd (0) centre 

back to Pd (+II). The formation of PdH2 proceeds with a small barrier of 0.37 eV from Pd-5 to 

TS5. Since no potential energy barrier was found for the dissociation of H2, the free energy barrier 

for this step is purely comprised of entropy losses corresponding to a collision theory adsorption 

rate. Clearly, as anticipated, H2 dissociation (Pd-5 to Pd-6) is easy on the Pd1 site and is not a rate 

determining step at all. Pd1H2 (Pd-6) is the square-planar Pd1 active site mentioned previously. 
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Finally, one H ligand reacts with the adjacent OCH3 group through the transition state (TS6) to 

form methanol and restore the formally (-I) Pd1H1 site, closing the catalytic cycle. No potential 

energy barrier was found for this step, and the barrier was estimated using collision theory. 

Notably, the formation and desorption of methanol from Pd1H2 and a nearby OCH3 group through 

TS6 requires a rather large Gibbs free energy barrier of 1.28 eV. 
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4.3.3 The Mechanism of Anisole HDO over Mo1+Pd1/Co3O4(111) 

 

Figure 4.2 The Gibbs free energy pathway for anisole HDO over the Mo1+Pd1 site. (a) Anisole 

HDO over the Mo1 site assisted by H spillover formed on Pd1 site. All structures in the reaction 

pathway are listed in Figure C.4 and C.5. The energetic span of the reaction mechanism is 1.31 

eV under low conversion (1%), between the state Mo-5b and the transition state for the dissociation 

of the anisole molecule. After dissociation of anisole, a methanol molecule is formed first by 

reacting OCH3 with surface OH generated by spillover. The methanol molecule could then desorb 

(pathway in red) or donate its H to the phenyl group and form benzene (pathway in green). The 
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formation of benzene by reaction between methanol and the phenyl ligand is kinetically preferred 

over methanol desorption. (b) Gibbs free energy barrier for the dissociation of molecular H2 on the 

Pd1 site. 

 

We explored next the HDO of anisole over the teamed single-atom Pd1+Mo1/Co3O4 

catalyst, where reactivity on the Mo1 site is assisted by the Pd1 site for H2 dissociation and H 

spillover on the support (Figure 4.2). Since this sub-coordinated Mo1 site appears to have very 

little steric hindrance, we found that the Cring-O bond is cleaved through oxidative addition. In the 

transition state (TS1), the Cring-O bond is stretched to 1.76 Å and forms a triangle with the Mo1 

centre. This step produces a C6H5 fragment whose carbon atom bind to a Mo1 and an OCH3 

fragment whose O atom bridges over Mo1 and its neighbouring Co (Mo-2). In combination, this 

step raises Mo’s formal oxidation state from (+III) to (+IV) (see Table C.3 and C.5 for 

assignment). The activation Gibbs free energy to break the Cring-O bond in the oxidation addition 

step is 1.30 eV (TS1), accounting for the loss of gas-phase entropy upon adsorption. Here again 

the Co atoms on the support play a role, although not in the C-O bond cleavage TS1 but rather in 

the stabilization of the product. To continue the reaction, the C6H5 and OCH3 fragments must be 

hydrogenated. The dissociation of H2 over Pd1 only requires crossing a Gibbs free energy barrier 

of 0.37 eV (Figure 4.1 and 4.2b). Other sites present on the catalyst were also considered for the 

dissociation of H2, but they were found to be much less active than the Pd1 site. Accounting for the 

translational and rotational degrees of freedom, the dissociation of H2 on the hydroxylated 

Co3O4(111) substrate is estimated to have a 1.62 eV Gibbs free energy barrier, while the barrier is 

2.39 eV over the Mo1 site (Figures C.6 and C.7). Hence, for the teamed Pd1+Mo1 catalyst, 
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dissociation of H2 must happen on Pd1, while the hydroxylated Co3O4(111) substrate acts as a H 

adsorbate reservoir, where surface H is in equilibrium with H2 gas (Figure 4.2b).  

Spillover of H across the Co3O4 support surface occurs through a Grotthuss type motion 

involving metastable water intermediates and the Co3O4 surface itself as an electron reservoir.177 

The H spillover event on Co3O4(111)  presents an electronic energy barrier of 0.63 eV (Figure 

C.8) which is markedly lower than that of the C-O bond cleavage at Mo1 (Figure 4.2a). In our 

pathway in Figure 4.1a, the whole process of H2 adsorption and spillover is lumped in a single 

effective step where a proton and electron are brought close to the Mo1 site (forming Mo-3), with 

a net Gibbs free energy barrier of 0.72 eV and a Gibbs free energy of reaction of +0.37 eV. A 

detailed description of the H spillover mechanism on the catalyst surface is presented in Figure 

C.8 and Section C.3.  

After the transfer of H, the OCH3 group bridging over Mo and Co reacts with the transferred 

H to produce a methanol molecule. The methanol molecule can either desorb or further react with 

the C6H5 ligand. Let us first explore the steps following the desorption of methanol (pathway in 

red in Figure 4.2). From collision theory rate of adsorption/desorption, methanol can be desorbed 

by crossing a 0.68 eV Gibbs free energy barrier (TS4a, see Section C.5 for derivation). Then one 

more H may be transferred to the O bridging between Mo and Co to continue the reaction (Mo-

6a). In this step, the Mo is reduced from (+IV) to (+III). By crossing a 0.87 eV Gibbs free energy 

barrier (TS6a), this bridging OH group reacts with the C6H5 ligand to form a free benzene 

molecule, storing the Mo1 active site (Mo-1, most-right side of Figure 4.2). This step couples a 

proton transfer from the OH group and an electron transfer from the substrate.  

In another sub-pathway (in green) starting from Mo-4, the methanol formed by TS3 may 

rotate and react with the C6H5 ligand to form a benzene molecule and a bridging OCH3 group, with 
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a 0.54 eV barrier, which is slightly smaller than the desorption barrier of methanol (0.68 eV from 

Mo-4 to TS4a). The Mo1 centre is formally reduced in this step from (+IV) to (+III). The near-

linear configuration of the Cring, H, and O atoms in this transition state (TS4b in Figure 4.2) 

resembles that for s bond metathesis.178 The methoxy group acts as a relay for the proton from the 

oxide surface to the phenyl fragment. Due to the thermodynamic stability of the bridging OCH3 

group in TS4b, the formation and desorption of a free benzene molecule is much more exergonic 

than the desorption of methanol (Mo-5b versus Mo-5a). After desorption of benzene at Mo-5b, to 

close the catalytic cycle, one more H is brought to Mo1 by spillover. The bridging OCH3 group 

(Mo-6b) is re-hydrogenated by crossing a 0.44 eV barrier (TS6b) to methanol which desorbs and 

restores the Mo-1 site. Interestingly, the net free energy barrier to hydrogenate OCH3 on the Mo1 

site (0.79 eV, from Mo-5b to TS-6b), teamed with Pd1 to supply the H adsorbate reactant, is much 

smaller than the barrier on Pd1 alone in Figure 4.1 (1.28 eV). Overall, this second sub-pathway is 

kinetically preferred as the relay role of the methoxy group offers a lower barrier for the formation 

of benzene. In addition to this pathway over the substituted Mo1 site, the reactivity of a grafted 

Mo1 site was also explored (Figure C.9). The energetic span over this active site was found to be 

1.90 eV, making it rather unreactive. 
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4.3.4 Microkinetic Simulations of Pd1/Co3O4 and Mo1+Pd1/Co3O4 

 

Figure 4.3 Microkinetic simulations show that the teamed Mo1+Pd1 catalysts is more active 

than Pd1 for the HDO of anisole. As the Gibbs free energy spans of anisole HDO over Pd1 only 

and Mo1 assisted by H spillover are similar, microkinetic simulations were performed to compare 

the HDO activity over only Pd1 sites and over Mo1 sites with H provided by Pd1. (a) In the 

temperature range of 50-150 °C and 1% anisole conversion, the Mo1+Pd1/Co3O4 dual site catalyst 

is more active than the Pd1/Co3O4 single-site catalyst, and (b) the apparent activation energy of the 

HDO reaction over Mo1 assisted by H spillover is smaller than that over only Pd1 in this 

temperature range as well. The decrease of the apparent activation energy with temperature is due 

to the depletion of surface intermediates. 

 

Experimentally, kinetic tests found that Mo1+Pd1/Co3O4, exhibits nearly 100% conversion 

of anisole at 150 °C, with an 83% selectivity for benzene. For compositions where Pd atoms in 

Mo1+Pd1/Co3O4 are singly dispersed (0.01~0.25 wt% Pd), the anisole conversion and benzene 

selectivity at were found to be insensitive to Pd loading. Without Pd, the Mo1/Co3O4 catalyst was 

found to be nearly inactive for anisole HDO. At 150 oC, the conversion was found to be below 
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10% with a selectivity of about 40% for benzene. Finally, the Pd1/Co3O4 catalyst was found to 

perform better than Mo1/Co3O4 but worse than Mo1+Pd1/Co3O4. At 150 oC, the conversion of 

anisole was found to be 88 % at 150 oC, with a 40% selectivity for benzene.  

To establish the link between the DFT-calculated energy profiles and the catalysis 

experiments, the reactivity of Mo1+Pd1/Co3O4 over Pd1/Co3O4 and Mo1/Co3O4 was investigated by 

microkinetic simulations of the HDO of anisole. As the Gibbs free energy barriers of H2 

dissociation over the Co3O4(111) substrate and the Mo1 site are 1.62 eV and higher, the Mo1/Co3O4 

catalyst is obviously less active than the Pd1/Co3O4 catalyst, where the Gibbs free energy span of 

the whole reaction is 1.28 eV.59 To quantitatively compare the Pd1/Co3O4 and Mo1+Pd1/Co3O4 

catalysts, we developed microkinetic models for the proposed reaction mechanisms to quantify the 

rates of anisole HDO (Sections C.7).65, 171 These simulations show that the Mo1 site on the 

Pd1+Mo1/Co3O4 catalyst is the main contributor to the overall catalytic activity with the assistance 

of the Pd1 site to activate H2 molecules (Figure 4.3a). The rate of anisole HDO over 

Mo1+Pd1/Co3O4 was found to be higher than that over Pd1/Co3O4 by ~one order of magnitude in 

the temperature range 50-150 °C (Figure 4.3a). The energetic spans of the two catalysts are very 

similar, but the number of Mo sites on Mo1+Pd1/Co3O4 is much larger than the number of Pd sites 

on Pd1/Co3O4, making the Mo1+Pd1/Co3O4 catalyst more reactive overall (see also Section C.6). 

Correspondingly, the apparent activation energy Ea(app) over Mo1+Pd1/Co3O4 is markedly lower 

than that over Pd1/Co3O4, in qualitative agreement with the experimental measurements (Figure 

4.3a). Experimentally, the apparent activation energy of anisole HDO over Pd1/Co3O4 was found 

to be 79±5 kJ/mol, while that over Mo1+Pd1/Co3O4 was found to be 69±6 kJ/mol. Further, during 

steady state reaction, we note that the most abundant configurations of the Mo1 and Pd1 sites on 

Mo1+Pd1/Co3O4 (Mo-5b with a bridging OCH3 and Pd-6 with two adsorbed H- in Figure 4.1) agree 
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with the coordination environment of Mo1 and Pd1 sites measured by EXAFS. Finally, the link 

between the active site coverage and catalyst reactivity is also revealed. In the catalytic tests, we 

found that when both Mo1 and Pd1 sites are present on the Co3O4 support, the catalyst reactivity is 

not sensitive to the amount of Pd1 sites. If Pd1 sites are present on the same catalyst particle to 

generate surface H, the Mo1 sites will have H to perform the reaction, with little dependence on 

the concentration of Pd1 sites since H2 dissociation on these sites is not the rate determining 

process. 

 

4.4 Conclusion 

In summary, we have demonstrated that low-temperature catalysis can be realized by 

teaming two different single-atom sites which can temporally simultaneously but spatially 

separately activate two reactants A and B of a reaction [A+B®target product(s)] where an ordinary 

metal nanoparticle catalyst cannot. The catalyst consisting of teamed single-atom sites, 

Mo1+Pd1/Co3O4 was synthesized through two consecutive preparation steps. The Mo1+Pd1/Co3O4 

catalyst is highly active and selective in producing benzene through HDO of anisole at 150oC while 

supported metal Pd nanoparticle catalysts are inactive at this temperature.  

Computational studies uncovered the Gibbs free energy pathways of HDO of anisole on 

dual site Mo1+Pd1/Co3O4, and single site Pd1/Co3O4 and Mo1/Co3O4 catalysts. For the teamed 

single-atom site catalyst, Pd1 activates H2 with a barrier of only 0.37 eV while Mo1 cleaves the C-

O bond of anisole. The hydroxylated Co3O4 support plays the crucial role of conducting H atoms 

from the Pd1 to the Mo1 site, where the hydrogenation of OCH3 could be performed with only a net 

free energy barrier of 0.79 eV instead of 1.28 eV over Pd1. The analysis of microkinetic models 

built from proposed reaction mechanisms found that the Mo1+Pd1/Co3O4 catalyst has both a higher 
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reactivity and lower apparent activation energy than the Pd1/Co3O4 catalyst. The difference in 

reactivity also reflects the Mo1+Pd1/Co3O4 catalyst’s insensitivity to the Pd1 mass fraction, where 

a small amount of Pd1 sites is enough to provide a source of atomic hydrogen for the HDO of 

anisole. 
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Chapter 5 Hydrogen Dissociation and Spillover Control the Selectivity of 1-

Hexyne Hydrogenation over Dilute Pd-in-Au Catalysts 

5.1 Introduction 

Selective hydrogenation of specific functional groups, such as -C≡C, -C=O, -NO2 and -

COOH(R), is an essential process in the petrochemical industries as well as for the production of 

fine chemicals.179 Selective hydrogenation of -C≡C- is critical in the removal of alkynes from 

alkene streams, which poison catalysts for downstream polymerization in the petrochemical 

industry.180  

The partial hydrogenation of alkynes to selectively form alkenes with high conversion is a 

long-standing challenge in heterogeneous catalysis. Ideally, 100% conversion with 100% 

selectivity for alkene formation would be achieved. The Lindlar catalyst, which has a high 

concentration of Pd and is supported on CaCO3 (5 w/w% Pd/CaCO3), is now widely used for 

alkyne hydrogenation; however, the selectivity for alkene formation is insufficient.181 The 

selectivity of the hydrogenation of 2-hexyne to 2-hexene on this catalyst, for example, is only 

~88% at ~25% conversion.182 Alkynes have a stronger binding to the Pd catalyst surface than 

alkenes; hence, most of the active sites of the catalyst are occupied by the alkyne molecules when 

the conversion is low.183-186 The strong adsorption of alkynes eliminates the alkene molecules from 

the catalyst surface and prevents over-hydrogenation, which enhances the selectivity.187 However, 

when the conversion is high, the selectivity deteriorates. Quinoline and lead are added to the 

Lindlar catalyst to improve both activity and selectivity.182 Because lead is extremely toxic, there 

is a drive to develop a more selective and environmentally-friendly catalyst. 

An alternative approach to increase selectivity is to employ dilute alloy catalysts in which 

an active element, such as Pd, is diluted in a less active metal, such as Cu, Ag or Au.22, 188-190 The 
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concept is that the active metal will initiate the catalytic cycle — H2 dissociation in the case of 

hydrogenation — whereas the majority, less reactive metal imparts the selectivity by electronically 

modifying the dilute dopant, compared to its bulk state. In the single-atom limit, the reactive dopant 

element Pd in the surface layer of Au(111) or Ag(111) has a narrow d-band due to the poor orbital 

mixing between the two different species.191, 192 This unique electronic structure decreases the 

covalent binding strength of molecules on the catalyst surface, which could be utilized to facilitate 

alkene desorption over further reaction for selective alkyne hydrogenation.193, 194 Side reactions, 

such as oligomerization, require a larger ensemble of active metals, and can also be prevented 

when using dilute alloy catalysts.195 Thus, by careful tuning, dilute alloys can enhance catalytic 

performance if these various factors can be understood and related to changes in activity and 

selectivity.  

 



 84 

 

Figure 5.1 A schematic representation of the course of 1-hexyne hydrogenation. The leftmost 

pathway shows H2 dissociation and subsequent migration to supply H atoms for 1-hexyne 

hydrogenation on another Pd1Au(111) site. 1-Hexyne can be hydrogenated either by fully 

hydrogenating one of the two unsaturated carbon atoms followed by the remaining one (left), or 

by alternately hydrogenating the two carbon atoms (right). The former is detrimental to selectivity 

as it skips 1-hexene formation and produces hexyls directly through 1-hexylidene. Double-headed 

and single-headed arrows indicate reversibility and irreversibility, respectively, based on 

experiments and theory in this paper. 

 

Previously, dilute alloys of Pd in Cu, Ag or Au were used to improve the selectivity for 

partial hydrogenation of alkynes.22, 196-199 The work herein is motivated by investigations of dilute 

Pd-in-Au RCT-SiO2 catalysts for which high selectivity for 1-hexene formation was retained even 



 85 

at high conversions. In contrast, the selectivity substantially degraded at high conversion for pure 

Pd. Luneau et al. proposed that the high selectivity for the dilute Pd-in-Au alloys is a consequence 

of the relatively weak binding of half-hydrogenated 1-hexene (hexyl) to Pd single atoms on the 

dilute alloy, compared to that of the half hydrogenated 1-hexyne (1-hexenyl), resulting in the 

preferred β-C−H bond breaking to reform one of the hexene isomers.186 The rate limiting step of 

the 1-hexyne hydrogenation was proposed to be the second hydrogenation step of 1-hexyne. 

Herein, the origin of the high selectivity at high conversion of 1-hexyne hydrogenation 

catalyzed by a dilute Pd-in-Au catalyst was explored. Theoretical modeling using density 

functional theory (DFT) and microkinetic modeling were combined with results from isotopic 

exchange experiments to establish that the rate for alkyne hydrogenation on Pd single atoms 

embedded in Au is mainly controlled by H2 dissociation, whereas C-H bond formation is widely 

thought to be the sole rate-determining step on pure Pd.200 The sizeable H2 dissociation barrier and 

small barrier for the hydrogenation of 1-hexyne compared to that of 1-hexene control the 

selectivity in 1-hexene, enabling a high selectivity even at high conversion. Experiments and 

theory show that hydrogenation of 1-hexyne is irreversible. The DFT calculations further indicate 

that hydrocarbon adsorption (1-hexyne and 1-hexene) is considerably weaker on the dilute Pd-in-

Au alloy compared to Pd(111), and that the undesired pathway to form 1-hexylidene is not favored, 

in agreement with previous work.186, 201 These results illustrate a powerful methodology to 

rationally design new catalysts for selective alkyne hydrogenation using the synergy of advanced 

theory and carefully-designed experiments. 
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5.2 Methods 

5.2.1 DFT Calculations 

All density functional theory (DFT) calculations were performed using the Vienna ab initio 

simulation package (VASP).73-75 The projector-augmented-wave (PAW) method was used to 

describe core electrons, while valence one-electron wavefunctions were developed using a set of 

plane waves with kinetic energy up to 400 eV.78 The second-order Methfessel-Paxton smearing 

method with the width of smearing set to be 0.2 eV was used to calculate band occupancies.202 

Adsorption energies of a single H atom calculated using different exchange-correlation functionals 

were benchmarked against the low energy recoil scattering and nuclear micro-analysis 

experiments, and the optPBE-vdW functional was shown to be in closest agreement.203-209 In 

addition, various density functionals were also benchmarked by comparing their calculated 

adsorption energy of 1-hexyne to that obtained from TPD (Section D.5); the optPBE-vdW 

functional was also found to perform the best. Thus, only computations performed using this 

functional were reported.  

A 6-layer slab and a (4x4) unit cell were employed to model the Pd1Au(111) surface for 1-

hexyne hydrogenation. It was constructed by replacing one surface Au atom of Au(111) with a 

single Pd atom. For this cell size, a Monkhorst-Pack generated 7x7x1 K-points grid was used.84 

During structural optimization, the bottom 4 atomic layers were fixed in the Au bulk position while 

the upper 2 layers and the adsorbates were allowed to relax until the convergence threshold of 

<0.03 eV/Å was reached. Transition states were fully optimized using the dimer method, and the 

quasi-Newton method.168 All atomic structures reported in this study are visualized using 

VESTA.89 For simplicity, only the translational and rotational entropies of the gaseous species 
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were considered in the free energy calculations. Zero-point energies and vibrational entropies were 

neglected for all species. 

 

5.2.2 Microkinetic Simulations 

Microkinetic simulations to quantitatively compare the theoretically proposed reaction 

pathway to the experimental measurements. The kinetic rate parameters were computed from DFT 

energetics. The forward and reverse rate constants of surface reactions were computed using 

transition state theory: 

k, =
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 The rate constants for the adsorption of gas molecules were computed with collision theory 

for adsorption and desorption steps210: 
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 where s is the sticking coefficient, A0,1$ is the area of the active site, P° is the standard state 

pressure, m, is the mass of the adsorbate, and kH is Boltzmann’s constant. Here, the sticking 

coefficient was assumed to be 1. The surface area of an active site was calculated using the 

experimental bulk lattice constants of Pd and Au (3.88 and 4.06 Å, respectively).211 The atomic 

fraction of Pd in the alloy is set to 5%. Following Vegard’s law, the area occupied by one atom on 

(111) facet is 7.10 × 10'+I	m+. The corresponding rate constants of desorption were computed 

using the equilibrium constants of adsorption: 
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 The rate of elementary step j was computed using the following equation: 

r7 = k7892∏ α,,:;
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,    (5.5) 

 where k7892 and k7>$? are the forward and reverse rate constants, and ν,7892 and ν,7>$? are the 

stoichiometric coefficients of reactant i in the forward and reverse directions. The activity α, was 

assumed to be the surface coverage fraction θ, for surface intermediates (including bare sites) and 

as the ratio of the partial pressure to the standard pressure, P, P°⁄ , for gaseous species.170 

The time-dependent coverages of surface intermediates are obtained as the steady-state 

solution of the following system of ordinary differential equations: 

2J)
21
= −∑ ν,7892r77 + ∑ ν,7>$?r77  (5.6) 

Following Wang et al., the steady-state solution is achieved in two steps.64 Starting from a 

bare surface, the equations are first integrated over 500 seconds until they have approximately 

reached a steady state. The resulting coverages are then used as an initial guess for numerical 

solution as follows: 

0 = −∑ ν,7892r77 +∑ ν,7>$?r77   (5.7) 

θC2(t = 0) = ∑ θC2,,,   (5.8) 

1 = ∑ θC2,,, + ∑ θBK,,,  (5.9) 

Here, θC2,, and θBK,, are the surface coverages of species i on Pd and Au sites, respectively. 

 

5.3 Results 

5.3.1 H2 Dissociation on Pd1Au(111) 

Dissociation of molecular hydrogen, a required step for alkyne hydrogenation, takes place 

on both single Pd atoms and small Pd ensembles on the surface, as described previously.212 The 
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calculations included here focus exclusively on Pd monomers embedded in the surface layer of 

Au(111), hereafter referred to as Pd1Au(111), because they predominate on the Pd4Au96 catalyst 

investigated experimentally.212 The enthalpy barrier for H2 dissociation on the isolated Pd atom is 

0.30 eV. The Gibbs free energy (G) barrier is 0.86 eV under the reaction conditions T = 363 K and 

P(H2) = 0.2 bar (Figure D.1). The resulting structure, with two hydrides bound to the Pd monomer, 

is metastable with respect to the gaseous H2 molecules under these conditions.  

The migration of one H atom across the Au surface is activated, but the Gibbs free energy 

of the transition state (TS-M, G=0.82 eV) is lower than that of the H-H dissociation step (Figure 

D.1); hence, the dissociation step is overall rate-limiting for dissociation and migration.212 For the 

purpose of analysis, the H2 dissociation and H migration steps will be bundled into a single process 

with an effective enthalpy barrier of 0.30 eV (and effective Gibbs free energy barrier of 0.86 eV). 

This large barrier is markedly different from the extended Pd surface, on which there is no enthalpy 

barrier for dissociation and the dissociated H atoms are stable versus gas phase H2.22, 213 The 

sizeable barrier for H2 dissociation on Pd1Au(111) contributes to the improved selectivity of the 

alloy catalyst for alkyne hydrogenation, as discussed below. Considering the metastable nature of 

H on the surface, it is assumed in the presentation of the reaction pathways that one of the two H 

atoms after dissociation will diffuse and react with 1-hexyne adsorbed at another Pd1Au(111) site, 

while the second one will recombine with another surface H atom and desorb as molecular H2. 

Hence, one H2 molecule dissociation event is needed every time a H atom is required to form a C-

H bond in the model underlying the free energy profiles. This constraint is lifted for the following 

microkinetic simulations as all elementary surface reactions are allowed to happen in parallel. 
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5.3.2 Hydrogenation Mechanism of 1-Hexyne to 1-Hexene over Pd1Au(111) 

 

Figure 5.2 Free energy diagram for 1-hexyne hydrogenation to form 1-hexene on the Pd1Au(111) 

surface. The butyl group attached to C≡C bond is abbreviated as R. All species are chemisorbed, 

unless indicated by (g) for gas phase species. The green and red pathways represent the 

hydrogenation of the terminal carbon atom (C1) and the carbon atom attached to the butyl group 

(C2), respectively, in the first reaction step, followed by the hydrogenation of the remaining carbon 

atom. The newly added H atoms are indicated in red or in green. Reaction conditions are: T = 363 

K, P(H2) = 0.2 bar, P(C6H10) = 0.01 bar, P(C6H12) = P(C6H14) = 0.001bar. 

 

Hydrogenation of 1-hexyne to form 1-hexene on Pd1Au(111) is irreversible and is limited 

by H2 dissociation (Figure 5.2). The first step, adsorption of 1-hexyne on the Pd1Au(111) site is 

favorable with an adsorption enthalpy of -1.16 eV, yielding a slightly positive Gibbs free energy 
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of adsorption of +0.05 eV, due to the loss of gas phase entropy. As a result, Pd1Au(111) active 

sites are partially covered by 1-hexyne, leaving some sites vacant for H2 activation. Hydrogenation 

of adsorbed 1-hexyne can occur when a hydrogen atom is supplied to the adsorbed molecule after 

H2 dissociation on another Pd1Au(111) site followed by H migration.  The Gibbs free energy 

barrier for H2 dissociation and migration is 0.86 eV as described above, resulting in the co-

adsorption of the single H atom and the 1-hexyne molecule (RCCH+H) on a single Pd1Au(111) 

site. Notably, the adsorption of two separated H atoms on a Pd1Au(111) site where a 1-hexyne 

molecule already resides is less energetically favored than on a bare Pd1Au(111) site (∆G520 =

0.77 eV for the former and ∆G520 = 0.55eV for the latter), meaning that H2 dissociation hardly 

takes place on Pd1Au(111) sites occupied with one 1-hexyne molecule. Dissociation of H2 and 

adsorption of 1-hexyne on two different Pd sites with spillover of one hydrogen though the Au 

surface towards the 1-hexyne is favored. 

There are two pathways for the initial hydrogenation of 1-hexyne: addition of hydrogen to 

the terminal carbon (C1) or to the second carbon atom (C2) of the C≡C bond (Figure 5.2). The 

Gibbs free energy barriers for these first steps are low — 0.43 and 0.32 eV, for H addition to the 

C1 and C2 positions, respectively. The differences in the barriers are attributed to the greater degree 

of electron donation from the long carbon chain to C2; hence, the transition state for C2 

hydrogenation (TS1(a)) has a free energy that is 0.12 eV lower than that of the transition state for 

C1 hydrogenation (TS1(b)).  

The stability of the resulting partially hydrogenated surface species is similar for 

hydrogenation at either the C1 or C2 position (Figure 5.2).  There are two different adsorption 

structures of the intermediates formed from C2 hydrogenation: RHCCH is in an h2 binding mode 

where carbon C1 is in a Pd-Au bridge site and C2 is atop Pd, whereas RHCCH’ is in an h1 binding 
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mode where only the C1 carbon interacts atop the Pd1Au(111) site (see structures in Figure 5.2). 

The species formed from C1 hydrogenation, RCCHH, is in an h1 binding mode, with C2 interacting 

atop the Pd1Au(111) site (Figure D.2). An h2 adsorption structure resulting from C1 hydrogenation 

is not stable, which is attributed to steric hindrance.  

Hydrogenation of the partially-hydrogenated intermediates, RHCCH’ and RCCHH, is 

favored over the reverse reaction to re-form 1-hexyne on Pd1Au(111) (Figure 5.2).  

Dehydrogenation has a Gibbs free energy barrier of 1.08-1.21 eV, which is higher than the 0.86 

eV barrier for the dissociation of a second H2 molecule. Once an H atom is co-adsorbed with the 

partially-hydrogenated intermediates (RHCCH’+H and RCCHH+H), C-H bond formation 

proceeds with very low activation barriers — 0.06 eV and 0.14 eV, respectively, for RHCCH’+H 

and RCCHH+H.  Therefore, the H2 dissociation and migration step is again rate limiting. Notably, 

1-hexene irreversibly forms, based on the high reverse barrier of at least 1.52 eV. The adsorption 

of 1-hexene is moderate (∆H= -1.22 eV, ∆G= +0.07eV) so that in reaction conditions desorption 

of 1-hexene is slightly exergonic (∆G2$0 = −0.07	eV) and 1-hexene coverage on the catalyst 

should be low. It should be noted however that the adsorption energies of 1-hexyne and 1-hexene 

are very similar, so that hydrogenation selectivity is not controlled by adsorption competition 

between these two species, as it is the case on bulk Pd catalysts. Our further kinetic simulations 

are hence essential to explain the observed selectivity. 

From the DFT free energy profile, the hydrogenation of 1-hexyne to 1-hexene on 

Pd1Au(111) is therefore predicted to be irreversible and limited by H2 dissociation with easy C-H 

bond formation steps. This behavior of single Pd atoms in Au(111) markedly contrasts with the 

case of pure Pd catalysts where hydrogen dissociation does not show an enthalpy barrier and the 

reaction is limited by the C-H bond formation.22, 200, 213  
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Another distinctive feature is the rather weak 1-hexyne adsorption on Pd1Au(111), with an 

adsorption enthalpy of -1.16 eV and a slightly endergonic nature in the considered temperature 

and pressure conditions. The adsorption on pure Pd catalysts, on the other hand, is much stronger, 

with ∆H being -2.33 eV on Pd(111). The selective hydrogenation product 1-hexene shows a similar 

adsorption enthalpy (-1.22 eV) as 1-hexyne on Pd1Au(111), while its adsorption on Pd(111) (-1.46 

eV) is much weaker than that of 1-hexyne. This suggests that the process controlling selectivity is 

different on the dilute Pd alloy, compared to bulk Pd catalysts. 

 

5.3.3 Microkinetic Simulations of Catalytic Activity 

Microkinetic simulations were used to determine the factors that control the activity and 

selectivity of the reaction as a function of temperature. The details of the model are summarized 

in the supplementary information (Table D.2). Briefly, the microkinetic simulations were 

parameterized using kinetic rate constants derived from the DFT energetics presented above. The 

adsorption rate constants of molecular H2, 1-hexyne, 1-hexene, and n-hexane were computed using 

the kinetic theory of gases, while the desorption rate constants were computed as the ratio between 

the adsorption rate constant and the equilibrium constant of adsorption.  
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Figure 5.3 Microkinetic simulations of 1-hexyne hydrogenation to 1-hexene and n-hexane under 

a typical experimental reaction environment corresponding to low (<20%) conversion: P(H2) = 0.2 

bar, P(1-Hexyne) = 0.01 bar, P(1-Hexene) = P(n-Hexane) = 0.001 bar. (a) rate (s-1) for the 

conversion of 1-hexyne (blue line) and selectivity for the formation of 1-hexene and n-hexane (red 

lines) as a function of temperature. The selectivity for 1-hexene was found to be above 98% 

through the temperature range T = 313 - 413 K. (b) Steady state fraction of reactive intermediates 

on Pd1Au(111) as a function of temperature: adsorbed 1-hexyne (orange line) and 1-hexene (purple 

line) were found to be the most abundant reactive intermediates until 353 K. (c) Schematics of 

structures in panel (b). 

 
In the reaction mechanism, the hydrogenation of carbonaceous intermediates was assumed 

to only take place on Pd1Au(111) after H exchange between Pd1Au(111) sites across the Au 

substrate. Microkinetic simulations demonstrate that Pd1Au(111) is selective for 1-hexene 

formation at both low and high conversions. The rate-limiting step of the hydrogenation is found 

to be the dissociation of H2, which is consistent with the free-energy-based analysis and contrasts 
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with nanoparticle Pd catalysts. The kinetic orders of the reactants (1 for hydrogen and ~0 for 

hexyne) and the apparent activation energy are also in close agreement with the experimental 

results.186, 201 

The rate of 1-hexyne hydrogenation was evaluated under a typical experimental reaction 

environment at low conversion [T = 313~413 K, P(H2) = 0.2 bar, P(1-Hexyne) = 0.01 bar, P(1-

Hexene) = P(n-Hexane) = 0.001 bar]. 1-Hexyne starts to react at 333 K. At 373 K, the rate of 

selective hydrogenation to 1-hexene is 0.42 s-1, while the rate of complete hydrogenation to n-

hexane is 0.0021 s-1 (Figure 5.3). Overall, in the temperature range of T = 313 – 413 K and low 

1-hexyne conversion, the selectivity for the formation of 1-hexene was found to be consistently 

above 98%. The Pd1Au(111) active sites were found to be largely covered by adsorbed 1-hexyne 

and 1-hexene below 353 K, but become mostly bare above this temperature (Figure 5.3b). At up 

to 90% 1-hexyne conversion, the selectivity of 1-hexene remains high (>70%), in agreement with 

experimental findings (Figure D.4).186  

For the formation of 1-hexene from 1-hexyne, the C2 atom was found to be hydrogenated 

first, in agreement with the Gibbs free energy-based analysis (Figure D.5). The formation of 1-

hexenyl and 1-hexene was exothermic and irreversible: the reversibility factor, defined as the ratio 

between the reverse and forward rates of an elementary step with a positive rate (r>$? r892⁄ ), is 

below 10-4 in the whole considered temperature range.214 On the other hand, the formation of 1-

hexyl was found to be partially reversible in the temperature range, with a reversibility factor 

ranging from ~1 at 313 K to 0.46 at 413 K. Moreover, the formation of the 1-hexylidene 

intermediate, and then hexyl and hexane were found to be unfavorable at all temperatures (Figure 

D.5b).  
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Experimentally, the irreversibility of the hydrogenation of 1-hexyne to 1-hexene was 

checked by the reacting 1-hexyne with D2 over a raspberry colloid-templated (RCT) SiO2 

supported dilute Pd-in-Au catalyst. The bimetallic Pd/Au nanoparticles consist of 4 at% Pd and 

96% Au (Pd4Au96), with a total metal loading of 4.2 wt%. The absence of significant HD and 

deuterated 1-hexyne confirmed the hydrogenation of 1-hexyne to be irreversible. Further the 

decrease of steady state 1-hexyne conversion from 10.6% to 4.6% upon switch from H2 to D2 agree 

with the DFT result in that H2/D2 is the rate-limiting process in the hydrogenation of 1-hexyne. 

 

 

Figure 5.4 Analysis of the kinetics for hydrogenation of 1-hexyne shows H2 dissociation to be the 

rate-controlling step. (a) Apparent activation enthalpy (blue line) and kinetic orders of H2 (black 

solid line), 1-hexyne (dot-dashed line) and 1-hexene (dashed line) for the hydrogenation of 1-

hexyne as a function of temperature. The apparent activation enthalpy of the reaction progressively 
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decreases in the temperature range T = 313 – 413 K, while the orders of 1-hexyne and 1-hexene 

increase. (b) Degree of rate control (DRC) of various transition states as a function of temperature. 

The transition state for H2 dissociation is the main rate-controlling transition state (red line), while 

the migration of H from the Pd single atom to the Au substrate (orange line) is second in 

importance. Importantly, C-H bond formation steps (green and purple lines) do not appear to be 

rate-controlling. (c) Schematics of the four elementary steps shown in panel (b). 

 

The apparent activation enthalpy and kinetic orders of H2, 1-hexyne, and 1-hexene for the 

consumption of 1-hexyne were next computed. Here, under an H2 rich reaction environment and 

low 1-hexyne conversion [P(H2) = 0.2 bar, P(1-Hexyne) = 0.01 bar, P(1-Hexene) = 0.001 bar] 

along the rise of temperature from 313 K to 373 K, the apparent activation enthalpy for the 

hydrogenation of 1-hexyne was found to decrease from 1.49 eV to 0.44 eV, the orders of 1-hexyne 

and 1-hexene were found to increase from ~ -0.5 to ~ 0, and the order of H2 was found to be 

roughly constant at 1 (Figure 5.4a). The lowering of apparent activation enthalpy and increase in 

the kinetic orders of 1-hexyne and 1-hexene accompany a sharp increase in the rate of 1-hexyne 

hydrogenation without compromising the selectivity (Figure 5.3). At a reaction temperature of 

373 K, the apparent activation enthalpy, order of H2, and order of 1-hexyne were found to be 0.44 

eV, 1, and -0.04, respectively.  

The kinetics of the semi-hydrogenation of 1-hexyne catalyzed by dilute Pd-in-Au alloys 

have been studied by two groups of authors. For the gas phase hydrogenation of 1-hexyne to 1-

hexene at 313 K, Luneau et al. found the rate of 1-hexyne hydrogenation over Pd4Au96 

nanoparticles supported on RCT-SiO2 to depend largely on the partial pressure of H2 (order of 

0.94) but to weakly depend on the partial pressure of 1-hexyne (order of -0.08).186 The authors 
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found the apparent activation enthalpy to be 0.39 eV between 303 – 343 K. Based on the similarity 

of the orders of H2 and 1-hexyne over Pd4Au96 (0.94 for H2 and -0.08 for 1-hexyne) to those over 

pure Pd (0.99 for H2 and -0.20 for 1-hexyne), the authors suggested that the rate-controlling step 

over Pd4Au96 should be the hydrogenation of 1-hexenyl to 1-hexene.  

For the liquid phase hydrogenation of 1-hexyne to 1-hexene, Liu et al. observed similar 

orders of reaction as Luneau et al. At 298 K, the authors found the rate of reaction to have linear 

dependence on the pressure of H2 but no dependence on the concentration of 1-hexyne, 

corresponding to an order of ~1 for H2 but ~0 for 1-hexyne.201 In the temperature range of 273 ~ 

318 K, the authors found the apparent activation enthalpy of the reaction to be 0.43 eV, and due to 

the similarity of this apparent activation enthalpy to that of the H/D exchange reaction [H2 + D2 à 

2HD, Ea,app = 0.43 eV] over the same catalyst, they suggested that H2 activation should be the rate-

controlling step. 

At face value, the calculated apparent activation enthalpy and orders of reaction in this 

work agree with those measured by Luneau et al., but they are appearing at a higher temperature, 

shifted by ~60 K. The origin of this shift will be discussed further later. 

To determine the rate-limiting process and quantify the relative importance of surface 

intermediates and transition states, a Degree of Rate Control (DRC) analysis was performed on 

the rate of 1-hexyne hydrogenation (Figure 5.4b and D.6).171 In the temperature range T = 313 K 

– 353 K, the most abundant surface intermediates are adsorbed 1-hexyne and 1-hexene, but more 

than half the Pd sites become bare above 353 K (Figure 5.3b). This depletion of the surface C6 

intermediates is mirrored in the calculated DRCs of reactive intermediates, where the DRCs of 

surface intermediates gradually moves to 0 in this temperature range, while the bare surface 

becomes the rate controlling intermediate (Figure D.6). The loss of surface C6 intermediates 



 99 

accompany both the decrease of apparent activation enthalpy and increase of C6 reaction orders in 

this temperature range. On the other hand, the dissociation of H2 remains the main rate-controlling 

transition state for the reaction on the whole temperature range. The calculated apparent activation 

enthalpy and reaction orders can be rationalized through the DRCs. Following Mao and Campbell, 

the apparent activation enthalpy can be interpreted as approximately the difference between the 

enthalpic barrier for H2 dissociation relative to H2 gas and the enthalpies of adsorption of 1-hexyne 

and 1-hexene weighed by the DRCs of their adsorbed states.215 Through these analyses, the 

transition state for the dissociation of H2 was shown to be the main rate-controlling step for the 

hydrogenation of 1-hexyne to 1-hexene, in agreement with the qualitative analysis from reaction 

pathways.  

r =
!!""##$"$%&,(

%&!)#!*$+&!!(#!*$,
   (5.10)  

Rate laws derived by assuming the existence of a single rate-controlling transition state 

show that there are two cases that yield a rate law that is first-order in H2 and zero-order in 1-

Hexyne: H2 dissociation or hydrogenation of 1-hexenyl to 1-hexene (Table D.3). In these 

derivations, the transition states of H2 dissociation, hydrogenation of adsorbed 1-hexyne to 1-

hexenyl, or hydrogenation of 1-hexenyl to 1-hexene could be the rate-controlling steps.  

Comparing the formulated rate laws to the measured orders of reaction, the hydrogenation of 1-

hexyne to 1-hexenyl can be immediately ruled out as the possible rate-limiting step because its 

rate law will always be one half-order in H2. On the other hand, the H2 dissociation-limited rate 

law (equation 5.10) best fits the results of the microkinetic simulations and the reported kinetic 

studies.186, 201 Under a reaction environment where the coverage of surface C6 intermediates is low, 

the rate law indicates that the rate of 1-hexene formation is solely dependent on the partial pressure 

(or activity) of H2. At this limit, the apparent activation energy is simply equal to the enthalpy 
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barrier for dissociating H2 over the Pd1 site. The microkinetic model agrees well with the derived 

rate law. At T = 393 K and low 1-hexyne conversion [P(H2) = 0.2 bar, P(1-Hexyne) = 0.01 bar, 

P(1-Hexene) = P(n-Hexane) = 0.001 bar], the apparent activation energy was found to be 0.30 eV 

(Figure 5.4), very close to the 0.29 eV enthalpy barrier to dissociate H2 gas over Pd1 at this 

temperature. 

From the derived rate laws, it also seems possible that the transition state of 1-hexenyl 

hydrogenation to 1-hexene is the rate-controlling step, if adsorbed 1-hexyne was the most abundant 

surface intermediate. However, this is unlikely due to two reasons. First, based on the temperature 

programmed desorption (TPD) experiments of Liu et al. and on gas phase chemical potential 

calculations, the adsorption of 1-hexyne on Pd sites must be endergonic (Figure D.7), resulting in 

a very low coverage of 1-hexyne under typical reaction temperatures.201 Second, the requirement 

for 1-hexenyl hydrogenation to be the rate-controlling step and for 1-hexyne to be the most 

abundant surface intermediate imposes a thermodynamically inconsistent constraint on the 

reaction network. The Gibbs free energy barrier of H2 dissociation over Pd1Au(111) was found to 

be 0.86 eV at 363 K and P(H2) = 0.2 bar (Figure D.1). Following the Brønsted-Evans-Polanyi 

(BEP) relation for the C-H bond formation reactions studied in this work (Figure D.8), the 

hydrogenation of 1-hexenyl by co-adsorbed H must be highly endothermic (∆E ≫ 0	eV) to 

overtake the H2 dissociation barrier and become the rate-controlling step. Assuming 1-hexyne and 

1-hexene have similar adsorption energy, the hydrogenation of adsorbed 1-hexyne by co-adsorbed 

H to 1-hexenyl then must be extremely exothermic (∆E ≪ −2	eV) to ensure thermodynamic 

consistency of the gas phase reaction. The consequentially exothermic hydrogenation of 1-hexyne 

to 1-hexenyl must have a very small forward activation energy. In total, the thermodynamic 

constraint would make 1-hexenyl the most abundant surface intermediate, contradicting the 
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previous assumption, where 1-hexyne is the most abundant surface intermediate. Based on these 

reasons, the hydrogenation of 1-hexenyl can be ruled out as the rate-controlling step, further 

strengthening the proposal that the dissociation of H2 is the rate-controlling step for the reaction. 

 

 
Figure 5.5 A destabilization of hydrocarbon intermediates and transition states energy by 0.2 eV 

enables an improved agreement with experiment for the kinetic order of 1-hexyne and the apparent 

activation enthalpy. (a) Apparent activation enthalpy (eV) of 1-hexyne hydrogenation as a function 

of temperature without (full line) and with (dashed line) destabilization of surface C6Hx 

intermediates and transition states. Experimental is shown as a green horizontal bar.186  (b) Orders 

of reaction of H2 (blue) and 1-hexyne (red) as a function of temperature without (full line) and 

with (dashed line) destabilization of surface C6Hx intermediates and transition states.186 

  
One possible origin of the difference between the microkinetic simulations and the kinetic 

experiments of Luneau et al. could be the calculated adsorption enthalpies of 1-hexyne and 1-

hexene. In our calculations, the desorption enthalpies of 1-hexyne and 1-hexene were calculated 

to be 1.16 eV and 1.22 eV, respectively at 363 K. The values appear overestimated compared to 

the TPD experiments of Liu et al.201 Comparing to the gas phase chemical potentials of 1-hexyne 
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and 1-hexene (Figure D.7), the overestimation of the desorption enthalpies would result in a higher 

calculated coverage of C6 intermediates at typical reaction temperatures, 298 – 343 K. 

To qualitatively reconcile the differences, a modified microkinetic model was created, 

where surface intermediate states and transition states containing adsorbed carbonaceous species 

were destabilized by 0.20 eV (Figure 5.5). At 313 K, the apparent activation enthalpy was found 

to be 0.39 eV, and the order of 1-hexyne -0.01. The calculated apparent activation enthalpy and 

orders of reaction from this modified model compare much more favorably with the experimental 

measurements by Luneau et al. (apparent activation enthalpy: +0.39 eV, order of 1-hexyne: -0.08) 

and Liu et al. (apparent activation enthalpy: +0.43 eV, order of 1-hexyne: ~0), while the 

dissociation of H2 remains as the main rate-controlling transition state. 

 

5.3.4 Origin of Improved 1-Hexene Selectivity 

The Degree of Selectivity Controls (DSC)171 of all surface intermediates and transition 

states were computed at a typical low-conversion experimental reaction environment [T = 373. K, 

P(H2) = 0.2 bar, P(1-Hexyne) = 0.01 bar, P(1-Hexene) = 0.001 bar] to quantitatively compare the 

influence of the elementary steps in the reaction network on 1-hexene selectivity. The DSCs of the 

transition states for H2 dissociation on Pd1 and for 1-hexyl hydrogenation to form n-hexane are 

negative (Figure 5.6), meaning that the selectivity for 1-hexene formation is decreased if the free 

energy of the TS for H2 dissociation or for 1-hexyl hydrogenation is lowered. The former is 

justified by the fact that atomic H would become more readily available for 1-hexene 

hydrogenation when the H2 dissociation barrier shrinks. The latter is even more natural as it 

directly controls the formation of the undesired n-hexane product. The calculated DSCs agree well 

with the Gibbs free energy-based analysis. On the other hand, the transition state with the largest 



 103 

positive DSC goes to the hydrogenation of 1-hexyne to form 1-hexenyl (Figure 5.6). Since the 

first hydrogenation step of 1-hexyne has a larger activation barrier than the second step, lowering 

this TS free energy could more significantly increase the yield of 1-hexene and hence the 

selectivity. It is noted that the DSC analysis is carried out at a condition under which only 11% of 

all surface Pd sites are occupied by carbonaceous intermediates; thus, the influence of site-

competition is negligible (Figure 5.3b).  

 

 

Figure 5.6 The degree of selectivity control (DSC), evaluated at T = 373 K, P(H2) = 0.2 bar, P(1-

Hexyne) = 0.01 bar, P(1-Hexene) = 0.001 bar, of the TS for H2 dissociation over Pd1 (𝐃𝐒𝐂 =

−𝟐. 𝟕𝟓 × 𝟏𝟎'𝟑), 1-Hexyne hydrogenation to 1-Hexenyl (𝐃𝐒𝐂 = 𝟖. 𝟐𝟒 × 𝟏𝟎'𝟑), and 1-Hexyl 

hydrogenation to n-Hexane (𝐃𝐒𝐂 = −𝟐. 𝟒𝟔 × 𝟏𝟎'𝟑). The values were multiplied by 100 in the 

figure. Decreasing the free energy barrier for 1-hexyne hydrogenation to 1-hexenyl increases the 

selectivity for 1-hexene, while decreasing the free energy barrier of H2 dissociation and 1-hexyl 

hydrogenation to n-hexane decreases the selectivity for 1-hexene. 
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 At low conversion, Pd catalysts achieve high selectivity via competitive binding: strong 

binding of 1-hexyne expels the relatively weakly bound 1-hexene from the catalyst surface. This 

competitive binding, however, would be lost when conversion becomes higher. The high 

selectivity of the dilute Pd-in-Au catalyst at high conversion, on the other hand, does not rely on 

competitive binding, as can be seen from the similar magnitude of adsorption energies of 1-hexyne 

and 1-hexene. Instead, the selectivity is mainly controlled by the difference in the hydrogenation 

rates constants between 1-hexyne and 1-hexyl as shown by the DSC analysis. One important factor 

to slow down 1-hexyl hydrogenations is the high H2 dissociation barrier which encourages hexyls 

to proceed in the reverse direction to form hexenes as also demonstrated by van der Hoeven et al.  

in the case of hexene hydrogenation on the same catalyst. [29] Notably, this sizable barrier is 

absent on the Pd catalysts. Since the H2 dissociation barrier is independent of reaction conversion, 

the selectivity for hexene formation can be preserved even at high conversion. The production of 

hexyls via hexylidene, which is detrimental to the selectivity as it skips the formation of 1-hexene, 

is also energetically unfavorable on the alloy catalyst (Figure D.5). All these features together 

contribute to the much improved selectivity of the Pd1Au(111) catalyst. 

One can discuss in more details the differences between the Pd1Au(111) and bulk Pd(111) 

catalysts for 1-hexyne hydrogenation. The hydrogenation energy profiles differ in that the surface 

intermediates and transition states are much more weakly adsorbed on Pd1Au(111). Compared to 

Pd(111), adsorbed 1-hexyne is destabilized in free energy by 1.37 eV on Pd1Au(111), and the first 

C-H bond formation TS1(a) by a similar amount of 1.33 eV. Hydrogen adsorption is weaker as 

well, destabilized by 0.49 eV/H atom.216 The co-adsorbed state, where both 1-hexyne and H are 

interacting with Pd1 is destabilized by 1.87 eV, and hence roughly cumulate the two effects. As a 
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result, for the elementary C-H bond formation process, the reactant state is more destabilized than 

the TS, leading to the activation energy being reduced from 0.86 eV on Pd(111) to 0.32 eV on 

Pd1Au(111). The observed destabilizations on the single atom alloy186, 217-219 mainly stem from 

reduced active ensemble effects: for example on Pd(111) 1-hexyne binds to 3 Pd atoms, while it 

binds to 1 Pd and two Au atoms on Pd1Au(111). The d states of Au are lower in energy, completely 

occupied, and cannot interact strongly with the adsorbate.220 Electronic effects are also present 

since the electronic states on Pd for the single atom alloy are less dispersed in energy than for a 

surface atom of Pd(111).221 Note however that the d band center for the surface Pd atom have very 

similar value [-1.69 eV for Pd(111) and -1.65 eV for Pd1Au(111), Figure D.9] so that electronic 

effects likely originate from the difference in the d band shape. The marked destabilization along 

the energy profile results in the H2 dissociation activation energy to be large, and the C-H bond 

formation activation energy to be small on Pd1Au(111), with strong positive consequences on the 

1-hexyne hydrogenation selectivity, as shown from our kinetic analysis. Since ensemble effects 

dominate, one can expect that the phenomenon shown here would reasonably pertain for a wide 

range of single atom alloys.  

The concepts obtained in this study can be used to design selective catalysts. One important 

parameter is the energy barrier for H2 dissociation, for which we face a compromise between 

activity and selectivity. Increasing further the H2 dissociation barrier would decrease the activity 

(it is the main rate controlling process) while decreasing it significantly could damage the 

selectivity. We can play however in an interval of favorable barrier values, to find an optimal 

situation. This can be done by keeping Pd as active metal but changing the host to Ag or Cu.218 

One other possibility is to change the active metal to Ni. Changing the active metal to Pt does not 

appear as a good idea, since the H2 dissociation barrier is much smaller on Pt SAAs in Au, Ag and 
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Cu.218 Larger ensembles of Pd or Ni as dimers or trimers would also markedly decrease the H2 

dissociation barrier, at the expense of selectivity, and should not be an efficient direction of design. 

 

5.4 Conclusion 

In this work, our combined theoretical and experimental study shows that, over dilute Pd-

in-Au alloy catalysts, the H2 dissociation elementary step, with a sizeable free energy barrier of 

0.86 eV at 363 K and 0.2 bar of H2, plays a major role to control the activity and selectivity of 1-

hexyne hydrogenation. Specifically, our Gibbs free energy based analysis and first-principles 

microkinetic simulations show that H2 dissociation is the rate-limiting process for 1-hexyne 

hydrogenation on Pd1Au(111) while the C-H bond formation steps proceed with lower barriers. 

Somewhat more surprisingly, the sizeable H2 dissociation barrier also favorably impacts the 

selectivity for partial hydrogenation to 1-hexene, because it slows down the undesired over-

hydrogenation to hexane. This is shown by our DSC analysis, which indicates that decreasing the 

free energy barrier of H2 dissociation decreases the selectivity for 1-hexene. Other elementary steps 

are also important for the selectivity: decreasing the barrier for 1-hexyl hydrogenation to n-hexane 

also decreases the selectivity for 1-Hexene, while decreasing the barrier for 1-hexyne 

hydrogenation to 1-hexenyl increases it.   

This major role of H2 dissociation in the kinetic control of 1-Hexyne hydrogenation on 

dilute Pd-in-Au catalysts markedly contrasts with previously studied extended Pd catalysts for 

which addition of atomic H to the adsorbed alkyne or alkenyl is accepted to be the rate-determining 

step, and the selectivity is controlled by competitive adsorption of alkyne and alkene. On dilute 

Pd-in-Au, the selectivity is controlled instead by competition of hydrogenation rates of alkyne and 

alkene, which maintains a high selectivity even at high conversion. Hence, the energetics and 
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kinetics of the 1-hexyne hydrogenation mechanism over dilute Pd-in-Au alloy is distinct with 

respect to bulk Pd catalysts. Our reaction profiles from first-principle calculations and microkinetic 

modelling also reveal that 1-hexyne hydrogenation to 1-hexene is an irreversible process due to 

the strongly exothermic nature of the reaction. This claim is validated through the isotopic 

exchange hydrogenation experiment conducted on Pd0.04Au0.96 embedded in RCT-SiO2. 

Another key property of dilute Pd-in-Au alloys is that the adsorption energy of hydrocarbon 

species is moderate so that the coverage of Pd sites by these hydrocarbon intermediates is low, 

enabling access and activation of H2, and preventing poisoning and coking of the catalysts. This is 

again different from extended Pd catalysts where hydrocarbon species bind strongly and can form 

coke at high coverage, deactivating the catalyst. Apparent activation enthalpies and reaction orders 

for dilute Pd-in-Au from our microkinetic modeling are in good agreement with previous 

experiments, despite a shift of ~60 K in temperature. The temperature shift is attributed to the 

slight over-estimation of the adsorption energies of the surface species when the xc-functional 

optPBE-vdW is used. Altogether, this work unprecedentedly demonstrates that the improved 

selectivity of the dilute Pd-in-Au alloy catalyst is attributed to the sizable H2 dissociation barrier, 

and to the small barrier for C-H bond formation from 1-hexyne to 1-hexenyl (smaller than that for 

C-H bond formation from 1-Hexene to 1-Hexyl). The formation of dilute active species in a less 

active host metal can therefore be seen as a way to tune the binding energy of reactants, alter 

reaction profiles and induce distinct kinetic behaviors for an optimal catalytic activity and 

selectivity. This concept of dilute alloy catalyst is hence a versatile approach to design highly 

selective heterogeneous catalysts. 
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Chapter 6 1-Hexene Hydrogenation and Isomerization over Dilute Pd-in-Au 

Catalysts 

6.1 Introduction 

The partial hydrogenation of alkynes and dienes are key processes in the petrochemical 

and polymer industries.179 For the production of polymers, trace amounts of alkyne and diene 

impurities in an alkene-rich feed stream will poison the polymerization catalyst. Typically, Pd 

catalysts are used to remove the impurities, but suffer from selectivity issues at high alkyne 

conversion, where the desired mono-alkene product is instead fully hydrogenated to alkane.181, 222 

Alloying Pd with a second non-reactive metal such as Cu, Ag, or Au has been demonstrated in 

improving the selectivity for alkenes.22, 197-199, 201, 223-225 An important step in further improvement in 

selective catalysts in alkyne and alkene hydrogenation, lies in understanding how dilute alloys 

prevent hydrogenation of the mono-alkenes and why they favor alkene isomerization over alkene 

hydrogenation.  

In this study, isotope labeling experiments, DFT calculations, and microkinetic simulations 

were combined to unravel the reaction mechanism, rate-limiting and selectivity controlling steps 

of 1-hexene hydrogenation/isomerization over a dilute Au-in-Pd alloy nanoparticle catalyst. This 

study continues the investigation of the hydrogenation of 1-hexyne to 1-hexene in the previous 

chapter. Here, the main objective is to understand the favorable selectivity of the alloy for 1-hexene 

isomerization and its ability to prevent the hydrogenation to hexane. The combined approach 

provided insight in the reaction mechanism, associated energy barriers, rate-limiting and 

selectivity controlling processes, and established the key differences between dilute Pd-in-Au alloy 

and mono-metallic Pd nanoparticle catalysts. 
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6.2 Methods 

6.2.1 DFT Calculations 

All density functional theory (DFT) calculations were performed using the Vienna ab initio 

simulation package (VASP).73-75 The projector-augmented-wave (PAW) method was used to 

describe core electrons, while valence one-electron wavefunctions were developed using a set of 

plane waves with kinetic energy up to 400 eV.78 The second-order Methfessel-Paxton smearing 

method with the width of smearing set to be 0.2 eV was used to calculate band occupancies.202 The 

exchange and correlation energies were calculated using the optPBE-vdW functional, based on the 

benchmarking calculations in the previous chapter.203-209 A 6-layer slab and a (4x4) unit cell were 

employed to model the Pd1Au(111) surface for 1-hexyne hydrogenation. For this cell size, a 

Monkhorst-Pack generated 7x7x1 K-points grid was used.84 During structural optimization, the 

bottom 4 atomic layers were fixed in the Au bulk position while the upper 2 layers and the 

adsorbates were allowed to relax until the convergence threshold of <0.03 eV/Å was reached. 

Transition states were fully optimized using the dimer and the quasi-Newton method.168 All atomic 

structures reported in this study are visualized using VESTA.89 For simplicity, only the 

translational and rotational entropies of the gaseous species were considered in the free energy 

calculations. Zero-point energies and vibrational entropies were neglected for all species. 

 

6.2.2 Microkinetic Simulations 

Microkinetic simulations to quantitatively compare the theoretically proposed reaction 

pathway to the experimental measurements. The kinetic rate parameters were computed from DFT 

energetics. The forward and reverse rate constants of surface reactions were computed using 

transition state theory: 
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 The rate constants for the adsorption of gas molecules were computed with collision theory 

for adsorption and desorption steps210: 
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 where s is the sticking coefficient, A0,1$ is the area of the active site, P° is the standard state 

pressure, m, is the mass of the adsorbate, and kH is Boltzmann’s constant. Here, the sticking 

coefficient was assumed to be 1. The surface area of an active site was calculated using the 

experimental bulk lattice constants of Pd and Au (3.88 and 4.06 Å, respectively).211 The atomic 

fraction of Pd in the alloy is set to 5%. Following Vegard’s law, the area occupied by one atom on 

(111) facet is 7.10 × 10'+I	m+. The corresponding rate constants of desorption were computed 

using the equilibrium constants of adsorption: 
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 The rate of elementary step j was computed using the following equation: 
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 where k7892 and k7>$? are the forward and reverse rate constants, and ν,7892 and ν,7>$? are the 

stoichiometric coefficients of reactant i in the forward and reverse directions. The activity α, was 

assumed to be the surface coverage fraction θ, for surface intermediates (including bare sites) and 

as the ratio of the partial pressure to the standard pressure, P, P°⁄ , for gaseous species.170 

The time-dependent coverages of surface intermediates are obtained as the steady-state 

solution of the following system of ordinary differential equations: 
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2J)
21
= −∑ ν,7892r77 + ∑ ν,7>$?r77  (6.6) 

Following Wang et al., the steady-state solution is achieved in two steps.64 Starting from a 

bare surface, the equations are first integrated over 500 seconds until they have approximately 

reached a steady state. The resulting coverages are then used as an initial guess for numerical 

solution as follows: 

0 = −∑ ν,7892r77 +∑ ν,7>$?r77   (6.7) 

θC2(t = 0) = ∑ θC2,,,   (6.8) 

1 = ∑ θC2,,, + ∑ θBK,,,  (6.9) 

Here, θC2,, and θBK,, are the surface coverages of species i on Pd and Au sites, respectively. 

To evaluate the degree of H/D exchange in 1-hexene, 2-hexene, and n-hexane as a function 

of 1-hexene conversion, the above microkinetic model was embedded in an isothermal and isobaric 

plug-flow reactor (PFR). The metal content of the catalyst was assumed to be 4.2 wt%. Each Pd-

in-Au nanoparticle in the catalyst was assumed to be a sphere 4.9 nm in diameter, with 5% of all 

atoms in each particle being Pd.  
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6.3 Results 

6.3.1 Mechanism of 1-Hexene Hydrogenation and Isomerization over Pd1Au(111) 

 
Figure 6.1 Free energy profiles for 1-hexene hydrogenation (a) and isomerization to 2-hexene (b) 

calculated using DFT. The abbreviation R represents the butyl group attached to the C=C bond. 

Two different hydrogenation pathways are shown in (a): the green pathway hydrogenates first the 
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terminal carbon atom of 1-hexene to form 2-hexyl while the red pathway hydrogenates first the 

carbon atom which is attached to the butyl group R, to form 1-hexyl. Both pathways finish by 

hydrogenating the remaining unsaturated carbon atom in the hexyl intermediates. The newly-

added H atoms to the unsaturated hydrocarbons are denoted in red or in green. (b) shows the 

isomerization pathway of the 2-hexyl intermediate to 2-hexene. Reaction conditions are: T = 363 

K, P(H2) = 0.2 bar, P(1-hexene) = 0.01 bar, P(2-hexene) = 0.001 bar, and P(n-hexane) = 0.001 bar.   

 

 Kinetic tests were performed to examine the reactivity and selectivity of 1-hexene 

hydrogenation/isomerization over the RCT SiO2-supported Pd4Au96 catalyst, and the findings are 

summarized here. At 373 K, Pd4Au96 nanoparticles were found to preferentially isomerize 1-

hexene to 2-hexene and 3-hexene, with only a 11% selectivity for n-hexane at 92% total 1-hexene 

conversion. When the H2 reactant is switched to D2, the majority product remained 2-hexene and 

3-hexene. At lower conversions, the fraction of deuterated products did not exceed the non-

deuterated products. Only at very high conversions do they overtake the d0 products. Catalytic 

tests with a pure Pd catalyst showed both higher selectivity (33%) for n-hexane and higher degrees 

of H/D exchange. 

The free energy profiles for 1-hexene hydrogenation to n-hexane (Figure 6.1a), and for 

isomerization to 2-hexene (Figure 6.1b) reveal that on the Pd1Au surface the isomerization 

pathway is favored over hydrogenation to n-hexane. The full set of adsorption configurations of 

the reactants, intermediates and products corresponding to the states in the energy profiles are 

provided in Figure E.1. Both the hydrogenation and isomerization pathway start with the 

adsorption of 1-hexene on the Pd1 site, which is thermo-neutral in the considered conditions. This 

is followed by hydrogen dissociation on a different Pd site and migration of a H atom to the Pd 

site where the 1-hexene is bound, a process with an overall barrier of 0.86 eV. (Figure D.1) 
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Subsequent addition of the dissociated hydrogen atom on either the first or second carbon atom 

leads to the formation of the 2-hexyl (green) and 1-hexyl (red) intermediate, respectively. Next, 

the hexyl intermediates can be hydrogenated by spillover of another H atom to the Pd site and 

adding a H atom to the remaining carbon radical/remaining unsaturated carbon of the hexyl 

intermediate to form n-hexane. The effective free energy barrier for this process is 0.86 eV (H2-

dissociation). Alternatively, the reverse process from the hexyl intermediates to 1-hexene via 

reductive H-elimination can occur. The effective barrier for this reverse process is 0.67-0.73 eV 

(for 1-hexyl to TS1(a) and 2-hexyl to TS(b), respectively) and hence is lower than the effective 

barrier for hydrogenation to n-hexane. The barrier for isomerization to 2-hexene is even a bit lower, 

0.66 eV, indicating that the formation of both 1- and 2-hexene is favored over the formation of n-

hexane. Hence, the DFT calculations indicate that on the Pd1Au surface backward dehydrogenation 

to form a hexene isomer is favored over hydrogenation to n-hexane, and that isomerization to 2-

hexene is favored over the re-formation of 1-hexene.  

 

6.3.2 Microkinetic Simulations of 1-Hexene Hydrogenation and Isomerization over 

Pd1Au(111) 

The reactivity and product selectivity of the calculated reaction mechanism for Pd1Au(111) 

was evaluated under operating temperature and pressure using microkinetic models, which were 

parameterized using DFT-calculated reaction energies and barriers from Figure 6.1. In brief, the 

microkinetic model of 1-hexene hydrogenation/isomerization consists of four groups of reactions: 

i) the dissociation of H2 on a vacant Pd site and the exchange of atomic H between Pd sites, 

eventually also occupied by the hydrocarbon intermediate via spillover on Au, ii) the 

hydrogenation of 1-hexene to n-hexane through either the 1-hexyl or iii) 2-hexyl intermediate, and 
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iv) the isomerization of 1-hexene to 2-hexene through the 2-hexyl intermediate. The hydrogenation 

of hydrocarbon intermediates was assumed to take place only after hydrogen exchange. Table E.1 

summarizes all elementary steps, their kinetic rate constants, Gibbs free energies of reaction and 

activation energies. At low 1-hexene conversion (fixed partial pressures of p(H2) = 0.2 bar, p(1-

hexene) = 0.01 bar, and p(2-hexene) = p(n-hexane) = 0.001 bar) the conversion of 1-hexene started 

at 333 K reaching a 1-hexene consumption rate of 0.331 s-1 at 373 K (Figure 6.2a), with 3% of the 

1-hexene being isomerized to 2-hexene, and the rest hydrogenated to n-hexane (Figure 6.2a). 93% 

of the produced n-hexane formed through the 1-hexyl intermediate, while the rest proceeded 

through the 2-hexyl intermediate. The discrepancy between the calculated product selectivity to 

preferential n-hexane formation, and the experimental product selectivity to 2-hexene will be 

discussed later. 
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Figure 6.2 1-Hexene consumption rate, product selectivity and degrees of rate control (DRC) of 

transition states for 1-hexene consumption evaluated for the Pd1Au(111) model catalyst at fixed 

partial pressures. Microkinetic model of 1-hexene reaction with H2 evaluated at p(H2) = 0.2 bar, 

p(1-hexene) = 0.01 bar, and p(2-hexene) = p(n-hexane) = 0.001 bar. (a) Rate of 1-hexene 

consumption, (b) selectivity of 2-hexene and n-hexane formation, and (c) main rate-controlling 

transition states (TS) and their DRC for 1-hexene consumption as functions of temperature. (d) 

Schematic representations of the elementary steps corresponding to the transition states in panel 

(c). The reaction was found to light off at ~350 K with 2-hexene as the minority product and H2 

dissociation as the main rate-controlling TS. 
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To identify the factors influencing the 1-hexene consumption rates and the 2-hexene 

selectivity, the degree of rate control (DRC) and degree of selectivity control (DSC) of transition 

states were computed. The DRC and DSC quantify the relative importance of surface intermediate 

and transition states to the overall reaction rate and product selectivity.171 

The calculated DRC of transition states (Figure 6.2) for 1-hexene consumption at 373 K 

and partial pressures corresponding to low 1-hexene conversion indicate that H2 dissociation (DRC 

= 0.74) is the main rate-controlling TS, similar to that of 1-hexyne hydrogenation. The TS of H 

transfer from the PdH2 species onto the Au support is partially rate-controlling (DRC = 0.21), 

whereas the TS of C-H bond formation has only a very minor influence on the overall rate: DRC 

= 0.01 and 0.03 for the formation of 1-hexyl and 2-hexyl, respectively. The DSC showed that 

under the same conditions [T = 373 K, (H2) = 0.2 bar, P(1-hexene) = 0.01 bar, and P(2-hexene) = 

P(n-hexane) = 0.001 bar], the TS of H2 dissociation and that of H transfer to 2-hexyl to eventually 

form hexane (TS2(b)) impact the selectivity of 2-hexene most negatively (Figure E.2, DSC = -

0.57 for both), meaning that if the energy of these TS is lowered the selectivity for 2-hexene 

decreases. On the other hand, the TS of 1-hexene hydrogenation to 2-hexyl (DSC = +0.93) and 

that of 2-hexyl dehydrogenation to 2-hexene (DSC = +0.69) positively influence the selectivity for 

2-hexene (decreasing the energy favors the selectivity to 2-hexene).  

The calculated DSCs and DRCs unambiguously show that the free energy barriers of H2 

dissociation and H-spillover are critical in controlling the overall reactivity and selectivity of the 

catalyst. This is in line with the rate controlling step in the partial hydrogenation of 1-hexyne over 

Pd1/Au, where high H2 dissociation and H-spillover free energy barriers result in the reversible 

formation of hexyls on Pd1 sites, boosting the catalyst’s selectivity for 1-hexene by hindering 

further hydrogenation of hexyls. Here, the large H2 dissociation and H transfer barriers impact the 
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selectivity in a similar way: 1-hexene isomerization becomes favored when further hydrogenation 

of hexyl intermediates is hindered by large H2 dissociation barriers. To test the importance of the 

barriers beyond a local derivative in the DRCs and DSCs, the rate of 1-hexene conversion and 

product selectivity were recalculated after increasing the barrier of the H2 dissociation and H-

spillover steps by 0.1 eV (Figure E.3). The recalculated 2-hexene selectivity is in much better 

agreement with experimental observations, where 2-hexene was found to be the majority product, 

and this will be further discussed below.  

 

6.3.3 Theoretical Assessment of H/D Exchange in 1-Hexene Hydrogenation and 

Isomerization over Pd1Au(111) 

To further strengthen the argument that large H2 dissociation and H-spillover barriers are 

responsible for the high selectivity to 2-hexene, the microkinetic models were extended to include 

D2/HD adsorption, D exchange between Pd/Au sites and deuteration of hydrocarbon intermediates 

(Table E.1). For 1-hexene and 2-hexene, 1 H atom was allowed to be exchanged for D, while for 

n-hexane, up to 2 H atoms were allowed to be exchanged for D. To assess the degree of H/D 

exchange in the hexenes and n-hexane as a function of temperature and 1-hexene conversion, the 

microkinetic model was embedded in an isothermal and isobaric plug flow reactor (PFR) with 200 

mg of catalyst loading. The inlet flow rate to the reactor was assumed to be 50 standard mL/min 

(corresponding to the standard condition of T = 273.15 K and P = 1 atm), consisting of 1 vol% 1-

hexene and 20 vol% D2 with balance inert. The reactor simulations were first performed without 

any shift to the barriers of H2 dissociation and H-spillover (Figure E.4). Following the 1-hexene 

consumption rates and 2-hexene selectivity evaluated at fixed partial pressures (Figure 6.2), n-
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hexane was found to be the major product. Marked H/D exchange was observed in the hydrocarbon 

species, with n-hexane d1 as the most prevalent product at 10% 1-hexene conversion. 

 

 

Figure 6.3 Product and isotope selectivity of 1-hexene deuteration and isomerization, with the 

barriers of H2 dissociation and H-spillover increased by 0.1 eV. (a) 1-hexene conversion and (b) 

selectivity of 2-hexene and n-hexane as functions of reactor temperature. (c) 1-hexene isotope 

distribution, (d) 2-hexene isotope distribution, and (e) n-hexane isotope distribution as functions 

of 1-hexene conversion. The PFR, with 200 mg catalyst loading, was assumed to operate at 

constant temperature and pressure (1 bar). The 1-hexene conversion and product/isotope 

selectivity were evaluated under an inlet flow of 50 standard mL/min (corresponding to the 

standard condition of T = 273.15 K and P = 1 atm), consisting of 1 vol% 1-hexene and 20 vol% 

D2 with balance inert. 
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With the barriers of H2/D2/HD dissociation and H/D spillover increased by 0.1 eV, the 

simulated product selectivity qualitatively agrees with experimental observations (Figure 6.3). 1-

Hexene conversion started at 343 K, with its overall conversion rising to 40.2% at 393 K (Figure 

6.3a). In the temperature range of 303 K to 383 K, 2-hexene was found to be the major product at 

most temperatures (Figure 6.3b), which is in agreement with experimental observation. At 373 K, 

the conversion of 1-hexene was 23.3%, with a 60.9% selectivity for 2-hexene. The calculated 

degree of H/D exchange (Figure 6.3c-e) also followed the trend observed in experiment. The 

amount of deuterated hexenes and n-hexane increased from 303 K to 393 K, but never overtakes 

the amount of non-deuterated carbonaceous species. Similar to the experimental findings, the 

microkinetic modeling results at 373 K indicate that the majority of all carbonaceous species in 

the reactor outlet remain d0:  82.6% 1-hexene d0, 85.1% 2-hexene d0 and 71.2% n-hexane d0. 

Overall, DFT calculations and microkinetic modeling reveal that the preferential hexene 

isomerization of the Pd4Au96 catalysts is likely caused by H2 dissociation and H-spillover being 

rate limiting on the Pd1Au(111) alloy surface. The high selectivity towards the hexene isomers 

arising from a high H2 dissociation barrier can be rationalized by the fact that hexane formation is 

hampered due to a limited availability of dissociated hydrogen on the alloy surface. The impact of 

the H-spillover can be explained by the fact that H2 dissociation must occur on an empty Pd site, 

and H-spillover across the surface onto Au must occur to hydrogenate the C6 intermediates on 

another Pd site. A higher barrier for H-spillover limits the amount of H transfer from one Pd site 

to an adsorbed 2-hexyl intermediate on a different Pd site. The latter process has a negative DSC. 

Hence, increasing the barrier H/D spillover improves the selectivity to 2-hexene. 
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6.4 Conclusion 

In this study, we presented new mechanistic insight to unravel the enhanced alkene 

selectivity of dilute alloys catalyst and their ability to prevent 1-hexene hydrogenation under 

hydrogen. By combining isotope exchange experiments, DFT calculations and microkinetic 

modeling we show that hexene isomerization and hydrogenation on a dilute Pd-in-Au alloy catalyst 

occurs via a the same Horiuti–Polanyi mechanism as on a mono-metallic Pd surface, and that the 

rate limiting- and selectivity controlling elementary steps are H2 dissociation and H-spillover onto 

the Au host. Importantly, hexene adsorption and H2 dissociation cannot occur on the same Pd site; 

thus, H-migration is a key step for hexene conversion on the dilute alloys. Hydrogenation is 

prevented by the relatively high barrier for H2 dissociation and H-spillover, which is different from 

the common assumption that the enhanced alkene selectivity of Pd alloys finds its origin in the 

weakening of the alkene adsorption energies. Our results have direct implications for the future 

design of more efficient alloy catalysts for alkyne and alkene hydrogenation, where optimized 

selectivity and activity can be achieved via careful tuning of the Pd ensemble size and choice of 

host metal to control hydrogen dissociation and spillover.   
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Chapter 7 Conclusion 

Through this dissertation, we performed DFT calculations, thermodynamic modeling, and 

microkinetic simulations to study the structure, stability, and catalytic reactivity of various HDCs 

and SACs in detail. Our results show that the structure and stability of HDCs and SACs and their 

supports can be heavily affected by their surrounding gas environment, while catalytic reactions 

on such catalysts can follow nontraditional pathways with kinetic behavior differing from that over 

bulk metals. 

In our study of the Rh/CeO2 catalyst in the steam reforming of methane, we demonstrated 

that the structure of the Rh nanoclusters supported on CeO2 evolves depending on the partial 

pressure of product CO in the gas environment to which the catalyst is subjected. In our system, 

the singly dispersed Rh cations in the as-prepared catalyst transformed to Rh NPs after reduction 

by H2, but CO, a product formed from steam reforming of methane, was found to re-disperse Rh 

atoms of the Rh NPs into catalytically active CO liganded Rh3 clusters during catalysis. As 

evidenced by our first principles atomistic thermodynamic calculations and in situ/operando 

spectroscopy, the CO product gas produced by the SRM was found to play a crucial role in 

inducing and maintaining the highly dispersed active sites, Rh3(CO)n of this Rh/CeO2 catalyst. 

Overall, this work demonstrates the necessity of considering the composition of the reaction gas 

environment, especially product molecules, as a factor in identifying the active sites under catalytic 

conditions. 

In our study of the surface structure of Co3O4(111), we investigated the surface structure 

of three terminations of Co3O4(111) in equilibrium with a wide range of gas environments and 

mapped out detailed surface stability diagrams with respect to vacancy formation and 

hydroxylation of the surface either from hydrogen or water adsorption. We found that all three 
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terminations are accessible, but the Co-poor ((CoTd)x, 3.56 Co/nm2) and Co-rich ((CoOhCoTd)x, 

7.11 Co/nm2) terminations are the most prevalent.  

We found that if the surface is in equilibrium with oxygen, the Co-poor/O-rich surface 

(CoTd)x is predominantly exposed. When equilibrated with oxygen and water, we found that this 

termination exhibits three stages of hydroxylation – formation of isolated OH at low ΔμH2O, 

transition to isolated OH/H2O clusters when ΔμH2O > -1.3 eV, and finally to a fully hydrated state 

when ΔμH2O >-1.0 eV. As such, we predict that hydroxyls will appear during oxidative reactions 

that produce water or even when water is present as an impurity at low partial pressure. We 

compared the calculations results regarding hydroxylation of (CoTd)x to those obtained from 

vibrational spectroscopy on Co3O4 single crystals and Co3O4(111) films and conclude that at low 

and medium temperature triaqua surface complexes surrounded by OH/H2O groups are observed, 

while only isolated OH are present at higher temperature.  

On the other hand, we found that stabilization of the stoichiometric termination 

(CoOh0.5CoTd)x and Co-rich termination (CoOhCoTd)x is only possible under vacuum at high 

temperature and in hydrogen and water at low temperatures. Unless the environment contains very 

little water, the O-poor termination (CoOhCoTd)x is predicted also be hydroxylated. We found that 

reduction of this Co-rich termination through H adsorption and Ovac formation is easy due to the 

large relaxation observed at 7.11 OH/nm2 or 3.56 Ovac/nm2. At 423 K and below and under realistic 

H2/H2O pressure, the (CoOhCoTd)x termination with 7.11 OH/nm2 is highly stable. The OH groups 

on that termination exhibit vibrational frequencies that fall under the range observed in ex situ IR 

experiments. We believe that this termination should be considered when modeling reactions over 

Co3O4 in low temperature reducing environments. Overall, as many terminations of Co3O4 should 

be hydroxylated under a large range of conditions, it is therefore of high importance to include a 
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correct coverage in hydroxyl groups for a realistic modelling of the Co3O4 surface in calculations; 

the bare surface model usually used in reaction pathway calculations might not be adequate outside 

of conditions corresponding to model catalysts.  

Continuing from our investigation of the Co3O4(111) surface, we uncovered the reaction 

pathways of HDO of anisole on dual site Mo1+Pd1/Co3O4, and single site Pd1/Co3O4 and Mo1/Co3O4 

catalysts. We simulated Pd1 and Mo1 active sites were simulated on the reduced (CoOhCoTd)x 

termination containing 7.11 OH/nm2. For the teamed single-atom site catalyst, we found that the 

Pd1 site activates H2 with a barrier of only 0.37 eV while Mo1 cleaves the C-O bond of anisole. 

The hydroxylated Co3O4 support plays the crucial role of conducting H atoms from the Pd1 to the 

Mo1 site, where the hydrogenation of OCH3 could be performed with only a net free energy barrier 

of 0.79 eV instead of 1.28 eV over Pd1. The analysis of microkinetic models built from proposed 

reaction mechanisms found that the Mo1+Pd1/Co3O4 catalyst has both a higher reactivity and lower 

apparent activation energy than the Pd1/Co3O4 catalyst. The difference in reactivity also reflects 

the Mo1+Pd1/Co3O4 catalyst’s insensitivity to the Pd1 mass fraction, where a small amount of Pd1 

sites is enough to provide a source of atomic hydrogen for the HDO of anisole. Overall, we have 

demonstrated through DFT free energy calculations and microkinetic simulations that the HDO of 

anisole predominantly occurs through a H-spillover-mediated cooperative mechanism over the 

Mo1+Pd1/Co3O4 catalyst. 

Next, in our study of the hydrogenation of 1-hexyne over Pd1Au(111), we showed that the 

H2 dissociation elementary step, with a sizeable free energy barrier of 0.86 eV at 363 K and 0.2 

bar of H2, plays a major role to control the activity and selectivity. Specifically, our Gibbs free 

energy based analysis and first-principles microkinetic simulations show that H2 dissociation is the 

rate-limiting process for 1-hexyne hydrogenation on Pd1Au(111) while the C-H bond formation 
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steps proceed with lower barriers. Somewhat more surprisingly, the sizeable H2 dissociation barrier 

also favorably impacts the selectivity for partial hydrogenation to 1-hexene, because it slows down 

the undesired over-hydrogenation to hexane. This is shown by our DSC analysis, which indicates 

that decreasing the free energy barrier of H2 dissociation decreases the selectivity for 1-hexene. 

Other elementary steps are also important for the selectivity: decreasing the barrier for 1-hexyl 

hydrogenation to n-hexane also decreases the selectivity for 1-Hexene, while decreasing the barrier 

for 1-hexyne hydrogenation to 1-hexenyl increases it.   

Our findings markedly contrast with extended Pd catalysts for which addition of atomic H 

to the adsorbed alkyne or alkenyl is accepted to be the rate-determining step, and the selectivity is 

controlled by competitive adsorption of alkyne and alkene. On dilute Pd-in-Au, the selectivity is 

controlled instead by competition of hydrogenation rates of alkyne and alkene, which maintains a 

high selectivity even at high conversion. Our reaction profiles from first-principle calculations and 

microkinetic modelling also reveal that 1-hexyne hydrogenation to 1-hexene is an irreversible 

process due to the strongly exothermic nature of the reaction. This claim is validated through the 

isotopic exchange hydrogenation experiment conducted on Pd0.04Au0.96 embedded in RCT-SiO2. 

Another key property of dilute Pd-in-Au alloys is that the adsorption energy of hydrocarbon 

species is moderate so that the coverage of Pd sites by these hydrocarbon intermediates is low, 

enabling access and activation of H2, and preventing poisoning and coking of the catalysts. This is 

again different from extended Pd catalysts where hydrocarbon species bind strongly and can form 

coke at high coverage, deactivating the catalyst. Apparent activation enthalpies and reaction orders 

for dilute Pd-in-Au from our microkinetic modeling are in good agreement with previous 

experiments, despite a shift of ~60 K in temperature. The temperature shift is attributed to the 

slight over-estimation of the adsorption energies of the surface species when the xc-functional 
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optPBE-vdW is used. Altogether, this work unprecedentedly demonstrates that the improved 

selectivity of the dilute Pd-in-Au alloy catalyst is attributed to the sizable H2 dissociation barrier, 

and to the small barrier for C-H bond formation from 1-hexyne to 1-hexenyl (smaller than that for 

C-H bond formation from 1-Hexene to 1-Hexyl). The formation of dilute active species in a less 

active host metal can therefore be seen as a way to tune the binding energy of reactants, alter 

reaction profiles and induce distinct kinetic behaviors for an optimal catalytic activity and 

selectivity. This concept of dilute alloy catalyst is hence a versatile approach to design highly 

selective heterogeneous catalysts. 

Finally, continuing from our investigation of 1-hexyne hydrogenation, we also studied in 

detail the kinetics of hydrogenation/isomerization of 1-hexene over Pd1/Au(111), to provide 

mechanistic insight to the ability of dilute Pd-in-Au catalysts to prevent 1-hexene hydrogenation 

under hydrogen. By combining isotope exchange experiments, DFT calculations and microkinetic 

modeling we show that hexene isomerization and hydrogenation on a dilute Pd-in-Au alloy catalyst 

occurs via a the same Horiuti–Polanyi mechanism as on a mono-metallic Pd surface, but the rate 

limiting- and selectivity controlling elementary steps are H2 dissociation and H-spillover onto the 

Au host. Importantly, hexene adsorption and H2 dissociation cannot occur on the same Pd site; 

thus, H-migration is a key step for hexene conversion on the dilute alloys. Hydrogenation is 

prevented by the relatively high barrier for H2 dissociation and H-spillover, which is different from 

the common assumption that the enhanced alkene selectivity of Pd alloys finds its origin in the 

weakening of the alkene adsorption energies. Our results have direct implications for the future 

design of more efficient alloy catalysts for alkyne and alkene hydrogenation, where optimized 

selectivity and activity can be achieved via careful tuning of the Pd ensemble size and choice of 

host metal to control hydrogen dissociation and spillover. 
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Appendix A Supplementary Information for Chapter 2 

A.1 Formulas for computing the stability of reduced CeO2(111) surfaces and Rh 

active sites 

The stability of CeO2 surface structures was assessed by comparing their Gibbs free energy 

of formation, normalized by surface area.90, 91 As described, OH groups, surface O vacancies (Ovac), 

and subsurface Ovacs were considered as the possible surface motifs under the reactive gas 

environment. The surface structures on the slab were assumed to be thermodynamically controlled 

based on the studies referenced in the methods section. The formation of a reduced CeO2(111) slab 

with formula Ceν1Oν2Hν3 was written with respect to bulk CeO2, H2 and H2O gas as: 

 

n1 CeO2 (bulk) + n2 H2O (g) + n3 H2 (g) ⟶ Ceν1Oν2Hν3  (A.1) 

 

 The stoichiometric coefficients ni were found by solving the following equation: 

 

Msurf nsurf = νslab  (A.2) 

 

where Msurf is the (3 ́  3) stoichiometric matrix composed of the three reference compounds. 

The surface energy of a reduced slab can then be computed by finding the Gibbs free energy of 

reaction and normalizing by its surface area: 

 

γslab = ΔGrxn /2Asurface  (A.3) 
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 Chemically, since only one side of the slab was modified in our calculations, this computed 

surface energy is the average surface energy between the bulk-truncated stoichiometric CeO2(111) 

surface and the OH/Ovac-decorated CeO2(111) surface. If we keep the same chemical potential 

references for all calculations, the surface energy of the constrained surface will be a constant; 

thus, it is only necessary to compare the surface-area-normalized Gibbs free energy of reaction for 

the relative stability of surfaces: 

 

γ = ΔGrxn /Asurface  (A.4) 

 

A (3 ´ 3) supercell was used to simulate the Rh/CeO2 active sites. When 2/3 of all Ce ions 

on the surface of many-nm-thick CeO2(111) films were reduced to the +3 oxidation state, (3 ´ 3) 

and (3 ´ √7) periodicities of O vacancies form on the surface, as observed by LEED and AFM.82, 

226, 227 The fully hydroxylated CeO2(111) surface, H2O, H2, CO, and hypothetical supported Rh13 

clusters were used as chemical potential references to compute the stability of Rh active sites. The 

formation reaction of a Rh site with formula Ceν1Oν2Hν3Rhν4Cν5 was written as: 

 

n1 CeO2(111)-slab + n2 H2O (g) + n3 H2 (g) + n4 CO (g) + n5 Rh (ref) ⟶ Ceν1Oν2Hν3Cν4Rhν5 (A.5) 

 

 The stoichiometric coefficients were found using the following equation: 

 

Msite nsite = νsite.  (A.6) 
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Since the same supercell size was used for all Rh site calculations, the surface area is not 

needed when comparing the Rh site’s Gibbs free energy of formation. It is only necessary to 

normalize the Gibbs free energy of reaction by the number of Rh atoms in each simulated Rh/CeO2 

active site for stability comparisons: 

 

ΔGform = ΔGrxn/ νRh  (A.7) 

 

 where νRh is the nuclearity of the Rh active site. Chemically, normalizing ΔGrxn by the 

number of Rh atoms in the formed site is the same as considering the Gibbs free energy of 

combining many Rh1 units. For example, consider the sites: Rh3(CO)3
+, Rh2(CO)2

+ and Rh1(CO)1
- 

with the following formation reactions and normalized Gibbs free energies of reaction: 

 

3 Rh + 3 CO + 9H ⟶ Rh3(CO)3
+-6H-1Ovac + H2O + ½ H2  3ΔGform, Rh3, per Rh (A.8) 

2 Rh + 2 CO + 9H ⟶ Rh2(CO)2
+-6H-1Ovac + H2O + ½ H2  2ΔGform, Rh2, per Rh  (A.9) 

1 Rh + 1 CO + 9H ⟶ Rh1(CO)1
- -7H-1Ovac + H2O      ΔGform, Rh1, per Rh  (A.10) 

 

where “xH-yOvac” represents the (3 ´ 3) CeO2(111) surface, containing x adsorbed H and 

y Ovac. For the formation of Rh2(CO)2
+ and Rh1(CO)1

-, we can rearrange these reactions into one 

where two Rh1(CO)1
- units transform into one Rh2(CO)2

+ unit: 

 

2Rh1(CO)1
- -7H-Ovac + H2O ⟶ Rh2(CO)2

+-6H-1Ovac + 9H + ½H2    ΔG2Rh1 to 1Rh2  (A.11) 
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The dimerization restores one unit of the hydroxylated surface (9H). We see that the direct 

formation of Rh2(CO)2
+ from the reference compounds is the same as forming two Rh1(CO)- units 

first, combining them, and restoring one unit of the Rh-free surface: 

 

ΔG2Rh1 to 1Rh2 = 2ΔGform, Rh1, per Rh - 2ΔGform, Rh2, per Rh   (A.12) 

ΔGform, Rh2, per Rh = 0.5 ΔG2 Rh1 to 1 Rh2, per Rh + ΔGform, Rh1, per Rh  (A.13) 

 

A reaction where three Rh2(CO)2
+ units gather to form two Rh3(CO)3

+ units and one empty 

surface unit can be written in the same way: 

 

3Rh2(CO)2
- -6H-Ovac + H2O + ½H2 ⟶ 2Rh3(CO)3

+-6H-Ovac + 9H ΔG3Rh2 to 2Rh3  (A.14) 

ΔG3Rh2 to 2Rh3 = 6ΔGform, Rh3, per Rh - 6ΔGform, Rh2, per Rh      (A.15) 

ΔGform, Rh3, per Rh = 1/6 ΔG3Rh2 to 2Rh3 + ΔGform, Rh2, per Rh.     (A.16) 

 
A.2 Vibrational corrections for Gibbs free energy calculations 

Bulk CeO2, H2 gas, and H2O gas were used as the chemical potential reference structures 

to compute the Gibbs free energy of formation of the reduced CeO2(111) surface, while the 

hydroxylated CeO2(111) surface, H2 gas, H2O gas, CO gas, and hypothetical supported Rh13 

clusters were used as the chemical potential reference structures for Rh/CeO2 sites. The 

translational and rotational contributions to Gibbs free energy of the H2, H2O, and CO gases were 

computed using standard equations for ideal gases.169 Since vibrational calculations are 

computationally expensive, the vibrational contributions to the Gibbs free energy of formation 

were approximated during screening calculations and the construction of Figures 2.1 and 2.3 

using the procedures described below. 
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In the screening for stable Rh active sites, the vibrational contributions to the sites’ Gibbs 

free energy of formation (ΔGvib) were approximated using 4th order polynomials of temperature 

fitted to the results of representative vibrational frequency calculations. These screening 

calculations were performed at a reduced accuracy, where the one electron wavefunctions were 

expanded in a set of plane waves up to 450 eV, and Brillouin zone integrations were performed 

only at the Gamma point. The vibrational modes of the outermost O-Ce-O trilayer and adsorbates 

were considered. Any soft modes with wavenumbers below 150 cm-1 including any imaginary 

modes due to numerical inaccuracies were rounded up to 150 cm-1. 

To select the best structures to build the T/PCO stability diagram, a sample stability diagram 

was constructed by applying the vibrational entropy correlations to the large group of sampled 

stable Rh sites, then the structures appearing on the diagram were selected for further structural 

optimization and vibrational calculations. The calculations in Figure 2.2 were performed at a 

higher accuracy (ENCUT = 600 eV, PREC = ‘A’, EDIFF = 10-8 eV, EDIFFG = -0.02 eV/Å, Rh 

valence shell: 4s24p65s24d7). The two lowest vibrational modes for surface calculations were 

discarded, following ref 228. Any soft modes with wavenumbers below 150 cm-1 were rounded up 

to 150 cm-1.  
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Figure A.1 Structures used in the fitting of the ΔGvib of ordinary CO adsorption, where the O end 

of the CO molecule points away from the surface. The CO molecule accounted in each structure 

is circled in blue. The arrow in (b) indicates the shift of the H atom’s binding site in response to 

CO adsorption. 
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Figure A.2 Structures used in the fitting of the ΔGvib of tilted CO adsorption, where the O of the 

CO molecule points towards the surface. The CO molecule accounted in each structure is circled 

in blue. 

 

 
Figure A.3 Structures used in the fitting of the ΔGvib of H adsorption on Rh. The adsorbed H is 

circled in blue. 
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Figure A.4 Structures used in the fitting of the ΔGvib of H adsorption on O. The adsorbed H is 

circled in blue. Arrows indicate H that was moved after the adsorption of the circled H. 

 

 
Figure A.5 Structures used in the fitting of the ΔGvib of surface O vacancy formation. The formed 

surface Ovac is marked with a blue X. 
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Figure A.6 Structures used in the fitting of the ΔGvib of subsurface O vacancy formation. The 

formed subsurface Ovac is marked with a black X.  

 

Since the stoichiometric matrix and the chemical potential references can be linearly 

recombined into independent reactions, the vibrational contributions to the formation of the 

following surface/active site motifs were fitted (Supplementary Figures A.1~A.6): surface Ovac 

formation, subsurface Ovac formation, H adsorption on O, H adsorption on Rh, upright CO 

adsorption on Rh, where the CO molecule is bound to Rh, and its O points away from the surface, 

and tilted CO adsorption on Rh, where the CO molecule is bound to more than 1 Rh, and its O tilts 

toward a surface Ovac. 

For example, the formation reaction for the site Rh3(CO)3-6H-Ovac (Figure 2.2e) is: 

 

3Rh + 9H + 3 CO ⟶ Rh3(CO)3-6H-1Ovac + H2O + ½ H2  (A.17) 
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 Based on the structure of the Rh3(CO)3
+ site, the above reaction can be rewritten as the sum 

of the following reactions: 

 

9H + ½ H2 (g) ⟶ 8H-1Ovac, surface + 1 H2O (g)       (A.18) 

8H-1Ovac, surface ⟶ 6H-1Ovac, surface + 1 H2 (g)       (A.19) 

3Rh + 6H-1Ovac, surface ⟶ Rh3-6H-1Ovac, surface       (A.20) 

CO (g) + Rh3-6H-1Ovac, surface ⟶ Rh3(CO)tilted-6H-1Ovac, surface     (A.21) 

2CO (g) + Rh3(CO)tilted-6H-1Ovac, surface ⟶ Rh3(CO)3-6H-1Ovac, surface    (A.22) 

 

 where 1 instance of Ovac, surface formation, 3 instances of H desorption, 1 instance of tilted 

CO adsorption, 1 instance of the adsorption of the Rh3 cluster and 2 instances of upright CO 

adsorption have occurred in the formation of the Rh3(CO)3-6H-1Ovac-surface.  

 

Table A.1 Coefficients used in the ΔGvib correlations (ΔGvib = AT4 + BT3 + CT2 + DT + E). 

Reaction A (eV-K-4) B (eV-K-3) C (eV-K-2) D (eV-K-1) E (eV) 

Upright CO adsorption -6.84E-14 3.13E-10 -7.46E-7 1.28E-4 1.11E-1 

Tilted CO adsorption -1.10E-13 4.46E-10 -9.20E-7 1.16E-4 5.64E-2 

H adsorption on O -8.24E-14 2.88E-10 -4.84E-7 4.19E-5 1.24E-1 

H adsorption on Rh 4.02E-14 -8.72E-11 -6.75E-8 4.89E-5 5.09E-2 

Surface Ovac formation 6.08E-14 -2.58E-10 5.05E-7 -1.04E-4 2.32E-1 

Subsurface Ovac formation 1.12E-13 -4.10E-10 6.79E-7 -6.10E-5 2.54E-1 
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Figure A.7 Mean absolute errors (MAE) of the six ΔGvib correlations at 200 K and 1000 K. 

 

 The ΔGvib correlations were obtained by fitting the average ΔGvib of each set of structures 

(Table A.1). The error of the fits is approximately kBT or lower at 200 K and 1000 K for each 

motif (Figure A.7). 

 
A.3 Configurational entropy of Rh sites 

For a binary system of n adsorbates and N sites, the configurational entropy of the system 

is maximized when x = n/N = 0.5. Since we are interested in the Gibbs free energy of formation 

per Rh atom, we divided the configurational entropy of the whole system by the number of Rh. 

We begin with the equation of configurational entropy of the whole system: 
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Sconfig/N = kB[-ln(1 – x) + x ln(1/x – 1)]   (A.23) 

 

 Here, x is the fraction of the total surface sites occupied by Rh structures of nuclearity m. 

Let x0 = xm = mn/N, where x0 is the atomic fraction of Rh on the catalyst surface, taken as the Rh 

atomic fraction on the surface, 0.5%. The configurational entropy per Rh atom is written as: 

 

Sconfig/mn = Sconfig/N/x0   (A.24) 

  

 

Figure A.8 Configurational entropy per Rh at 873 K, plotted for Rh1, Rh2, Rh3, and Rh13 sites as 

a function of the surface Rh atomic fraction. 

 
 For a nuclearity of 1, the configurational entropy per Rh varies by roughly 0.15 eV between 

x0 = 0.001 and x0 = 0.01 at 873 K (Figure A.8). 
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A.4 Chemical potential of Rh atoms 

Under a given gas environment, the lower bound of the Rh chemical potential is that of the 

most stable bulk Rh phase. To quantify the stability of Rh sites, the Rh chemical potential reference 

was chosen as a hypothetical supported Rh13 particle. We imagine that the largest possible Rh 

particle in the Rh1/CeO2 catalysts studied here will be formed in the H2-rich pretreatment, as the 

gas environment most heavily favors the formation of metallic Rh. Based on the structure of bulk 

Rh, a cuboctahedral Rh13 particle would have an average coordination number of 6, like that 

measured by EXAFS. 

 

Figure A.9 The sampled Rh13 clusters ranked by their relative total energy. High symmetry 

structures from Piotrowski et al. and the Pt13 LEME from Sun and Sautet were used as the starting 

points.58, 102 

To sample the Rh13 structures, we compared the energies of the five high-symmetry 

structures studied by Piotrowski et al. with geometries found in the Pt13 low-energy metastable 

ensemble (LEME).58 The structural optimization of the Rh13 structures were done starting from the 
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reported geometries with neither spin state restrictions nor initial guesses to magnetization. Rh13 

clusters appear to prefer open structures as the three most stable Rh13 isomers found this group 

have a Rh-Rh coordination number of around 4. The most stable cluster was found to be the 

double-simple-cubic (DSC) Rh13 cluster. The fourth most stable Rh13 has an average coordination 

number of 5.85 and a Rh-Rh bond length of 2.58 Å (Figure A.9). The difference in the cohesive 

energy between the two structures is 0.08 eV/atom. 

Since the reactive gas environment contains a mixture of CO and H2, we also tested the 

adsorption energy of H and CO on the most stable DSC Rh13 cluster. We adopted the NO 

adsorption geometries found by Piotrowski et al. for CO adsorption.229 The CO adsorption energy 

correction (Section A.5) was applied to these structures. The lowest corrected CO adsorption 

energy on the cluster was found to be -2.02 eV. In this configuration, CO is coordinated to the 

single Rh at the apex of DSC-Rh13. Factoring in the chemical potential of CO during catalysis, the 

adsorption of CO is only slightly exergonic. On the other hand, the adsorption energy of ½ H2 was 

found to be -0.55 eV at a 3-fold site on the Rh13 particle; thus, H adsorption is unfavorable during 

catalysis. For these reasons, we did not consider any ligands on the Rh13 cluster, as they will not 

significantly impact the Rh chemical potential. 

 The most important modification to the Rh chemical potential is the adsorption of the 

cluster to the surface. The adsorption energy of the DSC Rh13 cluster on three lattice O in a (4x4) 

cell was found to be -5.53 eV. To adsorb the cluster, three surface H must be also removed. 3.32 

eV is needed to desorb 1.5 H2 molecules from a hydroxylated (3x3) surface, resulting in the 

following reaction: 

 

Rh13 + surface ⟶	Rh13-surface + 1.5 H2 ΔEcontact = -2.21 eV   (A.25) 
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 The ΔGvib of this reaction is approximately equal to the change of vibrational Gibbs free 

energy associated with the loss the three surface H. Setting the chemical potential of H2 from 

rotation and translation to those during catalysis and using the fitted ΔGvib correlation in Table 

A.1, the chemical potential of Rh would be: 

 

μRh = (ERh13 + Gvib, Rh13 + ΔEcontact - 3ΔGvib, H on O + 1.5ΔμH2, Trans+Rot)/13 - TSconfig, Rh13,  (A.26) 

μRh = ERh, bulk + ΔμRh.   (A.27) 

 

Figure A.10 The ΔμRh plotted against temperature. ΔμRh ranges from 1.58 eV to 1.22 eV in the 

range of 200-1000 K. 
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 Between 200 K and 1000 K, ΔμRh ranges from 1.58 eV to 1.22 eV (Figure A.10). 

 

A.5 CO adsorption energy correction 

The CO adsorption energy correction is developed based on the on the extrapolative 

scheme described by Mason et al. and Sumaria et al.105, 107 The authors found that the increasing 

singlet-triplet transition energy (ΔEST), a result of decreasing the C and O pseudopotential core 

radii, correlates positively with the CO adsorption energy (ΔEads) on Pt(111) (i.e. higher ΔEST 

means higher ΔEads and weaker Pt-CO bonding). Extrapolation to the ΔEST value determined by 

configuration interaction (CI) calculations reproduces a CO stability trend in agreement with 

experimental results: 

 

∆E520,$%1 = ∆E520,M +
2∆N156
2∆N;'

f∆E;",O: − ∆E;",Mg   (A.28) 

 

 where ΔEads, ext is the extrapolated CO adsorption energy, ΔEads, N is the CO adsorption 

energy calculated using 1.5 Bohr and 1.52 Bohr as C and O core radii, respectively, ΔEST, N is the 

singlet-triplet transition energy using the same pseudopotentials, ΔEST, CI is the CI singlet-triplet 

transition energy, and 2∆N156
2∆N;'

 is the slope of the ΔEads - ΔEST trendline calculated from changing 

the C/O pseudopotential pairs.  

The resulting CO adsorption energy correction, ΔEads, ext - ΔEads, N, can be fitted as a linear 

function of average CO bond length: 

 

∆E520,$%1 − ∆E520,M =
2∆N156
2∆N;'

f∆E;",O: − ∆E;",Mg  (A.29) 
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∆EPQ>> =
2∆N156
2∆N;'

f∆E;",O: − ∆E;",Mg     (A.30) 

∆EPQ>> = arOR + b       (A.31) 

 

Table A.2 Settings used in developing the extrapolative CO adsorption energy correction at the 

PBE level. 

C-O PP pair 
(names in VASP) 

Plane wave 
kinetic energy 

cutoff (eV) 

C core 
radius 

[a0] 

O core 
radius 

(a0) 

ΔEST, singlet 
triplet transition 

energy (eV) 

RCO, bond length 
of the CO 

molecule (Å) 
s-s 500 1.850 1.850 5.253 1.179 

(Default) 600 1.500 1.520 5.566 1.143 
h-h 800 1.100 1.100 5.655 1.136 

GW-GW 500 1.500 1.520 5.595 1.139 
GW_new-GW_new 750 1.600 1.600 5.642 1.138 

h_GW-h_GW 850 1.100 1.10 5.651 1.135 
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Table A.3 The Rh1, Rh2, Rh4, and Rh6 carbonyls used in developing the CO adsorption energy 

correction for Rh carbonyl molecules. 

Rh(CO) Rh(CO)2 A Rh(CO)2 B Rh(CO)2 C 

 
   

Rh(CO)3 Rh(CO)4 A Rh(CO)4 B Rh2(CO) 

 
 

 
 

Rh2(CO)2 Rh2(CO)3 1 Rh2(CO)3 2 Rh2(CO)3 3 

  
  

Rh2(CO)3 4 Rh2(CO)3 23 Rh2(CO)3 28 Rh2(CO)8 C2v 

 
   

Rh2(CO)8 D2d Rh2(CO)8 D3d Rh2(CO)8 D4d Rh4(CO)12 C3v 

    
Rh4(CO)12 Td Rh6(CO)16 D2d Rh6(CO)16 Td  
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Table A.4 Extrapolated average CO adsorption energies for the Rh carbonyl molecules. 

Molecule Extrapolated ΔEads (eV) Molecule Extrapolated ΔEads (eV)  
Rh(CO) -2.650 Rh2(CO)3 4 -2.189 
Rh(CO)2 A -2.281 Rh2(CO)3 23 -1.980 
Rh(CO)2 B -2.230 Rh2(CO)3 28 -1.978 
Rh(CO)2 C -2.244 Rh2(CO)8 - C2v -1.578 
Rh(CO)3 -2.047 Rh2(CO)8 - D2d -1.573 
Rh(CO)4 A -1.753 Rh2(CO)8 - D3d -1.556 
Rh(CO)4 B -1.814 Rh2(CO)8 - D4d -1.476 
Rh2(CO) -2.357 Rh4(CO)12 - C3v -1.668 
Rh2(CO)2 -2.418 Rh4(CO)12 - Td -1.595 
Rh2(CO)3 1 -2.068 Rh6(CO)16 - D2d -1.586 
Rh2(CO)3 2 -2.215 Rh6(CO)16 - Td -1.649 
Rh2(CO)3 3 -1.984   

 

 

Figure A.11 The CO adsorption energy correction developed from Rh carbonyl molecules. The 

average CO bond length correlates linearly with the computed correction. 
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Table A.5 Top (2nd row) and side (3rd row) views of supported Rh carbonyl sites used to develop 

the CO adsorption energy correction. 

Formula Ce27O53-Rh(CO) Ce27O50-Rh2(CO) 
Top view  

 
 

 

 

Side view  

 
 
 

 

 

 
Formula Ce27O50-Rh2(CO)2 Ce27O53H6-Rh(CO) 
Top view  

 
 

 

 
 

Side view  
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Formula Ce27O53H6-Rh(CO)2 Ce27O53H7-Rh2(CO) 
Top view  

 
 

 

 
 

Side view  

 
 
 

 

 

 
 

Formula Ce27O53H7-Rh2(CO)2 
Top view  

 
 

Side view  
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Table A.6 Extrapolated average CO adsorption energies of ceria-supported Rh carbonyls. 

Supported Site Extrapolated ΔEads (eV)  Supported Site Extrapolated ΔEads (eV)  
Ce27O53-Rh(CO) -2.069 Ce27O53H6-Rh(CO)2 -2.082 
Ce27O50-Rh2(CO) -3.076 Ce27O53H7-Rh2(CO) -2.933 
Ce27O50-Rh2(CO)2 -2.720 Ce27O53H7-Rh2(CO)2 -2.403 
Ce27O53H6-Rh(CO) -1.925   

 

 

Figure A.12 The CO adsorption energy correction developed for supported Rh carbonyls. CO 

bond lengths again correlate linearly with the computed correction. 

 
The PAW pseudopotentials and plane wave cutoff energies used for the construction of the 

correlations are summarized in Table A.2, and the Rh molecules used are shown in Table A.3. 

The computed corrections for the strength of CO adsorption correlate well with the average C-O 
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bond length (Table A.4 and Figure A.11). We then performed the same analysis for ceria-

supported Rh carbonyls (Table A.5). The Brillouin zone of these surface structures was sampled 

using a (3 ´ 3 ´ 1) mesh centered at the Gamma point. A similar linear correlation between the 

CO adsorption energy correction and the average C-O bond length (Table A.6 and Figure A.12) 

was found; this trendline was used as the CO adsorption energy correction for the supported Rh 

carbonyls. 

 
 
Table A.7 Performance of the CO adsorption energy correction in predicting CO adsorption 

energies in molecular Rh carbonyls compared to those obtained by Fang et al. with CCSD(T). 43 

Reaction ΔHrxn(0 K), 
CCSD(T) (eV)  

ΔHrxn(0 K), PBE, without 
correction (eV)  

ΔHrxn(0 K), PBE, with 
correction (eV)  

Rh(CO)2 + 2 CO ⟶ Rh(CO)4 -2.051 -2.748 -2.545 
Rh(CO)4 + CO ⟶ Rh(CO)5 0.173 0.024 0.100 

 
 

Although DFT’s descriptions of the gas phase single Rh atom and Rh2 dimer lack static 

correlation, the addition of strong-field CO ligands can lower the degeneracy of the ground state 

wavefunction.230, 231 Through MRCI calculations, Dai and Balasubramanian found that the 

electronic wavefunction in the Σ2 state makes up 92% of Rh(CO)’s electronic wavefunction.231 It 

is thus likely that accurate post-Hartree-Fock methods, such as CCSD(T), can make good 

predictions of Rh-CO bond energies in Rh bound to more than one CO. For confirmation, we 

performed the T1 diagnostic on the Rh(CO)2-A molecule. This calculation was performed using 

Gaussion09.232 The aug-cc-pVTZ basis set were used for the C, O, and Rh atoms, and a 17-electron 

RECP was used to describe Rh’s core electrons.233-235 We found both the T1 value and the maximum 

t1 amplitude to be acceptable (T1 = 0.029, max(t1) = 0.0545).236 For the reactions, Rh(CO)2 + 2 CO 

⟶ Rh(CO)4 and Rh(CO)4 + CO ⟶ Rh(CO)5, Fang et al. calculated the reaction enthalpies at the 
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CCSD(T)/aug-cc-pVDZ//SVWN5/aug-cc-pVDZ level.43 Through the correction scheme 

developed, the ΔHrxn(0 K) calculated at the PBE level becomes closer to the reported CCSD(T) 

values. The zero-point energies were computed using VASP at the PBE level (Table A.7).  

In contrast to the PBE-only calculations, our calculation of the CO adsorption energies on 

Rh(CO)2 has improved; however, the corrected CO adsorption energies are still overestimated by 

0.25 eV/CO compared to these values in the referenced post-HF calculations. We note that, 

however, the compared calculations are for unsupported Rh1(CO)x molecules but not for Rh3 

clusters anchored on a surface. For surface calculations such as our groups’ recent collaborative 

work on the CO/Pt system, our correction scheme gives slightly smaller errors (i.e. 0.15-0.2 eV 

for CO on Pt(111)).107 In addition, based on computational results in Figures 2.2 and 2.3, we note 

that varying the CO pressure by 1-2 orders of magnitude, or by varying the CO chemical potential 

by 0.15 eV does not change our conclusions in terms of the structure of catalytic site. Even a 

change of 0.25 eV would still result in Rh3(CO)x as the most stable configuration under reaction 

conditions. Therefore, we do not think that the remaining error has a large impact on the 

identification of Rh3(CO)3 as the active site. 

 
Table A.8 Performance of the CO adsorption energy correction in predicting the Rh(CO)4 

dimerization energy and relative energy of Rh2(CO)8 isomers compared to those obtained by Fang 

et al. with CCSD(T). 43 

Reaction ΔHrxn(0 K), 
CCSD(T) (eV)  

ΔHrxn(0 K), PBE, without 
correction (eV)  

ΔHrxn(0 K), PBE, with 
correction (eV)  

2Rh(CO)4 ⟶ Rh2(CO)8 - C2v -2.155 -1.500 -1.467 
Rh2(CO)8 - D3d ⟶ Rh2(CO)8 - C2v -0.121 -0.319 -0.171 
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Table A.9 Performance of the CO adsorption energy correction in predicting the relative stability 

of Rh4(CO)12 isomers. The result is comparable to those predicted by averaging the energies 

calculated by MP2 and the ωB97xD functional. 43 

Reaction Relative Stability 
(eV)  

ΔErxn, PBE, without 
correction (eV)  

ΔErxn, PBE, with 
correction (eV)  

Rh4(CO)12 - C3v ⟶ Rh4(CO)12 - Td 0.222 1.068 0.876 
 

 

For the Rh dimers, although the CO bond correction does not change the Rh-Rh bond 

energy, the description of the relative stability of Rh2(CO)8 isomers was improved (Table A.8). 

By tracking the fraction of the two Rh4(CO)12 isomers using IR spectroscopy, Allian and Garland 

found the C3v isomer to be 5.11 kcal/mol (0.222 eV) more stable.237 Through extensive 

benchmarking, Ding et al. found the B97-D functional to be the best in the description of relative 

stability of the two isomers.238  Upon application of the C-O bond correction, the Td-C3v energy 

difference is 0.876 eV, a large improvement from the uncorrected values (Table A.9). 
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A.6 The structure of the CeO2(111) surface during catalysis 

 

Figure A.13 Fitted Ueff value for H2 adsorption energy at a full monolayer. A Ueff value of 3.771 

eV reproduces the H2 adsorption energy determined through HSE06. 
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Figure A.14 Fitted Ueff value for average Ovac formation energy by H2 reduction at 1/3 monolayer. 

A Ueff value of 3.829 eV reproduces the vacancy formation energy determined through HSE06. 
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Figure A.15 H2O/H2 2D stability diagram computed using the major structures appearing on 

Figure 2.1 and Ueff = 3.67 eV. The olive-colored hatched region represents the possible H2O/H2 

chemical potentials encountered by the catalyst under the SRM catalytic conditions. 
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Figure A.16 Calculated O 1s core level shift of surface OH groups on CeO2(111). The final state 

approximation is used here with an O ion in the 4th layer beneath the layer of OH groups as the 

reference. An additional O-Ce-O trilayer was added in these calculations. 

 
Using the screening procedures specified previously and a constant 0.4 eV vibrational 

penalty per O vacancy, we obtained the following surface stability diagram for CeO2(111) under 

an environment of H2 and H2O (Figure 2.1). The presence of guest H'O¢ groups on the catalyst 

surface under SRM condition is evidenced by the observed blue peaks  at 531.3 eV in the AP-XPS 

spectra assigned to O atoms of guest H¢O¢ bonded to the reduced Ce3+ based on the reference239 

and the green peak at 532.0 eV attributed to native Osurf* atom bonding to both a guest H¢ atom 

and a Ce3+ underneath (H¢-Osurf*-Ce3+-O) based on reference240. Notably, our DFT calculations 

suggest that the O 1s core level binding energy of guest H¢O¢ groups on CeO2(111) is higher than 

the subsurface O atoms fully bonding with Ce4+ ions in CeO2 lattice by 2.78 eV (Figure A.16). 

The predicted difference is consistent with the experimentally observed upshift by 1.6-2.3 eV 

resulting from the difference between 531.3 eV of H¢-Osurf*-Ce3+-O or 532.0 eV of H¢O¢-Ce3+-O 

and 529.7 eV of regular lattice oxide uncovered by AP-XPS. In addition, the OH vibrational 



 156 

frequency (3706 cm-1) we calculated is close to the bridging OH band at 3690 cm-1 observed on 

CeO2 nanorods to grow in intensity after treatment in H2 from 533 K up to 673 K.93 Obviously, 

these experimental observations of H¢O¢- or H¢-covered surfaces are consistent with the proposed 

phase diagrams of the CeO2(111) surface in H2O or H2. 

Since there are many choice of Ueff in the modeling of materials with strongly correlated 

electrons, we also examined the effect of using a Ueff value fitted to energetics determined by the 

HSE06 hybrid functional.150 The following surface reduction reactions were used to empirically 

calibrate Ueff (Figures A.13 and A.14): 

 

Ce27O54 + 4.5 H2 (g) ⟶ H9Ce27O54,   (A.32) 

3H2 (g) + Ce27O54 ⟶ Ce27O51 + 3 H2O (g).   (A.33) 

 

The same plane wave cutoff and k-mesh specified in the supplementary methods were used 

in these calculations. Forces on atoms were converged to below 0.03 eV/Å. Applying a value of 

Ueff = 3.67 eV to the major structures present on Figure 2.1 and using the same 0.4 eV penalty per 

Ovac, we obtained a similar 2D stability diagram (Figure A.15). The same hydroxylated surface 

structure was obtained under steam reforming conditions.  

 
A.7 Distribution of Rh active sites during catalysis 

With the methods for calculating Gibbs free energy and CO adsorption energy corrections 

in hand, we can estimate the Gibbs free energies of formation of the Rh sites and rank them by 

stability (Figure 2.3). The correlations were applied to the selected stable Rh structures computed 

at the accuracy level specified in the method section (146 structures out of 500+ screened 

structures). We see that the most stable Rhm(CO)n structure under reaction at 500 °C is the 
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Rh3(CO)3 site, with a slightly different Rh3(CO)3 configuration as the runner-up. Overall, the 

Rh3(CO)n species should make up the majority of surface Rh. 

 

Figure A.17 The Gibbs free energy of formation of the Rh3(CO)3 site as a function of temperature 

and CO pressure. The solid line between the Salmon and Purple regions demarcates the phase 

boundary between Rh nanoparticles and Rh3(CO)3 sites, above which the Rh NP is the more stable 

species. 

 
 By varying the temperature and CO pressure while holding constant the chemical potentials 

of H2 and H2O, we can examine the evolution of supported Rh clusters in response to changes in 

the gas environment. The most stable Rh structures (excluding Rh13) are shown in Figure 2.2a, 

and the minimum Gibbs free energy of formation of the Rh structures are plotted in Figure 2.2b. 

For reference, the Gibbs free energy of formation of Rh3(CO)3 is shown in Figure A.17.  
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Figure A.18 (a) The hydroxylated CeO2 surface with 5.09 OH/nm2 (Region 1B in Figure 2.1) and 

(b) one with 5.09 OH/nm2 and 0.85 Ovac/nm2. (c) The geometry a Rh3(CO)3 cluster adsorbed on 

the hydroxylated CeO2 surface without and (d) with a surface O vacancy. 

 
Geometries used to analyze the interaction strength between Rh clusters and the CeO2 

surface are shown in Figure A.18. 
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A.8 DFT-based spectroscopic calculations of simulated Rh active sites 

 

 

Figure A.19 Principal v(CO) vibrational modes of Rh3(CO)2+, Rh3(CO)3+, and Rh3(CO)4+. The 

vibrational frequency of the principal C-O stretching mode increases with coverage. 

 
To track the vibrational signatures of Rhm(CO)n sites, we computed the principal v(CO) 

vibrational mode of the most stable Rh3(CO)2-4 clusters (Figure A.19). The vibrational modes of 

Rh3(CO)3 are in qualitative agreement with the v(CO) modes detected by in-situ DRIFTS. We see 

that the stretching mode of CO in the “atop” binding configuration increases with coverage. 
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Figure A.20 (a) Initial state approximation and (b) final state approximation core level shift 

calculations performed to assess the role of CO on the Rh 3d binding energy. Both approximations 

show that the adsorption of CO increases the Rh 3d binding energy of the supported Rh3(CO)x 

cluster. 

 
To further assess the effect of CO on the spectroscopic signatures of Rh, Rh 3d core level 

shift (CLS) calculations of 27 Rh3(CO)2-4 clusters were performed. By comparing the average 

initial state and final state Rh 3d CLS against the number of CO coordinated to the Rh atom 

(Figure A.20), we see that the adsorption of CO results in a positive CLS. Each adsorbed CO 

raises the binding energy by roughly 0.4 eV. Further, binding to lattice O also results in a positive 

CLS. 
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Appendix B Supplementary Information for Chapter 3 

B.1 Procedure for Surface Energy Calculations 

  For a given gas phase condition, the most stable surface is that with the lowest surface free 

energy (γ). Since only one side of the slab was modified, the directly determined γ is the average 

between those of the unmodified and the modified sides.90, 91 To compare only the modifications, 

contributions from the unmodified slab must be subtracted from the total. The formation reaction 

of a surface with some degree of vacancies and hydroxylation, defined as Co3nO4n+x-2yH2x, is given 

as one of the following, depending on which gases the surface was in equilibrium with: 

 

nCo3O4 (bulk) + xH2O (g) ↔ Co3nO4n+x-2yH2x (s) + yO2 (g)      (B.1) 

nCo3O4 (bulk) + xH2 (g) ↔ Co3nO4n+x-2yH2x (s) + (2y-x) H2O (g)     (B.2) 

nCo3O4 (bulk) + xH2 (g) ↔ Co3nO4n+x-2yH2x (s) + (y-0.5x) O2 (g)     (B.3) 

 

In reaction (B.1), n moles of bulk Co3O4 react with x moles of gas phase H2O (H reservoir) 

to form the target surface and y moles of O2 (O reservoir). In reaction (B.2) the H reservoir is 

replaced with H2 and the O reservoir with H2O. Finally, in reaction (B.3), the O reservoir is 

replaced back with O2. The free energy (ΔG) of each formation reaction was estimated by 

assuming that vibrational effect differences for solid systems are negligible.90 For the case of 

reaction (B.1), equation (B.4) was used, for reaction (B.2), equation (B.5), and for reaction (B.3), 

equation (B.6): 

 

∆G	 ≈ E + 2yµR − nEOQ<R= − xµS>R       (B.4) 

∆G	 ≈ E + (2y − x)µS>R − nEOQ<R= − xµS>       (B.5) 
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∆G	 ≈ E + (2y − x)µR − nEOQ<R= − xµS>       (B.6) 

 

 The chemical potentials for each gas species were estimated using equations (B.7) and 

(B.8): 

 

µ, ≈ E, + ∆µ,I(T, PI) + kHTln @
C
	C?
A	       (B.7) 

∆µ, ≈ H(T, PI) − H(0	K, PI) − TS(T, PI) + TS(0	K, PI)     (B.8) 

 

 Where E is the energy of the slab calculated by DFT,  is the approximate chemical 

potential of compound i,  is the energy of a bulk unit of Co3O4,  is the chemical potential 

correction, calculated from H and S values taken from the NIST JANAF tables, P is the pressure 

of the system, P0 is the reference pressure (1 bar), T is the temperature of the system, and kB is the 

Boltzmann constant.241 We considered the chemical potential of oxygen as half that of the triplet 

oxygen.  

Finally, the surface energy of the full Co3nO4n+x-2yH2x or Co3nO4n-yH2x-2y structure was 

computed and corrected for the presence of two different surfaces in the slab (B.9, B.10): 

 

γ0 =
∆.
+B

           (B.9) 

γ = 2γ0 − γI           (B.10) 

 

iµ

3 4Co OE 0
iµD
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 Where A is the surface area of the slab model,  is the surface energy of the structure 

without correcting for the blank surface,  is the surface energy of the blank surface, and  is 

corrected surface energy. 

  

sg

0g g
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B.2 Surface energy as functions of H2O/H2/Ovac coverage as functions of H2O/H2/O 

chemical potential and temperature 

 

 
Figure B.1 Hydroxylation of (CoTdCoOh)x through H2O adsorption on the bare surface at oxygen 

rich conditions (ΔμO = 0 eV). Surface energy of is plotted as (top) γ(ΔμH2O) and (bottom) γ(T, 

PH2O=10-5 bar). Vertical lines represent surface structure transition points. 
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Figure B.2 Hydroxylation of (CoTdCoOh0.5)x through H2O adsorption on the bare surface under 

oxygen rich conditions (ΔμO = 0 eV). Surface energy of is plotted as (top) γ(ΔμH2O) and (bottom) 

γ(T, PH2O=10-5 bar). 
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Figure B.3 Reduction of (CoTd)x through H2 chemisorption at oxygen rich conditions, ΔμO = 0 eV. 

Surface energy of is plotted as (top) γ(ΔμH2) and (bottom) γ(T, PH2=10-5 bar). 
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Figure B.4 Reduction of (CoTdCoOh)x through H2 chemisorption at oxygen rich conditions, ΔμO = 

0 eV. Surface energy of is plotted as (top) γ(ΔμH2) and (bottom) γ(T, PH2=10-5 bar). 
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Figure B.5 Reduction of (CoTdCoOh0.5)x through H2 chemisorption at oxygen rich conditions, ΔμO 

= 0 eV. Surface energy of is plotted as (top) γ(ΔμH2) and (bottom) γ(T, PH2=10-5 bar). 
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Figure B.6 Reduction of (CoTd)x through Ovac formation without consideration of H2 or H2O, (top) 

as γ(ΔμO) and (bottom) as γ(T, PO2=10-5 bar). 
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Figure B.7 Reduction of (CoTdCoOh)x through Ovac formation without consideration of H2 or H2O, 

(top) as γ(ΔμO) and (bottom) as γ(T, PO2=10-5 bar). 
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Figure B.8 Reduction of (CoTdCoOh0.5)x through Ovac formation without consideration of H2 or 

H2O, (top) as γ(ΔμO) and (bottom) as γ(T, PO2=10-5 bar). 
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Table B.1 Energies of H2 adsorption on the Co Poor (CoTd)x termination 

OH Coverage [nm-2] ΔEads, per 1/2H2 [eV] 
0.89 -1.80 
1.78 -1.78 
2.67 -1.63 
3.56 -1.40 
4.44 -1.34 
5.33 -1.29 
6.22 -1.26 
7.11 -1.21 
8.89 -0.94 
10.67 -0.69 
12.44 -0.74 
14.22 -0.86 

 
Table B.2 Energies of H2 adsorption on the stoichiometric (CoTdCoOh0.5)x termination 

OH Coverage [nm-2] ΔEads, per 1/2H2 [eV] 
0.89 -0.93 
1.78 -0.78 
2.67 -0.65 
3.56 -0.65 
4.44 -0.63 
5.33 -0.58 
6.22 -0.47 
7.11 -0.41 
8.89 -0.44 
10.67 -0.55 
12.44 -0.59 
14.22 -0.57 

 
Table B.3 Energies of H2 adsorption on the Co-rich (CoTdCoOh)x termination 

OH Coverage [nm-2] ΔEads, per 1/2H2 [eV] 
1.78 -1.10 
3.56 -1.05 
5.33 -1.04 
7.11 -1.24 
8.00 -1.12 
8.89 -1.02 
9.78 -0.94 
10.67 -0.86 
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Table B.4 Energies of oxygen vacancy (Ovac) formation on the Co Poor (CoTd)x termination 

Ovac Coverage [nm-2] ΔEform, per Ovac [eV] 
0.89 1.93 
1.78 2.03 
2.67 2.11 
3.56 2.07 
4.44 2.17 
5.33 2.01 
6.22 2.13 
7.11 2.16 

 
Table B.5 Energies of oxygen vacancy (Ovac) formation on the stoichiometric (CoTdCoOh0.5)x 

termination 

Ovac Coverage [nm-2] ΔEform, per Ovac [eV] 
0.89 3.20 
1.78 2.85 
2.67 3.01 
3.56 2.79 
4.44 3.03 
5.33 2.94 
6.22 2.88 
7.11 2.84 

 
 
Table B.6 Energies of oxygen vacancy (Ovac) formation on the Co-rich (CoTdCoOh)x termination 

Ovac Coverage [nm-2] ΔEform, per Ovac [eV] 
0.89 2.12 
1.78 1.86 
2.67 1.71 
3.56 1.49 
4.44 1.88 
5.33 2.15 
6.22 2.31 
7.11 2.40 
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Table B.7 Energies of H2O adsorption on the Co Poor (CoTd)x termination, retrieved from ref145 

Amount adsorbed [nm-2] Surface Species Generated ΔEads, per H2O [eV] 
0.89 1.78 OH/nm2 -1.25 
1.78 3.56 OH/nm2 -1.12 
2.67 2.67 H2O/nm2 -1.15 
3.56 2.67 H2O/nm2, 1.78 OH/nm2 -1.09 
4.44 2.67 H2O/nm2, 3.56 OH/nm2 -1.09 
5.33 3.56 H2O/nm2, 3.56 OH/nm2 -1.10 
6.22 3.56 H2O/nm2, 5.33 OH/nm2 -1.06 
7.11 4.44 H2O/nm2, 5.33 OH/nm2 -1.04 

 
Table B.8 Energies of H2O adsorption on the stoichiometric (CoTdCoOh0.5)x termination 

Amount adsorbed [nm-2] Surface Species Generated ΔEads, per H2O [eV] 
0.89 1.78 OH/nm2 -2.09 
1.78 3.56 OH/nm2 -2.00 
2.67 5.33 OH/nm2 -1.72 
3.56 7.11 OH/nm2  -1.63 
4.44 8.89 OH/nm2 -1.54 
5.33 8.89 OH/nm2, 0.89 H2O/nm2 -1.51 
6.22 10.67 OH/nm2, 0.89 H2O/nm2 -1.32 
7.11 10.67 OH/nm2, 1.78 H2O/nm2 -1.25 

 
Table B.9 Energies of H2O adsorption on the Co-rich (CoTdCoOh)x termination 

Amount adsorbed [nm-2] Surface Species Generated ΔEads, per H2O [eV] 
0.89 1.78 OH/nm2 -1.83 
1.78 3.56 OH/nm2 -1.87 
2.67 5.33 OH/nm2 -1.83 
3.56 7.11 OH/nm2  -1.82 
4.44 7.11 OH/nm2 and 0.89 H2O/nm2 -1.63 
5.33 8.89 OH/nm2 and 0.89 H2O/nm2 -1.71 
6.22 7.11 OH/nm2 and 2.67 H2O/nm2 -1.49 
7.11 7.11 OH/nm2 and 3.56 H2O/nm2 -1.40 
8.00 7.11 OH/nm2 and 4.44 H2O/nm2 -1.38 
8.89 7.11 OH/nm2 and 5.33 H2O/nm2 -1.37 
9.78 7.11 OH/nm2 and 6.22 H2O/nm2 -1.29 
10.67 7.11 OH/nm2 and 7.11 H2O/nm2 -1.25 
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B.3 Fully labeled surface stability diagrams and tabulated top/side/bird’s eye view 

of structures appearing on the diagram 

 

Figure B.9 O2/H2O surface stability diagram with all regions labeled. 

 
 
Table B.10 Surface structures present on the H2O/O2 surface stability diagram. Key: Co3+: blue, 

Co2+ on the surface: green, Co2+ added to the surface: gold, O2-: yellow, H: white. 

Termination/Surface Species Side view Bird’s eye view 

3.56 Co/nm2 (Co poor) 
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5.33 Co/nm2 (Stoichiometric) 

 

 

Co-poor, 0.89 OH/nm2, from H2 
dissociation 

 

 

Co-poor, 1.78 OH/nm2, from H2 
dissociation 

 

 

Co-poor, 2.56 OH/nm2, from H2 
dissociation 

 

 

Co-poor, 5.33 OH/nm2, from H2 and 
H2O dissociation 

  

Co-poor, 1.78 OH/nm2, from H2O 
adsorption, adapted from ref5 
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Co-poor, 2.67 H2O/nm2, from H2O 
adsorption, adapted from ref5 

 

 

Co-poor, 3.56 H2O/nm2 and 3.56 
OH/nm2 from H2O adsorption, adapted 

from ref5 

 
 

Co-poor, 7.11 OH/nm2 and 3.56 
H2O/nm2, from H2O adsorption, 

adapted from ref5 

 

 

Co-poor, 2.67 OH/nm2, from H2O and 
H2 simultaneous adsorption 
0.89 H2O/nm2 is dissociated 

  

Co-poor, 0.89 OH/nm2 and 2.67 
H2O/nm2, from H2O and H2 

simultaneous adsorption 

 
 

Co-poor, 2.67 OH/nm2 and 2.67 
H2O/nm2, from H2O and H2 

simultaneous adsorption 
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Co-poor, 3.56 OH/nm2 and 2.67 
H2O/nm2, from H2O and H2 

simultaneous adsorption 

 
 

Stoichiometric, 3.56 OH/nm2 from H2O 
adsorption 

  

Stoichiometric, 8.89 OH/nm2 and 0.89 
H2O/nm2 from H2O adsorption 

 

 

Stoichiometric, 10.67 OH/nm2 and 1.78 
H2O/nm2 from H2O adsorption 

 

 

Co-rich, 3.56 Ovac/nm2 
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Co-rich, 7.11 OH/nm2 

 

  

 

Co-rich, 8.89 OH/nm2 and 0.89 
H2O/nm2 from H2O adsorption 

 

 

Co-rich, 7.11 OH/nm2 and 3.56 
H2O/nm2 from H2O adsorption 

 

 

Co-rich, 7.11 OH/nm2 and 7.11 
H2O/nm2 from H2O adsorption 
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Figure B.10 Fully labeled H2/H2O surface stability diagram 

 
Table B.11 Surface structures present on the H2O/H2 surface stability diagram 

Termination/Surface Species Side view Bird’s eye view 

Co-poor, 5.33 OH/nm2 and 4.44 
H2O/nm2, from H2O adsorption, adapted 

from ref5 

 

 

Stoichiometric, 3.56 OH/nm2 from H2O 
adsorption 

  



 181 

Stoichiometric, 8.89 OH/nm2 and 0.89 
H2O/nm2 from H2O adsorption 

 
 

Stoichiometric, 10.67 OH/nm2 and 1.78 
H2O/nm2 from H2O adsorption 

 

 

Co-rich, 3.56 Ovac/nm2 

 

 

Co-rich, 7.11 Ovac/nm2 

 

 

  

Co-rich, 7.11 OH/nm2 
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Co-rich, 8.00 OH/nm2 

 

 

 

Co-rich, 8.89 OH/nm2 

 

 
 

Co-rich, 9.78 OH/nm2 

 

 

Co-rich, 10.67 OH/nm2 

 

 

Co-rich, 8.89 OH/nm2 and 0.89 
H2O/nm2 from H2O adsorption 
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Co-rich, 7.11 OH/nm2 and 3.56 
H2O/nm2 from H2O adsorption 

 

 

Co-rich, 7.11 OH/nm2 and 7.11 
H2O/nm2 from H2O adsorption 

 

 

 
B.4 More Details on Frequency Calculations 

Table B.12 v(O-D) and v(O-H) vibrational mode calibration for PBE+dDsC, where the ratio 

between the experimental and calculated average wavenumbers is taken as calibration factor 

Description Calculated mode [cm-1] Experimental mode147 [cm-1]  Calibration 
Factor 

v(O-D)s of D2O 2687 2668 - 
v(O-D)as of D2O 2814 2788 - 
Average v(O-D) 2750 2728 0.9918 
v(O-H)s of H2O 3730 3657 - 
v(O-H)as of H2O 3843 3756 - 
Average v(O-H) 3786.5 3706.5 0.9788 

 
  



 184 

Table B.13 Side and top views of geometries used in frequency calculations, where the constrained 

atoms are crossed out. Co: pink, O: red, H: white 

Description Geometry, top view Geometry, side view 

Co-poor, 1.78 OH/nm2 

  

Co-poor, 2.67 OH/nm2, 2.67 

H2O/nm2 

 
 

Co-rich, 7.11 OH/nm2 
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B.5 Surface relaxation experienced by the (CoOhCoTd)x termination upon reduction, 

the magnetic structure of the (CoOh0.5CoTd)x termination, and isomers of the fully 

hydroxylated (CoTd)x termination 

 
Figure B.11 Surface distortion experienced by the Co-rich termination (a) after reduction by (b) 

adsorption of 7.11 H/nm2, (c) formation of 3.56 Ovac/nm2, and (d) formation of 7.11 Ovac/nm2. 

After relaxation, Co-Oh, Co-Td, and surface O, following the arrows, move from their initial 

positions, denoted by open gold, green, and red circles, to their final positions. Pink circles 

represent Ovac. Two types of surface Co and four types of surface O are indicated as CoA, CoB, OA, 

OB, OC, and OD. 
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Table B.14 Displacements of surface Co and O ions upon H adsorption and generation of the 

structure in Figure B.11b 

Species Δx [Å] Δy [Å] Δz [Å] 
CoA -0.067 0.729 0.080 
CoB -0.092 0.431 0.628 
OA 0.422 1.129 0.776 
OB 0.123 0.083 0.480 
OC 1.298 0.647 0.613 
OD 0.114 0.797 2.476 

 

Table B.15 Displacements of surface Co and O ions upon H adsorption and generation of the 

structure in Figure B.11c 

Species Δx [Å] Δy [Å] Δz [Å] 
CoA -0.117 0.401 -0.036 
CoB -0.165 0.233 0.198 
OA 0.399 0.952 0.755 
OB 0.067 -0.170 0.380 
OD -1.027 0.430 0.610 

 

Table B.16 Displacements of surface Co and O ions upon H adsorption and generation of the 

structure in Figure B.11d 

 Species Δx [Å] Δy [Å] Δz [Å] 
CoA -0.139 1.241 -0.188 
CoB -1.522 0.446 0.474 
OA 0.258 1.342 0.981 
OD -1.708 0.485 0.597 
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Figure B.12 Magnetic alignment for the stoichiometric termination in calculations used for this 

work a) and the ground state b). The energies differ by -0.76 eV/cell in favor of structure (b) and 

the correction was applied to all structures of this termination in constructing the stability 

diagrams. The difference at Ueff = 2 eV was -1.01 eV/cell. 

 

 

Figure B.13 The (top two, left: top view, right: side view) pairs (one H2O molecule-OH pair per 

surface Co2+) and (bottom two, left: top view, right: side view) hexagonal (OH and H2O connect 
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to form a hexagonal hydroxyl overlayer) configurations of hydroxyl overlayers on the (CoTd)x 

termination, adapted from ref145 
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Appendix C Supplementary Information for Chapter 4 

C.1 Structure of the Co3O4(111) surface, Mo1, and Pd1 active sites 

 

Figure C.1 Structure of the Co3O4(111) surface in equilibrium with the gas environment during 

steady state reaction (adapted from 172) and Mo1 and Pd1 active sites. The surface (a: top view, b: 

side view) is Co-enriched and hydroxylated, terminated with 7.11 Co/nm2 and 7.11 OH/nm2. 

Oxidized Co3O4(111) films are terminated by O (red) and Co (green). Co (gold) atoms are added 

to simulate surface reduction without phase-change in the near-surface layers. 2 types of OH exist 

on the surface: bidentate OH which bridge over surface (gold and green) Co, and tetradentate OH 

which are bound to 2 subsurface (blue) Co as well as surface (gold and green) Co. (c) The Mo1 site 

is constructed by substituting one of the gold Co cations on the surface with Mo and removing one 

unit of H2O. (d) The Pd1 site is constructed by adsorbing one unit of PdH2 and substituting a nearby 

OH group by OCH3.  
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As observed in TEM of spent catalyst particles, the (111) surface is exposed in the largest 

fraction; thus, we used this surface as the catalyst support to graft Pd and Mo single sites. The 

surface can have many different terminations, depending on the reaction conditions. Under steady 

state anisole HDO conditions (150 °C, 1 bar, PH2= 0.995~0.985 bar, PH2O=3.88×10-5~3.83×10-3 bar, 

i.e. corresponding to 1~99% anisole conversion, 83% selectivity to benzene over 

methoxycyclohexane, and 99% selectivity to CH4 over CH3OH; hereby referred to as “steady state 

conditions”), the equilibrated surface is enriched in Co (7.11 Co/nm2) and heavily hydroxylated 

(one OH per exposed Co, 7.11 OH/nm2, Figure C.1).172  

 

 

Figure C.2 Selected geometries of the Pd1 site considered in this work. The relative Gibbs free 

energy under steady state conditions compared to the most stable configuration is provided for 

each geometry. 
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Figure C.3 Selected geometries of the Mo1 site considered in this work. The relative Gibbs free 

energy under steady state conditions compared to the most stable configuration is provided for 

each geometry. 

 

We have explored several adsorption sites for Pd and Mo atoms; their relative free energies 

in reaction conditions are given in Figure C.2 and C.3. Besides bare Pd single atoms, we 

considered also structures with 1 or 2 H added on the Pd (Figure C.2). Structure shown in Figure 

C.2b, with Pd bridging two O atoms on the support, bearing two H atoms and another H atom 

adsorbed on O in a neighboring cell provides a good stability. Compared to that structure, the 

formation of one extra subsurface O vacancy appears exergonic (by 0.68-0.52 eV), but this requires 

to first access a PdH1 intermediate (Figure C.2b, 0.54 eV higher than b) and was hence considered 

as kinetically unfavorable. 
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On the other hand, we also considered several substituted Mo sites. We found that Mo 

prefers to replace surface Co added to simulate surface reduction (Figure C.3). Although the 

mono-oxo-molybdenum is the most stable configuration (Figure C.3f), studies on the reactivity 

of such Mo1 sites revealed them to be rather inactive.173 Here, the 3-coordinated O vacancy-

containing configuration of this Mo1 species is slightly metastable (by 0.27-0.61 eV); thus, we 

considered it as the candidate to dissociate anisole. The in-situ EXAFS study also found that the 

Mo1 sites only have a few O neighbors during reaction, suggesting that such O-deficient Mo1 sites 

could be dynamically stabilized by the reaction. 

 
C.2 Geometry and formal oxidation of all states in the reaction mechanisms 

 
Figure C.4 All intermediate and transition state geometries in the HDO reaction mechanism over 

Pd1 only. Only atoms near the Pd1 site and its adjacent Co are shown. 
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Figure C.5 All intermediate and transition state geometries in the HDO reaction mechanism over 

Mo1 assisted by H spillover. Only atoms near the Mo1 site and its adjacent Co are shown. 

 

The formal oxidation states of the Pd and Mo centres in the reaction mechanism were 

assigned by Bader charge analysis. As the chemical environments of the anchored Pd and Mo 

single atoms greatly differ from their respective bulk oxides, molecular complexes were used as 

references for assignment. The following complexes (Table C.1) were used as references for the 

Pd-associated states. 

 

Table C.1 Bader charges of Pd complexes for assignment of Pd oxidation states. 

Chemical Formula Formal Oxidation State of Pd Bader Charge of Pd 
Pd1(H2O)2 0 -0.121 

Pd1(H)1(H2O)1 +I +0.089 
cis-Pd1(H)2(H2O)2 +II +0.044 

Pd1(H)1(C12H19P2) (ref 242) +II -0.024 
Pd1(H)1(OH) +II +0.518 

Pd1(OH)2 +II +0.773 
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The following complexes (Table C.2) were used as references for the Mo-associated states. 

 

Table C.2 Bader charges of Mo complexes for assignment of Mo oxidation states. 

Chemical Formula Formal Oxidation State of Mo Bader Charge of Mo 
Mo(OH)2(H2O)2 +II +1.358 

Mo(OH)3 +III +1.752 
Mo(O)1(OH)2 +IV +1.969 

Mo(OH)4 +IV +2.190 
Mo(OH)4(H2O)2 +IV +2.249 

Mo(O)2(OH)1 +IV +2.194 
Mo(O)3 +VI +2.389 

Mo(O)2(OH)2 +VI +2.562 
Mo(O)1(OH)4 +VI +2.739 

Mo(OH)6 +VI +2.887 
 

 Using the tabulated references, the following formal oxidation states were assigned to 

intermediate and transition states along the anisole HDO pathways over Pd1 and Mo1 (Tables C.3 

and C.4). 

 

Table C.3 Bader charges of intermediate and transition states along the anisole HDO pathway 

over Pd1. 

Name of State Formal Oxidation State of Pd Bader Charge of Pd 
Pd-1 0 -0.240 
Pd-2 0 -0.215 
TS-2 +II +0.262 
Pd-3 +II +0.216 
TS-3 +II +0.126 
Pd-4 0 +0.064 
Pd-5 0 -0.013 
Pd-6 +II +0.095 
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Table C.4 Bader charges of intermediate and transition states along the anisole HDO pathway 

over Mo1. 

Name of State Formal Oxidation State of Mo Bader Charge of Mo 
Mo-1 +III +1.581 
TS-1 +IV +1.836 
Mo-2 +IV +2.017 
Mo-3 +IV +2.010 
TS-3 +IV +2.017 
Mo-4 +IV +2.014 
Mo-5a +IV +1.914 
Mo-6a +III +1.732 
TS-6a +III +1.685 
TS-4b +IV +1.967 
Mo-5b +III +1.703 
Mo-6b +III +1.641 
TS-6b +III +1.747 

 
 
C.3 Hydrogen activation and spillover mechanism over the hydroxylated 

Co3O4(111) surface 

 
Figure C.6 Hydrogen dissociation over the Co3O4 substrate. H2 dissociation on the Co3O4(111) 

substrate requires a rather large free energy barrier of 1.62 eV. 
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Figure C.7 Hydrogen dissociation over the Mo1 site. H2 dissociates on the Mo1 site requires a 

rather large free energy barrier of 2.39 eV. 

 
 Beyond dissociation H2 over the Pd1 site, we also assessed the possibility of activating H2 

directly over the hydroxylated Co3O4 support and over the Mo1 site (Figure C.6 and C.7). Under 

reaction conditions, the dissociation of H2 were found to proceed heterolytically with a rather high 

free energy barrier of 1.62 eV over the Co3O4 surface and of 2.39 eV over the Mo1 site. As both 

free energy barriers are much higher than the free energy span of anisole HDO over Pd1+Mo1, it is 

straightforward that the Mo1 site alone will not be active for the HDO of anisole.  
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Figure C.8 Hydrogen spillover pathway across the Co3O4 substrate. One additional H on the 

hydroxylated Co3O4(111) support can migrate across it through a Grotthuss-type mechanism. A 

metastable H-bonded water intermediate (seen all states beside S-2) facilitates the diffusion of H. 

The spillover process has an electronic energy barrier of 0.63 eV. 

 

The simulated hydrogen spillover pathway is shown in Figure C.8. Since the Co3O4 

support is covered with OH under steady state HDO, we expect the Pd1-generated H to spillover 

quickly across the substrate. H diffuses over the hydroxylated surface in an H2O-mediated 

pathway. Starting from the surface with an additional H (S-2), two surface OH can recombine into 

an adsorbed water molecule (TS2). This metastable water intermediate can easily reposition itself 

atop two OH groups (TS3 and S-4), where it can shuttle one H to the next cell (TS4). Finally, the 

water intermediate can restore the surface OH (TS1). Overall, the spillover of H across the Co3O4 

substrate is rapid, costing only 0.63 eV in electronic energy (barrier between S-2 and TS1). 
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C.4 Alternative anisole HDO pathway over a grafted Mo1 site 

 
Figure C.9 The HDO of anisole over a grafted Mo1 site assisted by H spillover from Pd1. The 

reaction can proceed through hydrogenation of the methoxy fragment first (black pathway) or the 

phenyl fragment first (red pathway). The overall reaction has a rather high Gibbs free energy span 

of 1.90 eV and thus is unlikely to be responsible for the reactivity of Mo1+Pd1/Co3O4. 

 

Aside from the reaction pathway shown in Figure 4.2 over a substituted Mo1 site, we also 

examined the HDO of anisole was also over a grafted Mo1 site (Figure C.9). Here, SCF cycles 

were considered converged when the energy between consecutive electronic steps fall below 10-6 

eV. Forces on the atoms were converged to below 0.05 eV/Å. The reaction proceeds in a similar 

fashion. First, the anisole molecule directly dissociates over the Mo1 site, forming a -C6H5 and an 

-OCH3 ligand. The ligands are then hydrogenated one at a time with H atoms generated by spillover 

across the Co3O4(111) surface (Figure C.9). The reaction could proceed through either the -OCH3 

ligand or the -C6H5 ligand first. Compared to the reaction network shown in Figure 4.2, we see 
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that it is difficult to eliminate the residual OCH3 group (state IS-4b) in this network. As a result, 

the Gibbs free energy span of the catalytic cycle is 1.90 eV, rendering the grafted Mo1 site rather 

unreactive under reaction conditions. 

 
C.5 Estimation of the Gibbs free energy barrier for adsorption 

 A Gibbs free energy barrier for molecular adsorption steps can be estimated based on the 

collision theory rate constant of adsorption. Assuming that there is no potential energy barrier in 

the adsorption process, we have the following rate constant for adsorption: 210 

k520,	, =
AB6)39C°

D+EF)!!"
 (C.1) 

 where s is the sticking coefficient, A0,1$ is the area of the active site, P° is the standard state 

pressure, m, is the mass of the adsorbate, and kH is Boltzmann’s constant.  

 Recasting the rate constant into transition state theory, we can extract the following Gibbs 

free energy of activation for adsorption. We note that a similar derivation was carried out by Cohen 

and Vlachos to include adsorption/desorption rate constants in the energetic span model.62 For 

simplicity, we assumed the sticking coefficient to be 1: 
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 The entropy and enthalpy of activation can be derived from the Gibbs free energy of 

activation: 

ΔS5P1° = R ln E #
D+EF)!!"

A0,1$
C°

!!"
e'T/+F (C.4) 

ΔH5P1° = 'T/"
+

   (C.5) 

 The standard Gibbs free energy of this state can be found as the following: 
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G";,520° = ΔG5P1° + G,° + G∗°  (C.6) 

 where G,° is the Gibbs free energy of adsorbate i at standard pressure and G∗°  is the standard 

Gibbs free energy of the vacant active site. Starting from the BET surface area of the catalyst (111 

m2/g), the mass fraction of Pd (0.25 wt%), and the atomic fraction of Pd and on the surface 

(0.00504 Pd/Co, 0.0585 Mo/Co), we find the area per active site to be 3.72 ´ 10-20 m2. This site 

area was used to compute the free energy barriers of adsorption in Figures 4.1 and 4.2.  

 
C.6 Energetic span assessment of the reaction kinetics   

 
Figure C.10 The enthalpy pathway for the HDO of anisole over Pd1. The structures of the 

respective intermediates and transition states are shown in Figure C.4. 
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Figure C.11 The enthalpy pathway for the HDO of anisole over Mo1 assisted by H spillover. The 

structures of the respective intermediates and transition states are shown in Figure C.5. 

 

With the Gibbs free energy of all reactants, products, intermediates, and transition states in 

the reaction defined, we may assess the kinetics of anisole HDO using the energetic span model. 

Since the energetic span model is derived from the analytical solution for the steady state rate of 

single-site catalytic reactions, it can be applied to the single-site HDO mechanisms developed in 

this work (Figure 4.1 and 4.2).59-61  

 For the HDO reaction over Mo1 assisted by H spillover at 1% anisole conversion, we find 

that both Mo-1 and Mo-5b are possible candidates for the TOF-determining intermediate (TDI), 

while TS1 is the sole candidate for the TOF-determining transition state (TDTS). The Gibbs free 

energy span between Mo-1 and TS-1 is 1.30 eV, and that between Mo-5b and TS1 is 1.31 eV.  

For the reaction over Pd1 only, we find two possible TOF-determining intermediates 

(TDIs), the bare Pd (Pd-5) and PdH2 (Pd-6), but one TOF-determining transition state (TDTS). In 
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this case, the Gibbs free energy spans are 1.23 eV and 1.28 eV for the Pd-5-to-TS6 and Pd-6-to-

TS6 cycles, respectively, while the enthalpy spans are 0.98 eV and 1.57 eV for the two cycles.  

From the general form of the analytical rate in ref 59, we see that the rate of reaction should 

be: 

r ≈ !!"
#

J@5,?

$%&W
∆$6B1C,@5"D	3F	';G

&' XY$%&W
∆$6B1C,@5"G	3F	';G

&' X
 (C.7) 

 The apparent activation energy of a rate law is in the above form is: 

E5,5&& = RT + ∑ P,,7H,,7,,7   (C.8) 

P,,7 =
$%&W

∆$6B1C,*;")	3F	';"+
&' X

∑ $%&W
∆$6B1C,*;")	3F	';"+

&' X),+
  (C.9) 

 where i and j denote the ith intermediate and jth transition state, and Hi,j is the 

corresponding enthalpy span between the ith intermediate and jth transition state, defined in the 

same way as the Gibbs free energy span but over the enthalpy landscape. We note that equation 

(13) is similar to the equation of Mao and Campbell which relates the degree of rate control to 

apparent activation energy.215 Using the two equations, we find the rate of reaction over only the 

Pd1 sites to be 1.08´10-3 min-1 and the apparent activation energy to be 1.49 eV at 150 °C. 

 For the HDO reaction mechanism over Mo1 assisted by H spillover, we find the enthalpy 

spans to be 1.21 eV between Mo-5a and TS1 and 0.35 eV between Mo-1 and TS1. Using the two 

equations again, we find the rate of reaction over the Mo sites assisted by H spillover to be 3.97´10-

3 min-1 and the apparent activation energy to be 0.93 eV at 150 °C. 

  



 203 

C.7 Parameters and additional results of microkinetic simulations 

Table C.5 Elementary steps of the HDO of anisole over Pd1. The rate constants, Gibbs free 

energies of reaction, and Gibbs free energy are computed at 150 °C and 1 bar. The Gibbs free 

energy barriers for adsorption steps modelled with collision theory are marked as N/A. 

# Elementary step ∆G° 
(eV) 

ΔG-./
0‡  

(eV) 
k-./ 
(s-1) 

k234 
(s-1) 

1 Pd − 1 + C5H6OCH7	(:) ⇌ Pd − 2 0.04 N/A 4.58 × 10< 1.42 × 10= 
2 Pd − 2 ⇌ Pd − 3 -1.06 0.40 1.59 × 10= 3.69 × 10>6 
3 Pd − 3 ⇌ Pd − 4 -0.30 0.22 2.21 × 10?@ 5.55 × 105 
4 Pd − 5 + C5H5	(:) ⇌ Pd − 4 0.01 N/A 5.39 × 10< 7.26 × 10< 
5 Pd − 5 + HA	(:) ⇌ Pd − 6 -0.05 N/A 3.35 × 10= 7.89 × 10< 
6 Pd − 1 + CH7OH	(:) ⇌ Pd − 6 0.86 N/A 8.41 × 10< 4.71 × 10>7 

 

Table C.6 Elementary steps of the HDO of anisole over Mo1 assisted by H spillover. The rate 

constants, Gibbs free energies of reaction, and Gibbs free energy are computed at 150 °C and 1 

bar. The Gibbs free energy barriers for adsorption steps modelled with collision theory are marked 

as N/A. Sites on the substrate are denoted as “s”. 

# Elementary step ∆G° 
(eV) 

ΔG-./
0‡  

(eV) 
k-./ 
(s-1) 

k234 
(s-1) 

1 Mo − 1 + C5H6OCH7	(:) ⇌ Mo − 2 -1.07 1.10 6.92 × 10>? 1.21 × 10>?7 
2 Mo − 2 + H − s ⇌ Mo − 3 + s 0.14 0.49 1.31 × 10< 5.63 × 10= 
3 Mo − 3 ⇌ Mo − 4 0.25 0.19 5.03 × 10?@ 5.18 × 10?7 
4 Mo − 5a + CH7OH	(:) ⇌ Mo − 4 -0.26 N/A 8.41 × 10< 7.46 × 10B 
5 Mo − 5a + H − s ⇌ Mo − 6a + s 0.24 0.49 1.31 × 10< 8.94 × 10C 
6 Mo − 1 + C5H5	(:) ⇌ Mo − 6a 0.80 1.66 1.40 × 10>< 4.25 × 10A 
7 Mo − 5b + C5H5	(:) ⇌ Mo − 4 0.46 1.00 1.24 × 10? 3.29 × 105 
8 Mo − 5b + H − s ⇌ Mo − 6b + s 0.12 0.49 1.31 × 10< 3.88 × 10= 
9 Mo − 1 + CH7OH	(:) ⇌ Mo − 6b -0.03 0.41 1.12 × 10= 4.93 × 10< 

  

Under the specified temperature range and gas environment, we find the Mo1 sites, with 

assistance from Pd1-enabled H spillover, are more active than the Pd1 sites alone. As temperature 
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rises, the apparent activation energy of the HDO reaction over both Mo1 assisted by H spillover 

and Pd1 decrease as the coverage of reactive intermediates decrease. For further analysis, we 

computed the DRC of key intermediates and transition states in the reaction mechanisms.  

 
Figure C.12 (a) The DRC of key intermediates and transition states in the HDO of anisole over 

Pd1 and (b, c) their geometries. The desorption of methanol is the sole rate-controlling transition 

state, while the PdH2 is the main rate-controlling intermediate. The DRC of PdH2 decreases with 

temperature. 
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Figure C.13 (a) The DRC of key intermediates in the HDO of anisole over Mo1+Pd1 and (b-f) 

their geometries. The Mo-OCH3 species has the lowest DRC in the temperature range studied, but 

gradually becomes less rate-controlling as temperature increases.  

 

 
Figure C.14 (a) The DRC of key transition states in the HDO of anisole over Mo1+Pd1 and (b-c) 

their geometries. The dissociation of anisole has the highest DRC in the temperature range studied, 

but gradually becomes less rate-controlling as temperature increases. 

 

 As shown in Figure C.12, in the HDO of anisole over Pd1, the desorption of methanol is 

the sole rate-controlling TS, while the bare Pd1 species and the PdH2 species are the rate-controlling 
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intermediates. The coverage of hydrides on Pd1 gradually decreases with time, resulting in an 

increasing DRC of PdH2 and a lowering apparent activation energy. These results agree with those 

from our energetic span analysis, where we found the TS of the desorption of methanol to be the 

sole TDTS and the bare Pd1 site and PdH2 to be the TDIs.  

On the other hand, the dissociation of anisole is the main rate-controlling TS in the HDO 

of anisole over Mo1+Pd1 with an increasing contribution of the recombination of methanol with 

increasing temperature (Figure C.13 and C.14). The rate-controlling intermediate, on the other 

hand, changes more with temperature. Near 50 °C, the dissociated anisole (Mo-2) and the bridging 

methoxy (Mo-5b) are the two rate-controlling intermediates. The importance of these two states is 

reflected in the high apparent activation energy at this temperature. As temperature increases, the 

DRC of Mo-2 quickly increases to 0, while the DRC of Mo-5b gradually decreases. These changes 

also result in a decrease of the apparent activation energy with temperature. Like the case of anisole 

HDO over only Pd1, these results also agree with those from our energetic span analysis, where 

we found the dissociation of anisole to be the sole TDTS and the bare Mo1 site and the Mo1 with 

a bridging methoxy to be the TDIs. With a further increase in temperature, the bare Mo1 site gains 

rate controlling nature, accompanying another decrease in the apparent activation energy. 
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Appendix D Supplementary Information for Chapter 5 

D.1 Supplementary energetics and adsorption configurations 

 

 

Figure D.1 (a) Enthalpy and (b) free energy profiles for hydrogen dissociation and migration on 

the Pd1-in-Au(111) surface. The reaction starts with H2 molecular adsorption [H2], followed by the 

transition state of dissociation [TS-Dis] to form two separated hydrogen atoms [2H]. One of the 

hydrogen atoms would migrate to the Au surface by going through the transition state for migration 

[TS-M], reaching the [H(Pd,Au)] state. The H atom at the Pd site would eventually combine with 

another H atom and desorb while the one at the Au site remains on the surface [H(Au)]. Conditions 

used for the free energy profile are: T = 363 K and P(H2) = 0.2 bar. (c) Configurations of each of 

the steps in the energy profiles. 
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Figure D.2 Adsorption configuration of the carbonaceous intermediates on Pd1Au(111) for (a) the 

hydrogenation of the terminal carbon atom (C1) in the first reaction step, followed by the 

hydrogenation of the carbon atom attached to the butyl group (C2) and for (b) the hydrogenation 

of C2 in the first step, followed by the hydrogenation of C1. 

  



 209 

 

Table D.1 Free energy values for 1-hexene hydrogenation to form hexane. The same reference for 

1-hexyne hydrogenation was used, i.e. 1-hexyne and H2 in the gas phase. Conditions are: T = 363 

K, P(H2) = 0.2 bar, P(C6H10) = 0.01 bar, P(C6H12) = P(C6H14) = 0.001bar. 

States Free Energy (eV) 

RHCCH2 (1-Hexene) -1.42 
TS (H atom to RHCCH2) -0.56 

RHCCH2 + H (To form 1-Hexyl) -0.96 
RHCCH2 + H (To form 2-Hexyl) -0.91 

TS (To form 1-Hexyl) -0.65 
TS (To form 2-Hexyl) -0.56 
RH2CCH2 (1-Hexyl) -1.33 
RHCCH3 (2-Hexyl) -1.29 

TS (H atom to RH2CCH2) -0.47 
TS (H atom to RHCCH3) -0.43 

RH2CCH2 + H -0.95 
RHCCH3 + H -0.95 

TS (From RH2CCH2 + H) -0.74 
TS (From RHCCH3 + H) -0.79 

Hexane -2.22 
Hexane (g) -2.56 
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Figure D.3 Free energy diagram of 1-hexyl formation via 1-hexlidene on the Pd1Au(111) surface. 

The C2 atom was chosen in the first place for the over-hydrogenation as there is electron donation 

from the carbon chain to help stabilize the transition state. The barrier for the forward 

hydrogenation of 1-hexylidene (RHHCCH) is 0.33 eV higher than the reverse barrier. In addition, 

this side-pathway has an overall free energy barrier (1.09 eV) that is at least 0.26 eV higher than 

that of the regular pathway to form 1-hexyl via 1-hexene (0.83 eV), Hence, this pathway is 

energetically unfavorable and is unlikely to deteriorate the selectivity for 1-hexene formation. 

Conditions are: T = 363 K, P(H2) = 0.2 bar, P(C6H10) = 0.01 bar, P(C6H12) = P(C6H14) = 0.001 bar. 
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D.2 Detailed description of the microkinetic model 

Table D.2 Kinetic parameters, Gibbs free energies of reaction and activation derived from DFT-

computed electronic energies evaluated at 363 K and standard pressure (1 bar). The n-butyl tail of 

gaseous and adsorbed C6 species is denoted as “R”. Hydrogen atoms co-adsorbed with 

carbonaceous intermediates are indicated as (H). 

# Elementary step ∆G° 
(eV) 

ΔG-./
0‡  

(eV) 
k-./ 
(s-1) 

k234 
(s-1) 

1 Pd? + HA(:) ⇌ HA − Pd? 0.28 N/A 6.92 × 10= 6.07 × 10?A 
2 HA − Pd? ⇌ PdHA 0.22 0.52 4.02 × 106 4.59 × 10= 
3 PdHA + Au ⇌ PdH? + H− Au 0.20 0.26 1.77 × 10C 1.12 × 10?A 
4 PdH? + Au ⇌ Pd + H − Au 0.23 0.28 8.71 × 10= 1.18 × 10?A 
5 Pd? + RCCH(:) ⇌ RCCH − Pd? -0.09 N/A 1.08 × 10= 5.58 × 105 
6 RCCH − Pd? + H− Au

⇌ (H)RCCH − Pd? + Au 
-0.14 0.06 1.15 × 10?A 1.16 × 10?@ 

7 (H)RCCH − Pd? ⇌ RHCCH − Pd? -0.79 0.32 2.80 × 10= 3.30 × 10>7 
8 RHCCH − Pd? + H− Au

⇌ RHCCH(H) − Pd? + Au 
0.03 0.06 1.15 × 10?A 3.38 × 10?A 

9 RHCCH(H) − Pd? ⇌ RHCCHA − Pd? -1.56 0.07 9.33 × 10?? 2.13 × 10>?@ 
10 Pd? + RHCCHA(:) ⇌ RHCCHA − Pd? -0.15 N/A 1.07 × 10= 8.57 × 106 
11 RCCH − Pd? + H− Au

⇌ RCCH(H) − Pd? + Au 
-0.13 0.06 1.15 × 10?A 1.67 × 10?@ 

12 RCCH(H) − Pd? ⇌ RCCHA − Pd? -0.78 0.43 7.36 × 105 9.75 × 10>6 
13 RCCHA − Pd? + H− Au

⇌ (H)RCCHA − Pd? + Au 
-0.16 0.06 1.15 × 10?A 8.09 × 10C 

14 (H)RCCHA − Pd? ⇌ RHCCHA − Pd? -1.39 0.13 1.08 × 10?? 6.38 × 10>C 
15 RHCCHA − Pd? + H− Au

⇌ (H)RHCCHA − Pd? + Au 
-0.03 0.06 1.15 × 10?A 4.95 × 10?? 

16 (H)RHCCHA − Pd? ⇌ RHACCHA − Pd? -0.37 0.31 4.26 × 10= 3.24 × 107 
17 RHACCHA − Pd? + H− Au

⇌ RHACCHA(H) − Pd? + Au 
-0.12 0.06 1.15 × 10?A 2.64 × 10?@ 

18 RHACCH7 − Pd? ⇌ RHACCH7 − Pd? -1.26 0.22 7.81 × 10C 2.41 × 10>= 
19 Pd? + RHACCH7(:) ⇌ RHACCH7 − Pd? 0.12 N/A 1.06 × 10= 5.53 × 10C 
20 RHCCHA − Pd? + H− Au

⇌ RHCCHA(H) − Pd? + Au 
0.02 0.06 1.15 × 10?A 2.17 × 10?A 

21 RHCCHA(H) − Pd? ⇌ RHCCH7 − Pd? -0.38 0.35 1.14 × 10= 6.18 × 10A 
22 RHCCH7 − Pd? + H− Au

⇌ (H)RHCCH7 − Pd? + Au 
-0.15 0.06 1.15 × 10?A 8.42 × 10C 

23 (H)RHCCH7 − Pd? ⇌ RHACCH7 − Pd? -1.26 0.16 4.43 × 10?@ 1.37 × 10>< 
24 RHCCH − Pd? + H− Au

⇌ (H)RHCCH − Pd? + Au 
-0.11 0.06 1.15 × 10?A 3.69 × 10?@ 

25 (H)RHCCH − Pd? ⇌ RHACCH − Pd? -0.13 0.40 2.09 × 10< 3.59 × 106 
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26 RHACCH − Pd? + H− Au
⇌ RHACCH(H) − Pd? + Au 

-0.40 0.06 1.15 × 10?A 2.87 × 105 

27 RHACCH(H) − Pd? ⇌ RHACCHA − Pd? -1.28 0.16 4.04 × 10?@ 6.47 × 10>= 
 

To quantitatively compare the reaction mechanism proposed from theory, microkinetic 

models were constructed using reaction kinetic parameters computed from the DFT energetics. In 

total, 27 reactions were included in the overall microkinetic model, which can be classified into 6 

groups (Table D.2). In the 1st group of reactions (Reactions 1-4, Table D.2), a molecule of H2 is 

adsorbed and dissociated at a vacant Pd1 site. The two dissociated H atoms can then individually 

exchange across the Au substrate for further reaction or recombination. In the 2nd (Reactions 5-10, 

Table D.2) and 3rd group (Reactions 11-14, Table D.2) of reactions, a molecule of 1-hexyne is 

adsorbed at a vacant Pd1 site and hydrogenated to 1-hexene with H atoms exchanged across the 

Au substrate. The C2 atom is hydrogenated first in the 2nd group of reactions, while the C1 atom 

is hydrogenated first in the 3rd group of reactions. The forward barrier for the exchange of H from 

the Au substrate to the C6-containing Pd1 sites was assumed to be the average of the barriers for 

the exchange of H from the Au substrate to the bare Pd1 site and Pd1H1. In the 4th (Reactions 15-

19, Table D.2) and the 5th group (Reactions 20-23, Table D.2) of reactions, an adsorbed 1-hexene 

molecule is hydrogenated to form n-hexane by exchanged H. These two groups are distinguished 

in the same way as in the hydrogenation of 1-hexyne to 1-hexene: the C2 atom is hydrogenated 

first in the 4th group, while the C1 atom is hydrogenated first in the 5th group. Finally, in the 6th 

group of reactions (Reactions 24-27, Table D.2), the 1-hexenyl intermediate is hydrogenated to 

the 1-hexylidene intermediate and then to the 1-hexyl intermediate by exchanged H. 
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D.3 Additional results from microkinetic modeling 

 
Figure D.4 Microkinetic simulations performed in the temperature range of 323~373 K at a 

constant inlet flow rate (50 SCCM, 20% H2, 1% 1-Hexyne, balance inert) and catalyst loading (20 

mg). (a) 1-Hexyne conversion (black circles, full line), 1-hexene selectivity (blue triangles, dashed 

line), and 1-hexyne selectivity (blue squares, dashed line) as a function of reactor temperature. (b) 

1-Hexene selectivity plotted against 1-hexyne conversion. 

 
As a qualitative comparison to the steady state experiments of Luneau et al. at varying 

conversion and temperature, the reaction model (Table D.2) was embedded in an isothermal and 

isobaric plug-flow reactor (PFR), assumed to be operated at 1 bar. The reactant flow rate was set 

to 50 standard cubic centimeter per minute (SCCM, corresponding to T = 273.15 K and P = 1 atm), 

containing 20% H2, 1% 1-Hexyne, and balance inert. The catalyst loading was set to 20 mg. The 

metal content of the catalyst was assumed to be 4.2 wt%. Each Pd-in-Au nanoparticle in the 

catalyst was assumed to be a sphere 4.9 nm in diameter, with 5% of all atoms in each particle being 

Pd. In the temperature range of 323~373 K, the conversion of 1-hexyne was found to rise from 

1.5% to 95.5% (Figure D.4). The selectivity of 1-hexene was found to be above 70% in this 
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temperature range (Figure D.4b). The calculated relationship between selectivity and conversion 

agrees with the reported findings of Luneau et al.186 

 

 
Figure D.5 Pathway selectivity for (a) the formation of 1-hexene through the hydrogenation of 

adsorbed 1-hexyne to 1-hexenyl (r9, blue) and through the hydrogenation of adsorbed 1-hexyne to 

2-hexenyl (r14, orange), and (b) the formation of n-hexane through the hydrogenation of adsorbed 

1-hexene to 1-hexyl (r16, blue), through the hydrogenation of adsorbed 1-hexene to 2-hexyl (r23, 

orange), and through the hydrogenation of 1-hexenyl to 1-hexylidene and then 1-hexyl (r27, green). 

 

 
Figure D.6 The degrees of rate control of key intermediate states in the hydrogenation of 1-hexyne 

to 1-hexene. Adsorbed 1-hexyne (orange line) and 1-hexene (purple line) are the main rate-

controlling intermediates until 353 K, largely mirroring the influence of temperature on coverages. 



 215 

D.4 Derived rate laws for the hydrogenation of 1-hexyne 

Table D.3 Three possible rate laws for the hydrogenation of 1-hexyne, derived by assuming H2 

dissociation, 1-hexyne hydrogenation to 1-hexenyl, or 1-hexenyl hydrogenation to 1-hexene is the 

rate-controlling transition state. Ki: equilibrium constant of elementary step i. kif: forward rate 

constant of elementary step i. Pj: partial pressure of reactant (or product) j. 𝛉𝐏𝐝,𝟎: fraction of Pd 

sites on the catalyst surface. 

Rate-Controlling Transition State Derived Rate Law 

H2 Dissociation 
r =

K?kA-PD!θE/,@
1 + K6P?>DF + K?@P?>DG

 

1-Hexyne to 1-Hexenyl 
r =

HK?KAK7KBPD!I
@.6K6K5k<-P?>DFθE/,@

1 + K6P?>DF + K?@P?>DG
 

1-Hexenyl to 1-Hexene 
r =

H∏ KI=
IJ? IkC-P?>DFPD!θE/,@

1 + K6P?>DF + K?@P?>DG
 

 

From the proposed reaction mechanism (Table D.3) and the results of the microkinetic 

simulations, analytical rate laws were derived to describe the rate of 1-hexyne hydrogenation 

(Table D.3). Based on the microkinetic simulations, the hydrogenation of 1-hexyne was assumed 

to occurs through the 1-hexenyl intermediate, non-rate-controlling steps were assumed to be 

equilibrated, and the rate of n-hexane formation was assumed to be negligible. Additionally, 

adsorbed 1-hexene and 1-hexyne were assumed to be the most abundant surface intermediates 

based on the calculated coverages. One of three transition states (TS) were assumed to be the sole 

rate-controlling TS: 1) TS of H2 dissociation, 2) TS of 1-hexyne hydrogenation to 1-hexenyl, or 3) 

TS of 1-hexenyl hydrogenation to 1-hexene. Based on the form of the derived rate laws, it is only 

possible for H2 dissociation or 1-hexenyl hydrogenation to 1-hexene to be the rate-controlling TS 

to recover the experimentally measured orders of reaction.  
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D.5 Performance of density functionals for the adsorption energy of 1-hexyne 

Table D.4 The desorption energy of 1-hexyne on Pd1/Au(111) predicted by various density 

functionals. The desorption energy predicted by optPBE-vdW is the closest to the desorption 

enthalpy of 1-hexyne reported by Liu et al.201 

Exchange-Correlation Functional 1-Hexyne Desorption 
Energy (eV) 

PBE 76 0.49 
PBE-dDsC 76, 142, 143 1.16 
optPBE-vdW 206-209 1.03 
optB86b-vdW 206-209 1.43 

BEEF-vdW 243 0.46 
 

 
Figure D.7 The chemical potentials of 1-hexyne (blue) and 1-hexene (red) as functions of 

temperature at fixed pressures (1 kPa for both 1-hexyne and 1-hexene), compared to their 

adsorption enthalpies measured by TPD (dashed lines) and their adsorption energies calculated by 

the optPBE XC functional (dots). 
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Besides the adsorption energy of H2, our choice of the optPBE-vdW exchange-correlation 

density functional was also motivated by its performance in predicting the desorption energy of 1-

hexyne (Table D.4). Out of the five density functionals tested, PBE and BEEF-vdW were found 

to underpredict the desorption energy, while optPBE-vdW, PBE-dDsC, and optB86b-vdW were 

found to overpredict the desorption energy. optPBE-vdW performed the best, as its predicted 

desorption energy (1.03 eV) is the closest to the desorption enthalpy found by TPD.201 Under 

reaction conditions of 1-hexyne hydrogenation studied in this work and the literature (T = 293 ~ 

373 K, P1-Hexyne = 1 kPa), the 1-hexyne adsorption energy predicted by optPBE-vdW results in an 

exergonic adsorption of 1-hexyne, while the adsorption energy found by TPD would result in an 

endergonic adsorption of 1-hexyne (Figure D.7).  

 
D.6 Brønsted-Evans-Polanyi relation of C-H bond formation steps 

 
Figure D.8 Brønsted-Evans-Polanyi relation between the reaction energies and activation energies 

of C-H bond formation steps on Pd1/Au(111). 
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D.7 Electronic structure of Pd(111) and Pd1Au(111) 

 
Figure D.9 Projected density of states (DOS) onto the Pd 4d orbitals of a single Pd atom on the 

surface of (a) Pd(111) and (b) Pd1Au(111). The first moment of the Pd 4d states (d band center) 

in two situations is not very different, but the 4d band of the Pd single atom is much narrower. 

 
 To qualitatively compare the electronic structure of bulk Pd and Pd1Au, we computed the 

projected DOS on both a single Pd atom on the surface of Pd(111) and one on the surface of 

Pd1Au(111) (Figure D.9). These DOS calculations were performed in (3 ´ 3) cells, and the 

Brillouin zone integrations were performed over (9 ´ 9 ´ 1) Gamma point-centered k-point 

meshes. To obtain the first moment, the Pd 4d DOS was integrated from -7 eV to 2 eV relative to 

the Fermi level. We found that the Pd 4d band centers of the Pd atom in the two states to be very 

similar, at -1.69 eV for Pd(111) and -1.65 eV for Pd1Au(111); though, the shape of the Pd 4d bands 

are very different.  
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Appendix E Supplementary Information for Chapter 6 

E.1 Intermediate and transition state geometries in the isomerization/hydrogenation 

of 1-Hexene over Pd1Au(111) 

 
Figure E.1 Adsorption configurations of the reactant, the intermediates and the products on 

Pd1Au(111) for hydrogenation of 1-hexene to n-hexane via the 1-hexyl (a) and 2-hexyl (b) 

intermediate, and (c) isomerization of the 2-hexyl intermediate to 2-hexene. 
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E.2 Additional details and results of microkinetic simulations 

Table E.1 Kinetic rate constants, Gibbs free energies of reaction and of activation derived from 

DFT-computed electronic energies and evaluated at 373.15 K and standard pressure (1 bar). The 

n-propyl tail of gaseous and adsorbed C6 species is denoted as “R”. Steps in bold indicate those 

not involving deuterium. No shift was applied to the barriers of H2/D2/HD dissociation or H/D 

spillover steps. 

# Elementary step ∆G° 

(eV) 
ΔG-./

0‡  

(eV) 

k-./ 

(s-1) 

k234 

(s-1) 

1 𝐏𝐝𝟏 +𝐇𝟐(𝐠) ⇌ 𝐇𝟐 − 𝐏𝐝𝟏 0.30 N/A 6.82E+08 7.29E+12 

2 𝐇𝟐 − 𝐏𝐝𝟏 ⇌ 𝐏𝐝𝐇𝟐 0.22 0.52 6.48E+05 6.12E+08 

3 𝐏𝐝𝐇𝟐 + 𝐀𝐮 ⇌ 𝐏𝐝𝐇𝟏 +𝐇− 𝐀𝐮 0.20 0.26 2.27E+09 1.21E+12 

4 𝐏𝐝𝐇𝟏 + 𝐀𝐮 ⇌ 𝐏𝐝 + 𝐇− 𝐀𝐮 0.23 0.28 1.14E+09 1.27E+12 

5 Pd? + DA(:) ⇌ DA − Pd? 0.35 N/A 4.83E+08 2.91E+13 

6 DA − Pd? ⇌ PdDA 0.22 0.52 6.48E+05 6.12E+08 

7 PdDA + Au ⇌ PdD? + D − Au 0.20 0.26 2.27E+09 1.21E+12 

8 PdD? + Au ⇌ Pd + D − Au 0.23 0.28 1.14E+09 1.27E+12 

9 Pd? + HD(:) ⇌ HD− Pd? 0.35 N/A 5.57E+08 2.91E+13 

10 HD − Pd? ⇌ PdHD 0.22 0.52 6.48E+05 6.12E+08 

11 PdHD + Au ⇌ PdH? + D − Au 0.20 0.26 2.27E+09 1.21E+12 

12 PdHD + Au ⇌ PdD? + H− Au 0.20 0.26 2.27E+09 1.21E+12 

13 𝐏𝐝𝟏 + 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐(𝐠) ⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 − 𝐏𝐝𝟏 -0.12 N/A 1.06E+08 2.40E+06 

14 
𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 − 𝐏𝐝𝟏 +𝐇− 𝐀𝐮

⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 − 𝐏𝐝𝟏 −𝐇+ 𝐀𝐮 
-0.03 0.06 1.24E+12 5.47E+11 

15 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 − 𝐏𝐝𝟏 −𝐇 ⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟐 − 𝐏𝐝𝟏 -0.37 0.31 5.69E+08 5.94E+03 

16 
𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟐 − 𝐏𝐝𝟏 +𝐇− 𝐀𝐮

⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟐 − 𝐏𝐝𝟏 −𝐇+ 𝐀𝐮 
-0.12 0.06 1.24E+12 3.16E+10 

17 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟐 − 𝐏𝐝𝟏 −𝐇 ⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟑 − 𝐏𝐝𝟏 -1.26 0.22 9.65E+09 8.76E-08 

18 
RCH7CHACHA − Pd? + D − Au

⇌ RCH7CHACHA − Pd? − D + Au 
-0.12 0.06 1.24E+12 3.16E+10 
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19 RCH7CHACHA − Pd? − D ⇌ RCH7CHACHAD − Pd? -1.26 0.22 9.65E+09 8.76E-08 

20 𝐏𝐝𝟏 + 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟑	(𝐠) ⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟑 − 𝐏𝐝𝟏 0.15 N/A 1.04E+08 1.21E+10 

21 Pd? + RCH7CHACHAD(:) ⇌ RCH7CHACHAD − Pd? 0.18 N/A 1.04E+08 2.54E+10 

22 
𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 − 𝐏𝐝𝟏 +𝐇− 𝐀𝐮

⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 −𝐇− 𝐏𝐝𝟏 + 𝐀𝐮 
0.02 0.06 1.24E+12 2.31E+12 

23 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟐 −𝐇− 𝐏𝐝𝟏 ⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 -0.38 0.35 1.57E+08 1.18E+03 

24 
𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 +𝐇− 𝐀𝐮

⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 −𝐇+ 𝐀𝐮 
-0.15 0.06 1.24E+12 1.04E+10 

25 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 −𝐇 ⇌ 𝐑𝐂𝐇𝟑𝐂𝐇𝟐𝐂𝐇𝟑 − 𝐏𝐝𝟏 -1.26 0.16 5.22E+10 4.73E-07 

26 
RCH7CHCH7 − Pd? + D − Au

⇌ RCH7CHCH7 − Pd? − D + Au 
-0.15 0.06 1.24E+12 1.04E+10 

27 RCH7CHCH7 − Pd? − D ⇌ RCH7CHDCH7 − Pd? -1.26 0.16 5.22E+10 4.73E-07 

28 𝐑𝐂𝐇𝟑𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 ⇌ 𝐑𝐂𝐇𝟐𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 −𝐇 0.38 0.65 1.12E+04 1.69E+09 

29 
𝐑𝐂𝐇𝟐𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 −𝐇+ 𝐀𝐮

⇌ 𝐑𝐂𝐇𝟐𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 +𝐇− 𝐀𝐮 
0.07 0.13 1.44E+11 1.24E+12 

30 Pd? + RCH7CHDCH7	(:) ⇌ RCH7CHDCH7 − Pd? 0.18 N/A 1.04E+08 2.55E+10 

31 𝐏𝐝𝟏 + 𝐑𝐂𝐇𝟐𝐂𝐇𝐂𝐇𝟑	(𝐠) ⇌ 𝐑𝐂𝐇𝟐𝐂𝐇𝐂𝐇𝟑 − 𝐏𝐝𝟏 0.17 N/A 1.06E+08 2.28E+10 

32 
RCH7CHCHA − Pd? + D − Au

⇌ RCH7CHCHA − Pd? − D + Au 
-0.03 0.06 1.24E+12 5.47E+11 

33 RCH7CHCHA − Pd? − D ⇌ RCH7CHDCHA − Pd? -0.37 0.31 5.69E+08 5.94E+03 

34 
RCH7CHDCHA − Pd? + H− Au

⇌ RCH7CHDCHA − Pd? − H+ Au 
-0.12 0.06 1.24E+12 3.16E+10 

35 RCH7CHDCHA − Pd? − H ⇌ RCH7CHDCH7 − Pd? -1.26 0.22 9.65E+09 8.76E-08 

36 
RCH7CHDCHA − Pd? + D − Au

⇌ RCH7CHDCHA − Pd? − D + Au 
-0.12 0.06 1.24E+12 3.16E+10 

37 RCH7CHDCHA − Pd? − D ⇌ RCH7CHDCHAD − Pd? -1.26 0.22 9.65E+09 8.76E-08 

38 RCH7CHDCHA − Pd? ⇌ RCH7CDCHA − Pd? − H 0.37 0.68 5.94E+03 5.69E+08 

39 
RCH7CDCHA − Pd? − H+ Au

⇌ RCH7CDCHA − Pd? + H− Au 
0.03 0.09 5.47E+11 1.24E+12 

40 RCH7CHDCHAD(:) + Pd? ⇌ 	RCH7CHDCHAD − Pd? 0.18 N/A 1.03E+08 2.68E+10 

41 RCH7CDCHA(:) + Pd? ⇌ 	RCH7CHDCHA − Pd? -0.12 N/A 1.05E+08 2.52E+06 
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42 
RCH7CHCHA − Pd? + D − Au

⇌ RCH7CHCHA − D − Pd? + Au 
0.02 0.06 1.24E+12 2.31E+12 

43 RCH7CHCHA − D − Pd? ⇌ RCH7CHCHAD − Pd? -0.38 0.35 1.57E+08 1.18E+03 

44 
RCH7CHCHAD − Pd? + H− Au

⇌ RCH7CHCHAD − Pd? − H+ Au 
-0.15 0.06 1.24E+12 1.04E+10 

45 RCH7CHCHAD − Pd? − H ⇌ RCH7CHACHAD − Pd? -1.26 0.16 5.22E+10 4.73E-07 

46 
RCH7CHCHAD − Pd? + D − Au

⇌ RCH7CHCHAD − Pd? − D + Au 
-0.15 0.06 1.24E+12 1.04E+10 

47 RCH7CHCHAD − Pd? − D ⇌ RCH7CHDCHAD − Pd? -1.26 0.16 5.22E+10 4.73E-07 

48 RCH7CHCHAD − Pd? ⇌ RCHACHCHAD − Pd? − H 0.38 0.65 1.12E+04 1.69E+09 

49 
RCHACHCHAD − Pd? − H+ Au

⇌ RCHACHCHAD − Pd? + H− Au 
0.07 0.13 1.44E+11 1.24E+12 

50 RCH7CHCHAD − Pd? ⇌ (E)	RCHACHCHD − H − Pd? 0.38 0.73 1.18E+03 1.57E+08 

51 
(E)	RCHACHCHD − H − Pd? + Au

⇌ (E)	RCHACHCHD − Pd? + H− Au 
-0.02 0.04 2.31E+12 1.24E+12 

52 RCH7CHCHAD − Pd? ⇌ (Z)	RCHACHCHD − H − Pd? 0.38 0.73 1.18E+03 1.57E+08 

53 
(Z)	RCHACHCHD − H − Pd? + Au

⇌ (Z)	RCHACHCHD − Pd? + H− Au 
-0.02 0.04 2.31E+12 1.24E+12 

54 RCH7CDCHA	(:) + Pd? ⇌ RCH7CDCHA − Pd? 0.17 N/A 1.05E+08 2.40E+10 

55 
(E)	RCHACHCHD(:) + Pd?

⇌ (E)	RCHACHCHD − Pd? 
-0.12 N/A 1.05E+08 2.54E+06 

56 (Z)	RCHACHCHD(:) + Pd? ⇌ (Z)	RCHACHCHD − Pd? -0.12 N/A 1.05E+08 2.55E+06 
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Figure E.2 Degree of selectivity control (DSC) for 2-hexene formation of selected TS evaluated 

at fixed partial pressures. DSC for 2-hexene formation evaluated at T = 373 K, P(H2) = 0.2 bar, 

P(1-hexene) = 0.01 bar, and P(2-hexene) = P(n-hexane) = 0.001 bar. The TS of H2 dissociation 

(DSC = -0.57) and H spillover to 2-Hexyl (DSC = -0.57) have the most negative impact on the 

selectivity of 2-hexene, while the TS of the hydrogenation of 1-hexene to 2-hexyl (DSC = 0.93) 

and the dehydrogenation of 2-hexyl to 2-hexene (DSC = 0.69) have the most positive impact on 

the selectivity of 2-hexene.  
 

 
Figure E.3 1-hexene consumption rate and product selectivity evaluated at fixed partial pressures 

after increasing the barriers of H2 dissociation and H spillover by 0.1 eV. Microkinetic model of 

1-hexene reaction with H2 evaluated at P(H2) = 0.2 bar, P(1-hexene) = 0.01 bar, and P(2-hexene) 
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= P(n-hexane) = 0.001 bar. (a) Rate of 1-hexene consumption, (b) selectivity of 2-hexene and n-

hexane. 

 

 
Figure E.4 Plug flow reactor (PFR) simulations of product and isotope selectivity of 1-Hexene 

deuteration and isomerization without shifts to the barrier of H2 dissociation and spillover. (a) 1-

Hexene conversion and (b) selectivity of 2-Hexene and n-Hexane as functions of reactor 

temperature. (c) 1-Hexene isotope distribution, (d) 2-Hexene isotope distribution, and (e) n-

Hexane isotope distribution as functions of 1-Hexene conversion. The same catalyst loading and 

reaction conditions as (Figure 6.3) were used here. 
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