Radiative transport in the diffusion approximation: An extension for highly absorbing media and small source-detector separations
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The diffusion approximation to the Boltzmann transport equation is commonly used to analyze data obtained from biomedical optical diagnostic techniques. Unfortunately, this approximation has significant limitations to accurately predict radiative transport in turbid media, which constrains its applicability to highly scattering systems. Here we extend the diffusion approximation in both stationary and frequency-domain cases using an approach initially formulated independently by Prahl [Ph.D. thesis, University of Texas at Austin, 1988 (unpublished)] and Star [in Dosimetry of Laser Radiation in Medicine and Biology, edited by G. J. Müller and D. H. Sliney (SPIE, Bellingham, WA, 1989), pp. 146–154; in Optical-Thermal Response of Laser-Irradiated Tissue, edited by A. J. Welch and M. J. C. van Gemert (Plenum, New York, 1995), pp. 131–206]. The solution is presented in the stationary case for infinite media with a collimated source of finite size exhibiting spherical symmetry. The solution is compared to results given by standard diffusion theory as well as to measurements made in turbid phantoms with reduced single scattering albedos $a'$ ranging from 0.248 to 0.997. Unlike the conventional diffusion approximation, the approach presented here provides accurate descriptions of optical dosimetry in both low and high scattering media. Moreover, it accurately describes the transition from the highly anisotropic light distributions present close to collimated sources to the nearly isotropic light distribution present in the far field. It is postulated that the ability to measure the transition between this near and far field behavior and predict it within a single theoretical framework may allow the separation of the single scattering anisotropy $g$ from the reduced scattering coefficient $\mu_s'$. The generalized formulation of diffusion theory presented here may enable the quantitative application of present optical diagnostic techniques to turbid systems which are more highly absorbing and allow these systems to be probed using smaller source-detector separations. [S1063-651X(98)13408-6]

PACS number(s): 87.90.+y, 05.60.+w, 42.62.Be

I. INTRODUCTION

The diffusion approximation for radiative transport in turbid media is used as the conceptual basis to analyze measurements made in many diagnostic biomedical laser applications. These applications, which include photon migration and fluorescence spectroscopy, have been successfully employed to determine and image tissue optical properties, quantify concentrations of physiologically relevant biomolecules, and extract accurate fluorescence and Raman spectra of turbid tissues [1–5]. Furthermore, it has been demonstrated that data of this type can form the basis for noninvasive discrimination between normal and diseased tissues [6].

Despite these successes, the standard diffusion approximation and its generalized variant, the $P_1$ approximation, have significant limitations [7–9]. These models provide accurate predictions for radiative transport only when the absorption coefficient $\mu_a$ is much lower than the reduced scattering coefficient $\mu_s'$ for the standard diffusion approximation or much lower than the scattering coefficient $\mu_s$ for the $P_1$ approximation. Further, even when the appropriate condition is satisfied, the resulting predictions are inaccurate when applied to positions proximal to the laser irradiation site. This occurs because the diffusion approximation is unable to accommodate a strong angular anisotropy in the light field such as that created in the neighborhood of a collimated light source. Also, the solution provided by the diffusion approximation in semi-infinite geometries is inaccurate proximal to interfaces where there is a refractive index mismatch. This inaccuracy arises due to issues concerning the modeling of the photon sources, the relative magnitudes of the diffuse fluence rate relative to the radiant flux, and the treatment of boundary conditions using monopole and dipole approximations [10]. All these factors result in an approximate solution to an equation that in itself represents an approximation to radiative transport theory.

Following an approach proposed independently by Prahl [11] and Star [12,13], we provide a generalized diffusion approximation to the Boltzmann transport equation for both stationary and frequency-domain cases. This generalized model explicitly includes a collimated source in the radiance approximation. It is the scattering of this collimated source that "generates" the diffuse light. In addition, the $\delta$-Eddington approximation is employed to model the single scattering phase function and better accommodates media that display strong forward scattering such as tissue. We provide the solution for the stationary case in an infinite medium containing a collimated spherical source of finite size and compare it to experimental measurements made in turbid...
phantoms with reduced single scattering albedo $a'$ varying from 0.248 to 0.997. We also compare the solution to that given by the standard diffusion approximation and will demonstrate that the generalized approach shown here is accurate over a broader range of optical properties and at positions proximal to a collimated source.

II. THEORETICAL FORMULATION

A. Governing equations

Following the approach outlined by Star [13], but with the inclusion of all time-dependent terms, the following equations specify the diffuse fluence rate $\varphi_d(r,t)$ and the radiant flux $j(r,t)$ within the $P_1$ approximation to the Boltzmann transport equation (BTE) using the $\delta$-Eddington approximation for the scattering phase function:

$$\nabla^2 \varphi_d(r,t) - 3 \mu_m \mu_v \varphi_d(r,t) - \frac{3}{v^2} \frac{\partial^2 \varphi_d(r,t)}{\partial t^2} - \frac{3}{v} \frac{\partial \varphi_d(r,t)}{\partial t} = -3 \mu_n \mu_v P(r,\hat{s}_0,t) + \frac{3 g^* \mu_n^*}{v} \nabla P(r,\hat{s}_0,t) \hat{s}_0$$

$$j(r,t) = K^{-1} \left[ -\frac{1}{3} \nabla \varphi_d(r,t) + g^* \mu_n^* P(r,\hat{s}_0,t) \hat{s}_0 - \frac{1}{v} \frac{\partial}{\partial t} \left( \hat{s}_0 P(r,\hat{s}_0,t) \right) \right],$$

where the operator $K = \left[ (1/v)(\partial/\partial t) + \mu_v \right]$. In these equations, $P(r,\hat{s}_0,t)$ is the irradiance distribution of the collimated source, $r$ the position in the medium, $t$ the time, $v$ the speed of light in the medium, and $\hat{s}_0$ the unit vector collinear with the direction of the collimated source. $\mu_m$ is the transport coefficient equivalent to $[\mu_n + \mu_s(1-g)]$, $g$ being the single scattering anisotropy, $\mu_n^*$ is a reduced scattering coefficient equivalent to $\mu_s(1-f)$, where $f$ is the fraction of light scattered directly forward in the $\delta$-Eddington approximation to the scattering phase function. $g^*$ is a reduced single scattering anisotropy equivalent to $g/(g+1)$. A complete derivation of the above equations and a description of the parameters is given in Appendix A. Within this formulation, the total fluence rate in the medium $\varphi(r,t)$ is given by the sum of the diffuse fluence rate $\varphi_d(r,t)$ and the collimated fluence rate $\varphi_c(r,t)$ defined as

$$\varphi_c(r,t) = \int_{4\pi} L_c(r,\hat{s}_t) d\Omega = P(r,\hat{s}_0,t),$$

where $L_c(r,\hat{s}_t)$ is the collimated radiance, $\hat{s}_t$ the unit vector in the direction of photon travel, and $\Omega$ the solid angle.

B. Boundary conditions

For semi-infinite geometries, we must specify conditions at the top boundary, that is, the interface between the turbid media and its surroundings, as well as at infinity. At any interface where there is a refractive index mismatch, we require conservation of the diffuse radiance $L_d(r,\hat{s},t)$. Denoting the inward surface normal at such an interface as $\hat{s}_0$, this condition is expressed by

$$\int_{\hat{s}: \hat{s}_0=0} L_d(r,\hat{s},t)(\hat{s} \cdot \hat{s}_0)d\hat{s}$$

$$= \int_{\hat{s}: \hat{s}_0<0} L_d(r,\hat{s},t)r_f(-\hat{s} \cdot \hat{s}_0)(-\hat{s} \cdot \hat{s}_0)d\hat{s},$$

where $r_f(-\hat{s} \cdot \hat{s}_0)$ is the Fresnel reflection coefficient for unpolarized light. Note that we conserve only the diffuse component of the radiance because the collimated component is really a source. Substituting the radiance approximation specified by the $P_1$ approximation [see Eq. (A15) in Appendix A] into this conservation equation and simplifying gives

$$\varphi_d(r,t) - Ah \nabla \varphi_d(r,t) \cdot \hat{s}_0 + \frac{3h}{2v} \frac{\partial \varphi_d(r,t)}{\partial t}$$

$$= -3Ah \left[ g^* \mu_n^* P(r,\hat{s}_0,t) \hat{s}_0 - \frac{1}{v} \frac{\partial P(r,\hat{s}_0,t)}{\partial t} \right],$$

where $A = (1+R_2)/(1-R_1)$, $h = 2/3\mu_v$, $R_1 = 2\int_0^1 r_f(v_0)v_0d\lambda$, and $R_2 = 2\int_0^1 r_f(v_0)v_0^2d\lambda$. $\nu_0$ is the cosine of the angle between the photon direction unit vector $\hat{s}$ and the outward unit surface normal $-\hat{s}_0$. The condition at infinity simply requires that the diffuse radiance go to zero, i.e.,

$$\varphi_d(r,t)(r \to \infty, t) \to 0.$$
Substituting Eqs. (7) and (8) into Eq. (1) generates the equations

\[ \nabla^2 \varphi_d^{dc}(\mathbf{r}) = -3 \mu_t^* \mu_a \varphi_d^{dc}(\mathbf{r}) \]

\[ = -3 \mu_t^* \left( \mu_t^* + g^* \mu_a \right) \frac{P_0 \exp[-\mu_t^*(r-r_0)]}{4 \pi r^2}, \]

with \( \varphi_d^{dc}(\mathbf{r}) \) being the diffuse flux. The solution to Eq. (9) subject to the boundary conditions specified by Eqs. (11) and (13) is

\[ \varphi_d^{dc}(\mathbf{r}) = \frac{3 \mu_t^* \left( \mu_t^* + g^* \mu_a \right) P_0 \exp(\mu_t^* r_0)}{8 \pi \mu_{\text{eff}} r} \times \]

\[ \left[ E_1(\mu_t^* r_0 - \mu_{\text{eff}} r_0) - E_1(\mu_t^* r_0 + \mu_{\text{eff}} r_0) \right] \]

\[ - \frac{2 g^* \sinh(\mu_{\text{eff}} r_0)}{r_0(\mu_t^* + g^* \mu_a) \exp(\mu_t^* r_0)} \times \]

\[ - E_1(\mu_t^* r + \mu_{\text{eff}} r) \exp(-\mu_{\text{eff}} r) \]

\[ + E_1(\mu_t^* r + \mu_{\text{eff}} r) \exp(\mu_{\text{eff}} r r_0), \]

where \( \mu_{\text{eff}} \) is the effective attenuation coefficient equivalent to \( (3 \mu_t \mu_a)^{1/2} \) and \( E_1(z) \) the exponential integral defined as \( \log(\sinh(z)) \). The total fluence rate is given by \( \varphi_d^{dc}(\mathbf{r}) + \varphi_c^{dc}(\mathbf{r}) \), where \( \varphi_c^{dc}(\mathbf{r}) \) is given by Eq. (14) and the collimated fluence rate is given by

\[ \varphi_c^{dc}(\mathbf{r}) = P_0 \exp[-\mu_t^*(r-r_0)] \frac{1}{4 \pi r^2}. \]

At this point, the radiative flux \( \mathbf{j}^{dc}(\mathbf{r}) \) can also be determined. The expression for \( \mathbf{j}^{dc}(\mathbf{r}) \) is given by substituting Eq. (8) into Eq. (2):

\[ \mathbf{j}^{dc}(\mathbf{r}) = \frac{1}{3 \mu_t} \left[ \nabla \varphi_d^{dc}(\mathbf{r}) + 3 g^* \mu_t^* P_0 \varphi_c^{dc}(\mathbf{r}, \mathbf{s}_0, \mathbf{t}) \mathbf{s}_0 \right]. \]

Substituting Eqs. (14) and (15) into Eq. (16) yields

\[ \mathbf{j}^{dc}(\mathbf{r}) = \frac{1}{3 \mu_t} \left[ \begin{array}{c} \frac{\mu_{\text{eff}}}{r} + \frac{1}{r} \exp(-\mu_{\text{eff}} r) \\ -FH \left( \frac{\mu_{\text{eff}}}{r} - \frac{1}{r^2} \right) \exp(\mu_{\text{eff}} r) \\ +3 g^* \mu_t^* P_0 \frac{\exp(-\mu_t^*(r-r_0))}{4 \pi r^2} \end{array} \right], \]

where

\[ F = \frac{3 \mu_t^* \left( \mu_t^* + g^* \mu_a \right) P_0 \exp(\mu_t^* r_0)}{8 \pi \mu_{\text{eff}} r}, \]

\[ G = \frac{2 g^* \sinh(\mu_{\text{eff}} r_0)}{r_0(\mu_t^* + g^* \mu_a) \exp(\mu_t^* r_0)} \times \]

\[ - E_1(\mu_t^* r + \mu_{\text{eff}} r) \exp(-\mu_{\text{eff}} r) \]

\[ + E_1(\mu_t^* r + \mu_{\text{eff}} r) \exp(\mu_{\text{eff}} r r_0), \]

\[ H = E_1(\mu_t^* r + \mu_{\text{eff}} r). \]
TABLE I. Intralipid volume fractions and NiSPC concentrations used for the five turbid phantoms in which measurements were made. The optical properties of these phantoms are also listed for the wavelength tested λ = 674 nm. All phantoms had a single scattering anisotropy g = 0.71.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Intralipid (%)</th>
<th>NiSPC (µg/ml)</th>
<th>μ_s (mm⁻¹)</th>
<th>μ_s'/μ_a</th>
<th>μ_s'/μ_a</th>
<th>α'</th>
<th>α''</th>
<th>l'</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.100</td>
<td>0.00</td>
<td>4.11×10⁻⁴</td>
<td>0.12</td>
<td>290</td>
<td>0.9966</td>
<td>0.9980</td>
<td>8.31</td>
</tr>
<tr>
<td>2</td>
<td>0.100</td>
<td>1.20</td>
<td>8.57×10⁻³</td>
<td>0.12</td>
<td>14</td>
<td>0.9333</td>
<td>0.9599</td>
<td>7.78</td>
</tr>
<tr>
<td>3</td>
<td>0.100</td>
<td>5.72</td>
<td>3.93×10⁻²</td>
<td>0.12</td>
<td>3.1</td>
<td>0.7534</td>
<td>0.8391</td>
<td>6.28</td>
</tr>
<tr>
<td>4</td>
<td>0.050</td>
<td>8.41</td>
<td>5.76×10⁻²</td>
<td>0.06</td>
<td>1.0</td>
<td>0.5102</td>
<td>0.6403</td>
<td>8.50</td>
</tr>
<tr>
<td>5</td>
<td>0.025</td>
<td>13.30</td>
<td>9.09×10⁻²</td>
<td>0.03</td>
<td>0.33</td>
<td>0.2482</td>
<td>0.3607</td>
<td>8.28</td>
</tr>
</tbody>
</table>

B. Limiting cases

Unique features of the solution for the diffuse fluence rate can be better seen by examining certain limiting cases. To treat an infinite medium with a true point source, we consider Eq. (14) in the limit r₀ → 0, where it reduces to

\[ \varphi_d(r) \approx \frac{3 \mu_t^* (\mu_t^* + g^* \mu_a)}{8 \pi \mu_{eff} r} \]

\[ \times \left[ \exp(\mu_{eff} r) E_1(\mu_t^* r + \mu_{eff} r) + \exp(-\mu_{eff} r) \right] \]

\[ \times \left[ \ln \left( \frac{\mu_t^* + \mu_{eff}}{\mu_t^* - \mu_{eff}} \right) - \frac{2 g^* \mu_{eff}}{\mu_t^* + g^* \mu_a} \right. \]

\[ - E_1(\mu_t^* r - \mu_{eff} r) \right] . \quad (21) \]

We compare Eq. (21) to the solution for a point source in the conventional diffusion approximation where the fluence rate and radiant flux are given by the expressions [14]

\[ \varphi^{dc}(r) = 3 \mu_t \frac{P_0 \exp(-\mu_{eff} r)}{4 \pi r} , \quad (22) \]

\[ j^{dc}(r) = \frac{P_0 \exp(-\mu_{eff} r)}{4 \pi} \left( \frac{\mu_{eff} r}{r^2} + \frac{1}{r^2} \right) . \quad (23) \]

We expect that when scattering is dominant, Eq. (21) should reduce to Eq. (22) in the far field. To verify this, we consider Eq. (21) in the limit where \( \mu_t^* \gg \mu_{eff} \) and \( r \rightarrow \infty \). In this case, the contribution of collimated light is negligible and the total fluence rate is dominated by the diffuse contribution. For large \( z \), \( E_1(z) \sim \exp(-z)/z \). Thus both terms involving the exponential integral go to zero much faster than the natural log and constant terms. Further, since \( \mu_t^* \gg \mu_{eff} \), the natural log term is accurately approximated by the first term in the power series

\[ \ln \left( \frac{z+1}{z-1} \right) = 2 \left( \frac{1}{z} + \frac{1}{3z^2} + \cdots \right) \quad \text{for } |z| > 1 , \quad (24) \]

where \( z = \mu_t^*/\mu_{eff} \). Making use of the power series expansion, the total fluence rate reduces to

\[ \varphi^{dc}(r) \sim \frac{3 \mu_t^* (\mu_t^* + g^* \mu_a)}{8 \pi \mu_{eff} r} \]

\[ \times \left( \frac{2 \mu_t^*}{\mu_t^* - g^* \mu_a} - \frac{2 g^* \mu_{eff}}{\mu_t^* + g^* \mu_a} \right) \exp(-\mu_{eff} r) \]

\[ = 3 \mu_t \frac{P_0 \exp(-\mu_{eff} r)}{4 \pi r} , \quad (25) \]

which is identical to Eq. (22). Thus the generalized model agrees with standard diffusion theory in the far field for the case of dominant scattering.

Now consider the far-field behavior of Eq. (21) in the limit of high absorption, i.e., \( \mu_t^* \ll \mu_{eff} \). This occurs when \( \mu_t^* \rightarrow 0 \) and results in \( \varphi^{dc}(r) \rightarrow 0 \). Thus, when absorption is dominant the total fluence rate is governed solely by the collimated contribution, i.e.,

\[ \varphi^{dc}(r) = \varphi_{coll}(r) = \frac{P_0}{4 \pi r^2} \exp(-\mu_a r) . \quad (26) \]

So, unlike the standard diffusion approximation, the generalized model correctly recovers Beer’s law in the limit of no scattering.

IV. EXPERIMENT MATERIALS AND METHODS

To test the generalized model described above we performed measurements in a cylindrical Plexiglas container 18 cm in diameter and 25 cm tall filled with 6 l of turbid solution consisting of intralipid, an absorber [nickel tetrasulfonated phthalocyanine (NiSPC)], and deionized water. Table I gives the intralipid volume fraction and NiSPC concentration used for each of the five solutions tested and their optical properties at the wavelength used for the measurements, λ = 674 nm. The scattering properties of each phantom were determined using the published values for intralipid [15]. The absorption coefficient of each phantom was determined using published absorption spectra of water [16] and the measurement of NiSPC absorption when solubilized in deionized water. The latter was done using a spectrophotometer (Model DU-7, Beckman Instruments Inc., Irvine, CA) and yielded a value of \( (6.8 \pm 0.1) \times 10^{-3} \) mm⁻¹ for a concentration of 1 µg/ml at \( \lambda = 674 \) nm.

A general schematic of the experiment setup is given in Fig. 2. Measurements were conducted using a 674-nm laser diode (Model 7421, SDL Inc., San Jose, CA) whose output
was delivered via a 400-µm fiber coupled to an 800-µm-diam spherical diffuser (Rare Earth Medical, Yarmouth, MA). For detection, a flat-cut optical fiber was oriented either radially or tangentially to the diffuser. The transport of light within the phantom was measured at a number of distances ranging from placing the diffuser and the detection fiber in virtual contact to a source-detector separation of up to approximately 50 mm. To further investigate the angular distribution of radiation within the phantom, three different detection fibers were used at each orientation: (a) a 550-µm-core-diam silica multimode fiber with a numerical aperture \( N = 0.22 \), (b) a 600-µm-core-diam silica multimode fiber with \( N = 0.37 \), and (c) a 600-µm-core-diam hard clad multimode fiber with \( N = 0.48 \). The light collected by the detection fiber was modulated by means of an optical chopper (SR 540, Stanford Research Systems, Sunnyvale, CA) and directed to an optical meter (1835-C, Newport Corporation, Irvine, CA). The electronic output from the chopper controller and optical meter were directed to a lock-in amplifier (SR 830, Stanford Research Systems, Sunnyvale, CA), which gave a reading of the collected laser diode power.

These measurements are compared to predictions made by the models described above. The measurements do not give the fluence rate in the medium directly and thus further calculations are necessary to allow a direct comparison of the model predictions with the measurements. Specifically, when the optical fiber is oriented radially or tangentially relative to the spherical source, the measured irradiances \( I_r \) and \( I_t \) are functions of the source-detector separation \( r \) and the numerical aperture \( N \) of the collection fiber. Defining \( \theta = \sin^{-1}(N/n) \), \( n \) being the refractive index of the phantom, the measured irradiances are given by the expressions

\[
I_r(r, \theta) = \varphi_{def}^c(r) + \frac{1}{2} \left[ \sin^2 \theta \varphi_{def}^c(r) + 2(1 - \cos^3 \theta) \right] \varphi_{dc}^c(r),
\]

\( I_t(r, \theta) = \frac{\sin^2 \theta}{4} \varphi_{dc}^c(r). \)

The derivation of Eqs. (27) and (28) is given in Appendix C.

The measurements were conducted such that an absolute value of the irradiance was not determined. Thus, after acquisition, the data were scaled to the predictions given by the models. In the cases presented below, the predictions given by the models approach each other at large source-detector separations. The data were scaled to the model predictions in this region and thus the accuracy of the models relative to the data is established in an absolute sense.

V. RESULTS AND DISCUSSION

Figure 3 presents the measured variation of irradiance with radial distance from the center of the spherical diffuser for both radial and tangential orientations using a detection fiber with \( N = 0.48 \). These measurements were made in phantom 1, where optical scattering dominated absorption such that \( \mu_s/\mu_a = 290 \). This ratio of scattering to absorption satisfies the requirements for the validity of the standard diffusion approximation [17]. The figure also displays the irradiance predicted by both the standard diffusion approximation and the generalized model presented here. To calculate the measured irradiance in the generalized formalism, Eqs. (14), (15), and (17) are substituted in Eqs. (27) and (28), while for the standard diffusion approximation \( \varphi_{def}^c(r) = 0 \) and Eqs. (22) and (23) are substituted in Eqs. (27) and (28).

There are several notable features in this figure. First, even in the far field (i.e., at large \( r \) the measured irradiance for radial and tangential detection are noticeably different. This demonstrates that the magnitude of the radiant flux is significant and should not be neglected. Second, at these
The dashed curves.

The performance of the generalized model continues to be impressive even for phantoms with stronger absorption, while the performance of standard diffusion theory degrades. Figures 5(a)–5(c) and 6(a)–6(c) present the measured irradiance and corresponding model predictions for both radial and tangential detection with fibers having numerical apertures of 0.48, 0.37, and 0.22 in phantoms 2 and 4, respectively. These phantoms have a ratio of reduced scattering to absorption $\mu'_{s}/\mu_{a}$ of 14 and 1.0, respectively. There are several notable changes in the light field that occur with the reduction of $\mu'_{s}/\mu_{a}$.

First, since the probability of absorption relative to scattering is greater in these phantoms, photons on average undergo fewer scattering events before they are absorbed. This results in an angular distribution of light that remains forward directed even at large depths within the medium. This is manifest by a large ratio of the measured irradiance using radial vs tangential detection in the far field [see, e.g., Fig. 6(c)]. This effect is well predicted by the generalized model, which is congruent to the data in the far field. Predictions made by standard diffusion theory do not fare as well and consistently underestimate the measured irradiance for radial detection. Further, in the case of dominant absorption, standard diffusion theory predicts the fluence rate to decay $\sim \exp(-N\mu_{a})$ [see Eq. (22)], which violates Beer’s law. The performance of standard diffusion theory to predict the irradiance measured using tangential detection is notably better. However, this prediction also degrades with increasing absorption.

Second, the accuracy of the generalized model in the near field appears to degrade slightly for tangential detection with increasing absorption. Specifically, for phantom 4 the data and model fits begin to disagree noticeably for $r \leq 2l^{*}/3$, while the accuracy in the radial configuration is maintained. Although this may be a true deficiency in the model, we
FIG. 5. Irradiance vs radial position as measured within phantom No. 2 with $(\mu_s' / \mu_a) = 14$ and $l^* = 7.78$ mm. Measurements using radial (○) and tangential (◇) detection are shown and employ an optical fiber with (a) $N = 0.48$, (b) $N = 0.37$, or (c) $N = 0.22$. Predictions given by the generalized diffusion model are shown by the solid curves while those given by standard diffusion theory are shown by the dashed curves.

FIG. 6. Irradiance vs radial position as measured within phantom No. 4 with $(\mu_s' / \mu_a) = 1.0$ and $l^* = 8.50$ mm. Measurements using radial (○) and tangential (◇) detection are shown and employ an optical fiber with (a) $N = 0.48$, (b) $N = 0.37$, or (c) $N = 0.22$. Predictions given by the generalized diffusion model are shown by the solid curves while those given by standard diffusion theory are shown by the dashed curves.
FIG. 7. Illustration of the difference between the modeling of the spherical photon source and its behavior in experiment. In experiment, the source is not collimated but emits diffusely from the surface. In tangential detection, light emitted from the source at a location where the surface normal is not parallel with the fiber face may enter the fiber as shown. For radial detection, all light emitted from the source at the location directly opposite the fiber will not be captured due to the angular spread in the emission as shown. Neither of these effects is accounted for in the optical model. See text for further details.

suspect that it may be due to an inability of the experimental apparatus to achieve certain conditions assumed by the optical model. Specifically, the model treats the light source as being spherically collimated, that is, all photons supplied by the source are assumed to be emitted normal to the surface of the spherical diffuser. This is not achieved by the spherical diffuser that we employ. Rather, each point on the surface of the spherical diffusing tip likely emits light with a significant angular spread. The difference between the model and experimental conditions is shown graphically in Fig. 7.

For tangential detection, this difference permits some minimally scattered or even unscattered photons to enter the detection fiber and results in a measured irradiance higher than that predicted by theory. Further, as scattering decreases, we expect the inaccuracy to be seen at larger source-detector separations. This is because if a photon is traveling on a path that would be collected by the fiber, a reduction in scattering reduces the probability that the photon would be scattered off this path. Both these characteristics are seen in scattering reduces the probability that the photon would be captured by the fiber, a reduction in detector separations. This is because if a photon is traveling away from the source by making measurements using two fibers of different numerical aperture at a number of radial locations within this transition region. Thus, for a fixed value of \( \mu_s \) and \( \mu'_s \), the location of this transition region is not fixed but is dependent on the single scattering anisotropy \( g \). This is because for lower values of \( g \) fewer scattering events are required on average to scatter photons out of the forward peak.

Finally, an important observation can be made when comparing measurements using radial detection with two different numerical apertures. To illustrate this we display in Fig. 8 the data for phantom 1 using fibers with numerical apertures of 0.48 and 0.37. In the near field the data and the prediction given by the generalized model agree and both are insensitive to the difference in numerical aperture. This is because in the near field, virtually all the light is collimated and captured equally by both optical fibers. However, as \( r \) increases, an increasing number of photons are scattered out of the forward peak and the irradiance measured by a smaller numerical aperture fiber decays faster with \( r \) than for a large numerical aperture fiber. Finally, in the far field, the angular distribution of the radiance is nearly isotropic and predictions given by both the generalized and standard diffusion models are accurate. Conceptually, measurement of the irradiance decay in the near and far fields can determine values for \( \mu_s \) and \( \mu'_s \), respectively. These two values can be algebraically manipulated to give \( \mu_a \) and \( \mu'_a \). What is important, however, is the spatial location of the transition between near- and far-field behavior. We can effectively sample the evolution of the angular distribution of light as it travels away from the source by making measurements using two fibers of different numerical aperture at a number of radial locations within this transition region. Thus, for a fixed value of \( \mu_a \) and \( \mu'_a \), the location of this transition region is not fixed but is dependent on the single scattering anisotropy \( g \).

Figure 9 demonstrates this by displaying the ratio of the measured irradiance using radial detection with a 0.37 numerical aperture fiber vs a 0.48 numerical aperture fiber as predicted using the generalized diffusion model. The irradiance ratio is given for fixed values of \( \mu_a \) and \( \mu'_a \), but with values of \( g \) ranging from 0.7 to 0.95. The values of \( \mu_a \) and \( \mu'_a \) were chosen to be identical to that of phantom 1. These curves clearly show the near- and far-field behavior; in the near field the irradiance ratio is near unity, while in the far field the ratio depends solely on the numerical apertures employed and the values for \( \mu_a \) and \( \mu'_a \) of the medium. However, while the values of \( \mu_a \) and \( \mu'_a \) are held fixed, increasing values of \( g \) shift the transition region between the near- and far-field behavior to smaller source-detector separations. This observation may provide the conceptual basis for determining the single scattering anisotropy of a turbid medium through multiple distance measurements using detec-
While these curves have been generated solely from the generalized model, we are confident that they are accurate for two reasons. First, Figs. 3 and 4(a) demonstrate that for phantom 1, where the single scattering anisotropy $g = 0.71$, the prediction of the generalized model for detection using fibers with numerical aperture of 0.48 and 0.37 is excellent. Thus we have full confidence in the model results for $g = 0.7$. Second, the remaining curves are generated by changing the value of $g$ while keeping $a'$ fixed. Thus the only potential difficulty for these other curves is the fidelity of the $\delta$-Eddington phase function. Fortunately, the accuracy of the $\delta$-Eddington phase function increases for increasing $g$ [18]. Thus, for the higher $g$ values, the model results should be no worse than those given for $g = 0.7$, which we know to be accurate through our experimental study.

The benefits that this generalized diffusion model offers for time-independent (dc) measurements will likely transfer over to cases where the source is pulsed or intensity modulated. The inability of standard diffusion theory to accurately predict the phase and dc amplitude of photon density waves at positions proximal to a source has already been documented by Fantini, Franceschini, and Gratton [19]. These investigators have also shown that an effective photon source term can be constructed and used within standard diffusion theory to generate predictions that match experiment. However, these source terms were empirically derived and not developed using first principles. In contrast, the generalized diffusion model presented here is derived from the BTE and provides accurate predictions of the dc irradiance at positions proximal to the source. It thus seems reasonable to expect that once the governing equations are solved in the frequency domain [i.e., Eqs. (10), (12), and (13)], the prediction of the propagation characteristics of photon density waves close to photon sources and in strongly absorbing media should be possible as well.

VI. SUMMARY AND CONCLUSIONS

In this paper we have presented the governing equations for a generalized diffusion model in steady-state and frequency-domain cases for optical transport in turbid media based on initial work by Prahl [11] and Star [12,13]. The principal advantages this approach offers over standard diffusion theory are that it provides accurate predictions of the light distribution within turbid media at positions proximal to collimated sources and over a full range of single scattering albedo. These improvements are achieved by deviating from the standard diffusion theory approach in two ways. First, the radience is separated into collimated and diffuse components where the optical scattering of the collimated light provides the source of diffuse light. Second, the $\delta$-Eddington approximation is employed for the single scattering phase function, which is more accurate than the conventional Eddington approximation in modeling optical transport in media with large anisotropy.

The generalized diffusion model was applied to measurements made using a finite spherical source immersed in “infinite” turbid phantoms with reduced single scattering albedos ranging from 0.248 to 0.997. In all cases, predictions made by the generalized diffusion model outperformed those given by standard optical diffusion theory. Moreover, unlike standard optical diffusion theory, the generalized model has the capacity to accurately predict the transition region between the highly forward-directed light distribution proximal to the source and the nearly isotropic light distribution present in the far field. We have demonstrated that the spatial location of this transition zone is sensitive to the single scattering anisotropy $g$ even when $\mu_a$ and $\mu'_s$ are held constant. This indicates that it may be possible to separate $g$ from $\mu'_s$ through an appropriate combination of measurement and theory.

The use of this generalized diffusion theory shows promise to expand the situations in which spectroscopic measurements can be used to quantify optical properties of turbid media. Specifically, the model will likely permit the probing of turbid media using small source detector separations and allow the measurement of media with high absorption. For biomedical applications, this may allow the development of site-specific tissue probes and the utilization of shorter wavelengths to quantify tissue optical properties as well as concentrations of physiologically important analytes that display negligible optical absorption in the red and near infrared regions of the optical spectrum.
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APPENDIX A: DERIVATION OF GENERALIZED 
DIFFUSION THEORY FROM THE BOLTZMANN 
TRANSPORT EQUATION

Here we derive the governing equations of the generalized diffusion model as given by Eqs. (1) and (2) above. We begin with the Boltzmann transport equation, which describes linear transport of photons traveling in a turbid media,

\[
\frac{1}{v} \frac{\partial L(r, \hat{s}, t)}{\partial t} + \hat{s} \cdot \nabla L(r, \hat{s}, t) = -\mu_t L(r, \hat{s}, t) + \mu_s \int_{4\pi} L(r, \hat{s}', t) p(\hat{s}, \hat{s}') d\Omega + S(r, \hat{s}, t), \tag{A1}
\]

where \( L \) is the radiance and \( S \) the volumetric radiance provided by a source, \( v, \mu_t \), and \( \mu_s \) are the speed of photons in the medium, the scattering coefficient, and the interaction coefficient, i.e., \( \mu_a + \mu_t \), respectively. \( r, \hat{s}, t, \) and \( \Omega \) are the position vector, unit direction vector, time, and solid angle, respectively. \( p(\hat{s}, \hat{s}') \) is the scattering phase function, which is a normalized density function that represents photons traveling in a range of directions \( \hat{s} \pm \Delta \hat{s} \) get scattered to the range of direction \( \hat{s}' = \Delta \hat{s}' \).

1. Approximating the phase function

To solve Eq. (A1) we assume functional forms for the phase function and the radiance that converts the BTE into a system of linear partial differential equations that can be analytically solved. We begin by substituting our approximation for the scattering phase function. We choose the \( \delta \)-Eddington phase function, which takes the form

\[
p_{\delta-E}(\hat{s}, \hat{s}') = \frac{1}{4\pi} \left\{ \left[ (1-f) + (1+g^*) \right] (\hat{s} \cdot \hat{s}') \right\} + 2f \delta(1-\hat{s} \cdot \hat{s}'). \tag{A2}
\]

In Eq. (A2) \( f \) is the fraction of light that is scattered directly forward, while \( g^* \) governs the asymmetry of the phase function. Taking the first moment of this equation gives the relation between the scattering anisotropy \( g \) and the \( \delta \)-Eddington parameters, namely,

\[
g = f + (1-f)g^*. \tag{A3}
\]

The \( \delta \)-function component within the \( \delta \)-Eddington approximation effectively reduces the forward scattering that must beaccommodated by the \( \hat{s} \cdot \hat{s}' \) term in the phase function. This allows the diffuse component of the radiance \( L_d(r, \hat{s}, t) \) (defined below) to be less anisotropic and improves the radiance approximation close to boundaries. We note that for biological tissues, optical scattering is well described by the Henyey-Greenstein phase function [20]. To best approximate the Henyey-Greenstein phase function we require the second moment of the \( \delta \)-Eddington phase function to match that of the Henyey-Greenstein phase function. This results in the following expressions for \( f \) and \( g^* \) [18]:

\[
f = g^2, \quad g^* = \frac{g}{g+1}. \tag{A4}
\]

To incorporate the \( \delta \)-Eddington approximation into the BTE, we substitute Eq. (A2) into Eq. (A1) which gives

\[
\frac{1}{v} \frac{\partial L(r, \hat{s}, t)}{\partial t} + \hat{s} \cdot \nabla L(r, \hat{s}, t) = -\mu_t L(r, \hat{s}, t) + \mu_s^* \int_{4\pi} L(r, \hat{s}', t) p_E(\hat{s}, \hat{s}') d\Omega + S(r, \hat{s}, t). \tag{A5}
\]

In Eq. (A5) \( \mu_s^* = \mu_s(1-f) \), \( \mu_t^* = (\mu_a + \mu_t^*) \), and \( p_E(\hat{s}, \hat{s}') \) is the Eddington phase function given by

\[
p_E(\hat{s}, \hat{s}') = \frac{1}{4\pi} \left[ 1 + 3g(\hat{s} \cdot \hat{s}') \right]. \tag{A6}
\]

2. Approximating the radiance

We now implement a functional form for the radiance approximation. We decompose the radiance \( L(r, \hat{s}, t) \) into contributions from collimated light \( L_c(r, \hat{s}, t) \), which represents unattenuated light from external or internal sources, and diffuse light \( L_d(r, \hat{s}, t) \), which represents light that has been scattered from these sources. This gives

\[
L(r, \hat{s}, t) = L_c(r, \hat{s}, t) + L_d(r, \hat{s}, t). \tag{A7}
\]

Substituting Eq. (A7) into Eq. (A5) and dropping the source term gives

\[
\frac{1}{v} \frac{\partial}{\partial t} \left[ L_c(r, \hat{s}, t) + L_d(r, \hat{s}, t) \right] + \hat{s} \cdot \nabla \left[ L_c(r, \hat{s}, t) + L_d(r, \hat{s}, t) \right] = -\mu_t^* \left[ L_c(r, \hat{s}, t) + L_d(r, \hat{s}, t) \right] + \mu_s^* \int_{4\pi} \left[ L_c(r, \hat{s}', t) + L_d(r, \hat{s}', t) \right] p_E(\hat{s}, \hat{s}') d\Omega. \tag{A8}
\]

The collimated contribution to the radiance is given by

\[
L_c(r, \hat{s}, t) = \frac{1}{2\pi} P(r, \hat{s}, t) \delta(1 - \hat{s} \cdot \hat{s}_0), \tag{A9}
\]

where \( P(r, \hat{s}, t) \) is the irradiance of the collimated source and the factor \( \delta(1 - \hat{s} \cdot \hat{s}_0) \) is dimensionless. The factor of \( 1/2\pi \) is present simply because the source light is collimated and thus hemispheric. Thus, in the medium the collimated portion of the fluence rate \( \varphi_c(r, t) \) is

\[
\varphi_c(r, t) = \int_{4\pi} L_c(r, \hat{s}, t) d\Omega = P(r, \hat{s}_0, t). \tag{A10}
\]

Simplifying Eq. (A8) using the relations

\[
\hat{s} \cdot \nabla L_c(r, \hat{s}, t) = -\mu_t^* L_c(r, \hat{s}, t), \tag{A11}
\]

\[
\int_{4\pi} \mu_s^* p(\hat{s}, \hat{s}') L_c(r, \hat{s}', t) d\Omega = \mu_t^* P(r, \hat{s}_0, t) p_E(\hat{s}, \hat{s}_0) \tag{A12}
\]
and replacing \( L_d(r, \hat{s}, t) \) with Eq. (A9) results in a transport equation for \( L_d(r, \hat{s}, t) \) with two terms representing the contribution from a "primary" light source as

\[
\frac{1}{u} \frac{\partial L_d(r, \hat{s}, t)}{\partial t} + \hat{s} \cdot \nabla L_d(r, \hat{s}, t) + \mu_s^* L_d(r, \hat{s}, t) = \mu_s^* \int_\Omega L_d(r, \hat{s}', t) p_{E}(\hat{s}, \hat{s}') d\Omega
\]

\[
+ \mu_s^* P(r, \hat{s}_0, t) p_{E}(\hat{s}, \hat{s}_0) - \frac{1}{2 \pi v} \frac{\partial}{\partial t} P(r, \hat{s}, t) \delta(1 - \hat{s} \cdot \hat{s}_0).
\]

(A13)

Equation (A13) is simply a variant of the BTE with the collimated and diffuse portions of the radiance separated and the \( \delta \)-Eddington approximation for the phase function specified. We now adopt an approximate functional form for the diffuse radiance. Specifically, we approximate the diffuse radiance by the sum of the first two terms in the series of Legendre polynomials. This is the \( P_1 \) approximation and expresses the diffuse radiance as a linear combination of an isotropic term and a term that varies with \( \cos \theta \). Thus

\[
L_d(r, \hat{s}, t) = \frac{1}{4 \pi} \int_{4 \pi} L_d(r, \hat{s}, t) d\Omega + \frac{3}{4 \pi} \int_{4 \pi} L_d(r, \hat{s}', t) \hat{s}' \cdot \hat{s} d\Omega' \quad \text{(A14)}
\]

\[
= \frac{1}{4 \pi} \varphi_d(r, t) + \frac{3}{4 \pi} j(r, t) \cdot \hat{s},
\]

(A15)

where \( \varphi_d(r, t) \) is the diffuse (i.e., isotropic) component of the fluence rate defined by

\[
\varphi_d(r, t) = \int_{4 \pi} L_d(r, \hat{s}, t) d\Omega
\]

(A16)

and \( j(r, t) \) is the radiant flux defined by

\[
j(r, t) = \int_{4 \pi} L_d(r, \hat{s}', t) \hat{s}' \cdot \hat{s} d\Omega'.
\]

(A17)

3. Governing equations in the \( P_1 \) approximation

To get the first of the governing equations in the diffusion approximation, an energy balance is performed by substituting Eq. (A15) into Eq. (A13) and integrating over all \( 4 \pi \) steradians. This gives

\[
\frac{1}{u} \frac{\partial \varphi_d(r, t)}{\partial t} + \nabla \cdot j(r, t) + \mu_s \varphi_d(r, t) = \mu_s^* P(r, \hat{s}_0, t) - \frac{1}{u} \frac{\partial P(r, \hat{s}_0, t)}{\partial t}.
\]

(A18)

The second equation is generated by performing a flux balance. This is done by substituting Eq. (A15) into Eq. (A13), multiplying each term in the resulting equation by \( \hat{s} \), and integrating over all \( 4 \pi \) steradians. This gives

\[
\frac{1}{u} \frac{\partial j(r, t)}{\partial t} + \mu_s j(r, t) = \frac{1}{3} \nabla \varphi_d(r, t) + s^* \mu_s^* P(r, \hat{s}_0, t) \hat{s}_0
\]

\[
- \frac{1}{u} \frac{\partial}{\partial t} [\hat{s}_0 P(r, \hat{s}_0, t)].
\]

(A19)

We wish to eliminate \( j(r, t) \) to get an equation that relates the diffuse fluence rate \( \varphi_d(r, t) \) with the collimated fluence rate or irradiance \( P(r, \hat{s}_0, t) \). Solving Eq. (A19) for \( j(r, t) \) gives an expression that is identical to Eq. (2). Substituting Eq. (2) into Eq. (A18) and simplifying gives the \( P_1 \) approximation to the radiative transport equation using the \( \delta \)-Eddington phase function approximation and is identical to Eq. (1).

APPENDIX B: DC SOLUTION FOR A SEMI-INFINITE SPHERE

In this appendix we present the method of solution for the dc diffuse fluence rate in a semi-infinite spherical geometry as represented by Eq. (9) and subject to boundary conditions given by Eqs. (11) and (13). Equation (9) is an inhomogeneous Helmholtz equation that we solve by convolving the inhomogeneous (or source) term with the Green’s function for this equation [21] and satisfies the boundary conditions with appropriate surface integrals. Following the approach taken by Prahl [22], we start with Green’s second identity, which states [23]

\[
\int (u \nabla^2 u - v \nabla^2 u) dV’ = \int \left[ u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right] dS’,
\]

(B1)

where \( n \) is the direction defined by the outward normal to the surface \( S’ \), which encloses the volume \( V’ \) containing the sources. Setting \( u = G^{dc}(r'|r) \) and \( v = \varphi^{dc}_d(r') \), we have

\[
\int \left[ G^{dc}(r'|r) \nabla^2 \varphi^{dc}_d(r') - \varphi^{dc}_d(r') \nabla^2 G^{dc}(r'|r) \right] dV’
\]

\[
= \int \left[ G^{dc}(r|r') \frac{\partial \varphi^{dc}_d(r')}{\partial n} - \varphi^{dc}_d(r') \frac{\partial G^{dc}(r'|r)}{\partial n} \right] dS’,
\]

(B2)

where \( G^{dc}(r|r’) \) is understood to be the solution to the equation

\[
\nabla^2 G^{dc}(r|r’) - 3 \mu_s \mu_a G^{dc}(r|r’) = - \delta(r-r’),
\]

(B3)

with homogeneous boundary conditions, that is, \( G^{dc}(r|r’) = -A h \nabla G^{dc}(r|r’) \cdot \hat{r} = 0 \) at \( r = r_0 \) and \( G^{dc}(r|r’) \to 0 \) as \( r \to \infty \).

To simplify the left-hand side of Eq. (B2), we first subtract \( \int G^{dc}(r'|r) 3 \mu_s \mu_a \varphi^{dc}_d(r') dV' \) and reduce using Eq. (9). We then add back this same term and simplify using Eq. (B3). This gives
\[
\int \left[ G^{dc}(\mathbf{r}|\mathbf{r}') \nabla^2 \varphi^{dc}_d(\mathbf{r}') - \varphi^{dc}_d(\mathbf{r}') \nabla^2 G^{dc}(\mathbf{r}|\mathbf{r}') \right] dV' = \varphi^{dc}_d(\mathbf{r}) - 3 \mu_t^p (\mu_i^p + g^p \mu_a) \int G^{dc}(\mathbf{r}|\mathbf{r}') P^{dc}(\mathbf{r}') dV'.
\]

We expand the right-hand side of Eq. (B2) by noting that at \( r = r_0 \), \( \partial \varphi / \partial n = - \partial \varphi / \partial r \), while at \( r \rightarrow \infty \), \( \partial \varphi / \partial n = \partial \varphi / \partial r \); thus

\[
\int \left[ G^{dc}(\mathbf{r}|\mathbf{r}') \frac{\partial \varphi^{dc}_d(\mathbf{r}')}{\partial n} - \varphi^{dc}_d(\mathbf{r}') \frac{\partial G^{dc}(\mathbf{r}|\mathbf{r}')}{\partial n} \right] dS' = - \int_{|r-r_0|} G^{dc}(\mathbf{r}|\mathbf{r}') \frac{\partial \varphi^{dc}_d(\mathbf{r}')}{\partial r} \bigg|_{r'=r} dS'
+ \int_{|r-\infty|} G^{dc}(\mathbf{r}|\mathbf{r}') \frac{\partial \varphi^{dc}_d(\mathbf{r}')}{\partial r} \bigg|_{r'=\infty} dS'.
\]

Substituting the inhomogeneous boundary condition specified by Eq. (11) into Eq. (B5), equating the result with Eq. (B4) and solving for \( \varphi^{dc}_d(\mathbf{r}) \) gives

\[
\varphi^{dc}_d(\mathbf{r}) = 3 \mu_t^p (\mu_i^p + g^p \mu_a) \int G^{dc}(\mathbf{r}|\mathbf{r}') P^{dc}(\mathbf{r}') dV' - 3 g^p \mu_a \int_{|r-\infty|} G^{dc}(\mathbf{r}|\mathbf{r}') dS'.
\]

where \( P^{dc}(\mathbf{r}) = P_0 \exp(-\mu_{eff}(r-r_0)) / 4\pi r^2 \).

Using Eq. (B6), we can now solve for \( \varphi^{dc}_d(\mathbf{r}) \). The Green’s function for Eq. (9) is [21]

\[
G^{dc}(\mathbf{r}|\mathbf{r}') = \frac{1}{4\pi |r-r'|} \exp(-\mu_{eff}|\mathbf{r}-\mathbf{r}'|).
\]

Direct substitution of Eqs. (7) and (B7) into Eq. (B6) gives the solution to Eq. (9) as

\[
\varphi^{dc}_d(\mathbf{r}) = 3 \mu_t^p (\mu_i^p + g^p \mu_a) \int \frac{1}{4\pi |r-r'|} \exp(-\mu_{eff}|\mathbf{r}-\mathbf{r}'|) \left( \frac{P_0 \exp(-\mu_{eff}(r-r_0))}{4\pi r^2} \right) d^3r' - 3 g^p \mu_a \int_{|r-\infty|} \exp(-\mu_{eff}|\mathbf{r}-\mathbf{r}'|) P_0 \exp(-\mu_{eff}(r-r_0)) d^2r'.
\]

Note that the third integral is equal to zero since \( \exp(-\mu_{eff}(r-r_0)) \rightarrow 0 \) as \( r' \rightarrow \infty \). Since the problem exhibits radial symmetry, we perform the integration using spherical coordinates. Thus \( d^3r' = r^2 \sin \theta' d\theta' d\phi' \) and \( d^2r' = r^2 \sin \theta d\theta d\phi \). The result is identical to that stated by Eq. (14).

APPENDIX C: DERIVATION OF THE MEASURED IRRADIANCE FOR RADIAL AND TANGENTIAL DETECTION

Here we derive expressions for the measured irradiances \( I_r \) and \( I_t \) in terms of the collimated and diffuse fluence rates and the radiant flux. Figure 10 is a schematic of the geometry used for the calculations in radial and tangential fiber orientations. We assume that the light field does not vary significantly across the fiber face. In this case, the measured irradiance for radial orientation \( I_r(r, \theta) \) is given by

\[
I_r(r, \theta) = \varphi^{dc}_r(\mathbf{r}) + \frac{1}{4\pi} \int_{\theta'=-\pi/2}^{\pi/2} \int_{\phi'=0}^{2\pi} \left[ \frac{\varphi^{dc}_d(\mathbf{r})}{4\pi} \cos \theta' \right. \\
\left. + \frac{3j^{dc}(\mathbf{r})}{4\pi} \cos^2 \theta' \right] \sin \theta' d\theta' d\phi',
\]

where \( \theta' \) is the altitude, \( \phi' \) is the azimuthal angle, and \( \theta = [\sin^{-1}(N/n)] \), where \( N \) is the numerical aperture of the collection fiber, and \( n \) is the refractive index of the turbid media.

For tangential detection, there is no contribution from the collimated fluence rate since the orientation of the fiber is not collinear with the photon emission from the source. Further, there is no contribution from the radiant flux since its magnitude varies as \( \cos \theta \) and displays odd symmetry with respect to the fiber axis which is at \( \theta' = \pi/2 \). Thus only the diffuse fluence rate contributes and the measured irradiance for tangential orientation \( I_t(r, \theta) \) is given by

\[
I_t(r, \theta) = \int_{\theta'=0}^{\theta} \int_{\phi'=0}^{2\pi} \frac{\varphi^{dc}_d(\mathbf{r})}{4\pi} \sin \left( \frac{\pi}{2} - \theta' \right) \sin \theta' d\theta' d\phi'.
\]

Integration of Eqs. (C1) and (C2) results in Eqs. (27) and (28).