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 Chemical exchange dynamics are often studied using a Bloch equation analysis of 

coalescing line shapes in nuclear magnetic resonance spectroscopy (NMR). A similar 

treatment has been applied to systems exchanging on the infrared (IR) vibrational timescale, 

where line shape analysis of coalesced FTIR and Raman spectra allow the study of reactions 

occurring in picoseconds (ps). In practice however, there are comparatively few examples of 

line shape analysis by vibrational spectra as inhomogeneous broadening, solvent environment 

fluctuations or other dynamic processes in addition to chemical exchange can contribute to the 

overall vibrational line shape. This work examines two model systems displaying exchange 
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dynamics on the vibrational timescale and the use of vibrational spectroscopy to describe their 

ultrafast dynamics. The first system details electron transfer dynamics in dimers of oxo-

centered triruthenium clusters that are linked by non-covalent interactions, where we have 

shown how electron transfer across hydrogen bonds occurs on (or approaches) the vibrational 

time scale. While these studies have important implications in understanding long range ET in 

biological systems, the importance of non-covalent interactions also extends throughout the 

chemical sciences and as they readily affect the stability of artificial supramolecular structures, 

and selectivity of catalysts. In this dissertation the fundamental relationship between non-

covalent molecular interactions and ET is examined to gain new understanding of ET 

processes occurring across hydrogen bonds.   We were also able to show that electron 

delocalization across hydrogen bonds imparts substantial stability (~5 kcal mol–1) to the 

hydrogen bonding interaction.  

The second system, a penta-coordinate ruthenium dithitene complex seeks to examine 

vibrational lineshape coalescence and the application of an optical Bloch analysis in systems 

exhibiting ultrafast dynamics. The ruthenium complex undergoes structural rearrangement 

between three distinct structural isomers that differed only in the orientation of a carbonyl ligand 

about the metal center. In methylene chloride, the three isomers 1) square pyramidal 

equatorial, 2) trigonal bipyramidal, and 3) square pyramidal axial were found to exchange 

through the meta-stable trigonal bipyriamidal intermediate within picoseconds. This study was 

a direct validation of the mechanism and timescale of Berry pseudorotation – the pairwise 

exchange of ligands in a pentacoordinate complex – a process that was described nearly fifty 

years ago, and to our knowledge, was the first observation of an ultrafast dynamic equilibrium 

involving two distinct structural isomers and the intermediate connecting them.  
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Chapter 1                                                                

The Kinetics and Thermodynamics of 

Ultrafast Electron Transfer. 

 

1.1 Introduction 

Electron transfer is ubiquitous in the chemical, physical, and biological sciences.  The 

movement of electrons lies at the core of any chemical reaction and without electron transfer 

(ET) chemistry does not occur.  This is exemplified in photosynthesis and respiration, two 

processes essential to life, which fundamentally depend on efficient electron flow through the 

vast supramolecular structures of proteins.  While all chemical reactions involve some form of 

electron transfer, most remain unfit for study, as the relatively simple transfer of an electron is 

obfuscated by more complicated chemical phenomena. The earliest study of electron transfer 

between two oxidation states of a single element was in 1920 by von Hevsey and Zechmeister. 

Through use of the naturally occurring radio isotope Pb212 as a tracer, they were able to show 
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electron transfer between Pb(II) and Pb(IV) in glacial acetic acid solutions occurred within 

minutes.1 The first assignment of an electron transfer rate however, did not occur until nearly 

thirty years later, where Lewis, Coryell, and Irvine reported exchange between CoII(en)3 and 

CoIII(en)3 (where en = ethylenediamine) occurred in microseconds (ket = 5.2 x 10–5 M–1 s-1).2-3 

It was here, post-World War II where the surplus of readily available radioisotopes allowed 

extensive investigations of electron self-exchange between solvated transition metal ions in 

aqueous solutions. 

Ce(III) + *Ce(IV) ® Ce(IV) + *Ce(III)  (1.01) 

Early on, the majority of research focused on the study of bimolecular electron transfer 

reactions as shown above, where it was readily established that ET occurred by two basic 

mechanisms. The first mechanism, termed outer-sphere, is a bimolecular process where the 

donor and acceptor act as freely diffusing hard spheres. The two species first contact each 

other, transfer an electron, and then diffuse away. The second mechanism, inner-sphere ET, 

follows the same basic principle but, involves the formation of an intermediate complex prior 

to ET (equation 1.02). Here, the donor and acceptor diffuse into each other, and form an 

intermediate complex in which both redox sites are linked by a chemical bridge. The electron 

is the transferred across this chemical bridge after which they separate and freely diffuse again.  

D– + A ® D––A ® D–A– ® D + A– (1.02) 

While the mechanistic differences between inner-sphere and outer-sphere electron transfer 

was well understood by 1950, a definitive theory of electron transfer was not developed until 

Rudy A. Marcus’ presented is seminal work on electron transfer at a 1952 meeting.4 

 



 3 

1.2 Marcus-Hush Theory: Kinetics and Thermodynamics of Electron Transfer 

In the context of Marcus Theory, electron transfer reactions are be described through 

reaction coordinate diagram where the product and reactant surfaces approximated as simple 

harmonic oscillators (Figure 1.1Figure 1.2):  

Gd = l x2 (1.03) 

Ga = l (x–1)2 + DG0 (1.04) 

The reaction coordinate, x, is the collection of all atomic coordinates, bond angles, and outer-

sphere coordinates (including solvent) that are involved in the reaction. The reactant curve 

(Gd) represents the donor-acceptor (DA) complex before electron transfer while the product 

curve (Ga) represents the DA complex after electron transfer. The minima are arbitrarily 

centered about 0 and 1 corresponding to the most stable coordinates for the reactants and 

products respectively. In symmetric systems (when the donor and acceptor are identical) the 

minima of the surfaces lie at the same free energy while asymmetric systems have their minima 

are displaced by DG0, reflecting the driving force to ET. The crossing point of the two diabatic 

surfaces (x = 0.5, Figure 1.1) is the point at which thermal electron transfer occurs by, dynamic 

fluctuations in the system promoting thermal ET. For this to occur, the nuclear coordinates 

(including solvent) must distort from their equilibrium states such that there is no energy 

difference between the reactant and product curves (conservation of energy). In the transition 

state electron transfer then occurs between the donor and acceptor by “hopping” between the 

two surfaces. After ET, the nuclear coordinates relax to an equilibrium position reflecting the 

product state. While dynamic fluctuations constantly displace the system from their equilibrium 

positions, this “hopping” does not always occur and is defined by a transmission coefficient (k) 

ranging from 0 to 1. If ET does not occur, the reaction will instead continue to progress along 

the reactant surface to higher energies. The rate of thermal electron transfer (kET) can then be  
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Figure 1.1. Diabatic potential energy surface of the electron donor (Gd) and electron acceptor 
(Ga) in the absence of electronic coupling. 

expressed in the normal Arrhenius manner where ET is exponentially dependent on the 

energetic barrier (activation energy, DG*) to ET (equation 1.05).5 

𝑘"# = 𝜅𝜈'𝑒
)∆+∗
-#  

(1.05) 

Here, R and T have their normal meanings, k is the transmission coefficient and nN is the 

collision frequency coefficient. 

 In addition to thermal ET, electron transfer can also occur by absorption of light of 

sufficient energy. As shown in Figure 1.1, the product curve extends some distance in energy 

above the reactant curve. When the system absorbs light matching this transition energy (l), 

the electron can be promoted from the donor to the acceptor. Since the reaction does not 

progress along the reaction coordinate during this transition (Frank–Condon principle), the 

electron resides on the product curve, but the nuclear coordinates are significantly displaced 

from the products equilibrium geometry. This means, that while the electron resides on the 
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acceptor, the bond distances; bond angles; solvent dipole moments; and counter ions all exist 

in a configuration as if the electron were on the donor, not the acceptor. The energy required 

for this transition to occur is known as the reorganization energy (l) and is the summation of 

all inner- and outer-sphere barriers to ET. Since the diabatic surfaces are constructed from 

simple harmonic oscillators, the reorganization energy can be related to the activation barrier 

through the following relationship:5  

Δ𝐺∗ =
𝜆
4 21 +

Δ𝐺5
𝜆 6

7

 
(1.06) 

This relationship is one of the greatest triumphs of Marcus theory and allows determination of 

the activation barrier as a function of the reorganization energy. This transition is typically 

observed as an absorption in the near infrared (nIR) region of the electronic spectrum in mixed-

valence complexes. In the diabatic limit, the peak max (nmax) of this transition is equal to the 

reorganization energy. Since this absorbance involves the movement of the electron from 

reactant to product (i.e. donor to acceptor), and hence involves an exchange of valencies, it is 

termed an intervalence charge transfer (IVCT) band.  

While the discussion thus far has primarily focused on weakly interacting donor-

acceptor complexes (outer-sphere ET), the assumptions made are not necessarily valid for 

systems linked by a chemical bridge (inner-sphere ET). Whether the bridge is transient 

(equation 1.02) or covalent (equation 1.07), the formation of a chemical bond linking the donor 

and acceptor has the ability to facilitate wavefunction overlap between the two sites. 

D––Bridge–A ® D–Bridge–A– (1.07) 

This mixing of the donor and acceptor wavefunctions means they can no longer be treated as 

a diabatic system, but instead must be treated adiabatically. The adiabatic surfaces (G1 and 

G2) are generated from the diabatic surfaces (Gd and Ga) by solving for E for the secular 

determinant of a 2 x 2 matrix (equation 1.08, Figure 1.2).  
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Figure 1.2.  (left) Diabatic potential energy surface of the electron donor (Gd) and electron 
acceptor (Ga) in the absence of electronic coupling. (right) Adiabatic potential energy surfaces 
of the donor and acceptor in the moderately coupled regime. Coupling is governed by 
wavefunction overlap of the donor and acceptor producing two adiabatic surfaces. The ground 
state surface (G1) and excited state surface (G2) are separated by 2Hab at the cross over region 
(x = 0.5) indicated by the double sided arrow. The driving force is additionally shown in both 
diagrams as DG0. 

8𝐺9 − 𝐸 𝐻=9
𝐻9= 𝐺= − 𝐸

8 = 0 (1.08) 

The eigenvalues obtained are the adiabatic surfaces consisting of a ground and excited state, 

G1 and G2 respectively (Figure 1.2).6-7 The off-diagonal matrix elements Had and Hda physically 

describe the degree of wavefunction overlap between the donor and acceptor and serves to 

quantify the degree of electronic communication in the system. The effect of coupling is most 

clearly seen in Figure 1.2, where mixing of the two diabatic states (Ga and Gb) gives two new 

adiabatic surfaces: A stabilized ground state (G1) and a destabilized excited state (G2).  

The magnitude of Hda has several important implications that are most clearly seen in 

Figure 1.3.  Here, as Hda is increased, the ground state is continually stabilized while the excited 

state is destabilized. The increasing stabilization of G1 leads to a convergence of the minima 

along the reaction coordinate to the point x = 0.5. The location of the minima as a function or 
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Figure 1.3. Adiabatic potential energy surfaces for an asymmetric donor–acceptor system with 
Hda = 0.1 eV (red), Hda = 0.3 eV (green), Hda = 0.6 eV (blue), and l = 0.8 eV for all cases. The 
diabatic states (Gd and Ga) are also shown as the dashed traces. 

𝑥@AB =
𝐻9=7

(𝜆 + ∆𝐺5)7
 

(1.09) 

𝑥@AB = 1 −
𝐻9=7

(𝜆 − ∆𝐺5)7
 

(1.10) 

Hda are expressed as equations 1.09 (reactant curve) and 1.10 (product curve). This is the 

direct result of wavefunction mixing, where the ground state (G1) begins to incorporate 

properties of both reactant and product. That is, the most stable nuclear configuration for the 

ground state, more closely resembles the transition state. As the system beings to resemble 

the transition state, a net lowering of the activation barrier (DG*) is also observed. This 

dependence is shown as equation 1.11 (or 1.12 in the absence of a driving force, DG0 = 0): 

Δ𝐺∗ =
1
4
(𝜆 + 2∆𝐺5 − 4𝐻9=) +

∆𝐺57

4(𝜆 − 2𝐻9=)
+

𝐻9=7

(𝜆 + ∆𝐺5)
 (1.11) 
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Δ𝐺∗ =
(𝜆 − 2𝐻9=)7

4𝜆  (1.12) 

An additional minor but important effect of this mixing is a leveling in the driving force (DG0) to 

ET. That is, the difference in energy between the reactant and product minima (DG0) decreases 

with increasing Hda. 

The net lowering of DG* with increasing coupling (Hda) has an extremely important 

consequence. Since the general expression for the rate of electron transfer depends on DG* 

(equation 1.05) the rate of electron transfer in an adiabatic system also has a dependence on 

the electronic coupling. For simplicity consider a symmetric donor–acceptor system (DG0 = 0 

eV) whose activation barrier is governed by equation 1.12. Upon substitution of DG* from 

equation 1.12 into 1.05, the rate of electron transfer now depends on both l and Hda (equation 

1.13). 

𝑘"# = 𝜅𝜈'𝑒
)(F)7GHI)J

KF-#  
(1.13) 

Here, analogous to equation 1.05, k is the transmission coefficient, nN is the nuclear frequency 

factor, and l is the reorganization energy. Unlike the weakly coupled diabatic systems where 

k < 1, for an adiabatic system (Hda > 0) k = 1. That is, at the intersection, the probability of ET 

from the reactants to products is unity. In this limit, the nuclear frequency factor nN also 

changes. In a weakly coupled, diabatic, system nN is proportional to the tunneling frequency 

𝐻9=7 /√𝜆. In a strongly coupled, adiabatic, system however nN now depends on the nuclear 

coordinate frequencies – the nuclear motions that participate in reorganization of the system 

through the intersection at x = 0.5. These modes are the combination of intramolecular (inner-

sphere) and solvent (outer-sphere) modes. In highly adiabatic systems as Hda ® l/2, the 

activation barrier approaches zero and the exponential portion of kET approaches unity. In this 

limit, the rate of ET depends only on the nuclear frequency factor nN. This implies that when 
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substantial donor-acceptor mixing is present in the system, nuclear vibrations and solvent 

motion will begin to dominate the rate of ET.8  

 The last parameter of the rate expression that has largely been ignored up to this point 

is the reorganization energy, l. The reorganization energy is the sum of all energetic 

requirements for the reconfiguration of the inner-sphere and outer-sphere nuclear coordinates 

(equation 1.14), where li and lo describe the inner-sphere and outer-sphere reorganization  

𝜆 = 𝜆A + 𝜆N (1.14) 

energies respectively.9 The inner-sphere term (li) describes the energy required to reorganize 

the inner-sphere nuclear coordinates and is colloquially called the vibrational term. It is found 

by consideration of the force constants arising from the inner-sphere vibrational modes that 

connect the reactants and products (equation 1.15) through the crossing point.5, 10-11 

𝜆A = O
𝑘P9𝑘P=

𝑘P9 + 𝑘P=
(𝑄P9 − 𝑄P=)7

P

 (1.14) 

Here, kj
d and kj

a represent the force constants of the jth vibrational mode for the donor and 

acceptor respectively, while the quantity (Qj
d – Qj

a)2 accounts for the changes in bond lengths 

and angles. While several theories exist that describe lo, the most widely accepted and applied 

however, is based upon a dielectric continuum model as described by Marcus.12  

𝜆N = Δ𝑒7 R
1
𝜀NT

−
1
𝜀U
VW(𝐷9 − 𝐷=)7 𝑑𝜏 (1.14) 

Here the solvent is treated electrostatically, where De2 is the amount of charge transferred, eop 

and es are the optical and static dielectric constants respectively, while Dd and Da describe the 

radial separation of the donor and acceptor. The dielectric term 2 1
𝜀𝑜𝑝
− 1

𝜀𝑠
6, is known as the 

Pekar factor and implies a dielectric continuum by treating multiple solvent dipoles as a whole.9 
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This provides a dipolar gradient about the system and greatly simplifies the treatment of the 

outer-sphere as individual solvent molecules no longer need to be considered. 

 In the same manner that DG* was affected by the electronic coupling (Hab), and since 

the reorganization energy is related to the thermal activation barrier (DG*) it is natural to wonder 

how Hab affects l. Quantitatively, as coupling in a system increases the movement of the 

minima in the ground state (vide supra) actively decreases l. This relationship is related to Hab 

through equation 1.15: 

𝜆^ = 𝜆 −
4𝐻9=7

𝜆  (1.15) 

It is important to note however, that this only applies to asymmetric systems, where a driving 

force to ET (DGo) is present.  For a symmetric system (i.e. when DGo = 0), the movement of 

the minima that decreases l is exactly canceled out by the stabilization/destabilization of the 

ground and excited states (G1 and G2) along the y-axis. That is, in a symmetric system the 

value of l is insensitive to Hda and remains constant.6 

 From the above discussion, it is clear that to understand any system exhibiting ET 

dynamics, it remains essential to know the magnitude of both l and Hda. While l is readily 

obtained from a near infrared (nIR) or UV-vis spectrum (the IVCT band), a methodology to 

determine Hda was not presented until 1967 when Noel Hush demonstrated that the location, 

shape, and intensity of the IVCT band could be used to determine Hda.13 Owing to the 

energetics of electron transfer, the placement of the IVCT band is usually within the near 

Infrared (nIR) portion of the absorption spectrum whose peak max (nmax) can be related to l 

through equation 1.16: 

𝜈@=_ = 𝜆 + Δ𝐺N (1.15) 

The intensity of this band is governed by the extinction coefficient (e) and is found to increase 

with Hda for transition metal complexes. This is an important point and is best explained through  
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Figure 1.4. General effect of electronic coupling on the IVCT intensity and band shape when 
a Gaussian distribution of population is assumed for the ground state.  

consideration of the Franck–Condon overlap integral.14 As electronic coupling increases, the 

ground state (G1) becomes more parabolic in shape and the ground state Boltzmann 

populations will in turn, have more favorable vibrational wavefunction overlap with the excited 

state (G2). This in turn, leads to a greater probability of an electron populating the excited state 

surface, G2, and results in greater IVCT intensity.13, 15 The band shape as defined by the full-

width half-max (Dn1/2). Dn1/2 is found to decrease with increasing Hda,6 and is best explained by 

consideration of the potential energy surfaces as presented in (Figure 1.4). In the uncoupled 

(diabatic) case, a Gaussian distribution of the energies is expected for the transition that is  

based upon a Boltzmann distribution of states in the ground state.6 As Hda increases however, 

and the PES approaches a single-welled shape, the low energy side of the transition becomes 

increasingly cut-off, and ultimately truncated at nmax in the most extreme cases.6 Thus, while 

Hda aerves to sharpen the IVCT band, it can also be said that their shape is also indicative of 

the PES shape. That is, in the weakly coupled limit, the IVCT band will appear Gaussian but, 
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as coupling increases, the IVCT band will blue shift, sharpen, and become increasingly cut-off 

on the low energy side. While this is somewhat observed experimentally, its truncation at nmax 

is never.  The reason for this primarily lies within the uncertainty principle which, 1) does not 

allow for infinitely sharp energy cutoffs and 2) must noticeably contribute to the band shape. 

Additionally, since the transition is electronic in nature, it can further be accompanied by 

transitions of vibrational quanta as well, which also serves to broaden the IVCT band. 

 Nevertheless, Hush was able to derive an equation that relates the IVCT band shape, 

intensity, and placement to Hda:6, 13 

𝐻9= =
2.06 ∗ 10)7(𝜈@=_	𝜀	∆𝜈c/7)c/7

𝑟9=
 (1.15) 

Here nmax, e, and Dn1/2 have their usual meanings while rda is the distance over which the 

electron is transferred. The Hush equation works reasonably well if Hda remains rather small 

(Hda << l/2), but as Hda ® l/2 however, the Hush equations give increasingly poor estimates 

due to deviation in rda and Dn1/2. The deviation in rda arises from the increasingly delocalized 

electronic structure contracting the electron transfer distance, thus determination of rda from X-

ray crystallography becomes increasingly less accurate.7, 16-18 Additionally, in the delocalized 

limit when nuclear frequencies begin to dominate ET, vibronic coupling to the electronic 

transition becomes so strong that it renders the Dn1/2 value inaccurate.19-20 Despite these 

drawbacks, the theories of electron transfer presented by Marcus and Hush have guided 

research for almost seven decades and continues to remain an integral part of the field. Their 

theories have inspired countless studies,2, 5-9, 21-27 and still provide a common language spoken 

amongst the field. 
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1.3 Classification of Mixed-Valence Complexes 

While numerous systems undergoing electron transfer can be termed mixed-valent, in 

reality there exists a spectrum of ET reactions that span the weakly interacting, diabatic limit 

to the strongly coupled, adiabatic limit. By definition a mixed-valence complex is one that 

contains two (or more) redox sites differing in their respective charge, where the two sites 

undergo electron exchange, and by way of this their oxidation states. The term mixed-valence 

reflects the fact that within the same molecule, their exists redox-sites in different valencies. 

The effects of Hda on these systems as discussed above draws specific attention to this 

parameter and their potential energy wells (PES, Figure 1.3 and Figure 1.4) as three possible 

shapes are observed. These shapes are entirely dependent on the value of Hda and represent 

three unique classes of coupling. First, when Hda = 0, two weakly interacting diabatic curves 

are present. The moment that Hda deviates from zero, the system becomes adiabatic and the 

ground state (G1) is seen to contain two minima. This shape persists until Hda = l/2 (i.e. DG* = 

0), affording the final PES shape that is characterized by a single-minima and no activation 

barrier. Here, the electron neither resides exclusively on the donor or acceptor, but equally 

(and simultaneously) on both. While these effects were noticed relatively early in the field, 

shortly following Noel Hush’s demonstration that location, intensity, and shape of the IVCT 

band could be used to determine the degree of electronic coupling, Melvin Robin and Peter 

Day in 1968 developed and published the currently accepted classification scheme for mixed-

valence complexes.28  

Their classification scheme is based upon discernable differences in the optical and 

electronic properties of mixed-valence complexes when the coupling (Hda) is some critical 

proportion of the reorganization energy (l). As summarized in Figure 1.5, under this scheme, 

mixed-valence complexes are grouped into three primary classes: Class I, Class II, or  
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Figure 1.5. Potential energy surfaces for two-state mixed valences complexes highlighting the 
Robin-Day classification.  

Class III.6, 28 Class I complexes have no wavefunction overlap and therefore no electronic 

coupling (Hda = 0). They exist in the diabatic limit, are entirely charge localized, and exhibit no 

electronic communication between the donor and acceptor. Class II complexes are considered 

moderate to strongly coupled (0 £ Hda £ l/2) and exist in the adiabatic limit. The small activation 

barrier towards thermal ET means these systems also exhibit charge localized behavior. Their 

localized behavior however, is associated with a timescale for thermal electron transfer. Class 

III complexes however, are highly coupled (Hda ³ l/2) and exist in the strongly adiabatic limit. 

These complexes are characterized by a single-welled PESs with no activation barrier toward 

ET. The electron experiences unhindered movement between the donor and acceptor and is 

considered fully delocalized.  

The mixed-valence complexes presented within this dissertation are Class II to Class 

II/III borderline and have with donor-acceptor units composed of oxocentered triruthenium 

acetate clusters of the type, Ru3(µ3–O)(OAc)6(CO)(L1)(BL) (L1 = some pyridine based ligand 

and BL = some pyridine based bridging ligand).  The rich redox chemistry of these clusters has 

proven them to be invaluable in studies of electron transfer dynamics across several 

decades.29-51 While numerous studies within the Kubiak lab have focused on the use of 1,4-

pyrazine as the bridging ligand between the Ru3O cores, the studies presented in chapters 2–

4 focus on the use of non-covalent interactions (p–p stacking and hydrogen bonding) as the 
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basis of the bridge. A brief history of the covalently bridged pyrazine clusters is presented in 

the following section to familiarize the reader with their optical, vibronic, and electronic 

properties. 

1.4 Oxocentered Triruthenium Cluster: A Brief History 

The dimers of ruthenium trimers presented in Figure 1.6 are neutral complexes, 

however upon a one electron reduction form thermodynamically stable mixed-valent 

complexes with an overall charge of –1,30, 47  where, electron transfer between the two Ru3O 

cores is mediated by the pyrazine p-system. Since the studies presented in this dissertation 

are based upon the formation of the mixed-valent state, it is beneficial to present and 

understand the redox chemistry of these systems in general. Electrochemical investigations 

present the clearest picture of the clusters redox chemistry and provide, in part, some insight 

of their electronic structure. At resting potentials, the clusters are found in their neutral (0) state 

with formal oxidation states of Ru3
III,III,II–BL–Ru3

III,III,III (Figure 1.6). Upon sweeping to oxidative 

 
Figure 1.6. Pyrazine bridged oxo-centered triruthenium clusters before (left) and after (right) a 
one electron reduction. The respective oxidation state of each ruthenium atom have been 
highlighted for clairity. 

potentials, the first feature observed is a two-electron (double current) oxidation at modest 

potentials (E1/2  » 0.5 V vs SCE) corresponding to the simultaneous oxidation of both Ru3O 
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cores to the dicationic Ru3
III,III,III–BL–Ru3

III,III,III state (0/+2 couple).30, 47, 52 A second two-electron 

oxidation is additionally observed at even more positive potentials (E1/2  » 1.2 V vs SCE), 

corresponding to the formation of the Ru3
III,III,IV– BL–Ru3

III,III,IV state (+2/+4 couple) that is 

stabilized by the µ-oxo bridge.30, 47, 52 The reductive electrochemical behavior however is much 

more informative of the intercluster mixed-valent interactions between the two Ru3O cores, 

where unlike the oxidative side, two one-electron reductions are observed near E1/2 » –0.7 V 

and –1.1 V vs SCE.30, 47, 52 The first reduction corresponds to formation of the mixed-valent, 

Ru3
III,II,II–BL–Ru3

III,III,II state (0/– couple), while the second reduction corresponds to the 

dianionic, Ru3
III,II,II–BL–Ru3

III,II,II state (–/–2 couple).  

Comparison of the electrochemical splitting between these two redox couples gives a 

qualitative estimation of the electronic communication in the system through the 

comproportionation constant (KC) as follows: 

  

Kf = e
hi∆j
kl  (1.16) 

Here, the magnitude of KC describes the thermodynamic stability of the mixed-valent, state 

with respect to disproportionation into the two isovalent states (0 and –2). That is, as DE 

increases so does KC reflecting an increased stability of the mixed-valent state which is 

primarily facilitated by electronic coupling. For the clusters presented in Figure 1.6, the values 

for DE and KC are observed to have a significant dependence on the ancillary pyridine ligands 

(DE, (KC): 1: 250 mV (1.7 x 104), 2: 380 mV (2.7 x 106), 3: 440 mV (2.8 x 107)), such that, the 

incorporation of stronger s-donating ligands affords more highly coupled mixed-valent 

complexes.30, 47, 52 This behavior is best explained through consideration of the orbital structure 

for the Ru3O cores. The use of stronger s-donors brings the ruthenium d-p manifold into closer 

energetic alignment with the pyrazine p* orbitals, which in turn facilitates greater electronic 
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communication across the bridged. This ultimately leads to more resonant electron 

delocalization across the bridging ligand between the two Ru3O cores. 

 The incorporation of the carbonyl ligand on each of the Ru3O cores is one of the most 

appealing modifications as it offers a convenient spectroscopic handle. Since frequency of the 

carbonyl stretching mode is highly sensitive to the nature of the p–backbonding interaction, the 

n(CO) bands serve as a direct reporter of the electronic environment on each Ru3O core. That 

is, when the clusters experience increased electron density the n(CO) band will red-shift while 

decreased electron density will result in a blue-shift. The FTIR spectra of clusters 1–3 in each 

redox state are shown in Figure 1.7. The observation of a single, sharp, Gaussian shaped 

n(CO) mode for the two isovalent oxidation states (0 and –2) supports that both n(CO) modes 

experience an identical electronic environment.30, 47, 52-53 The 40 cm–1 shift of the n(CO) band 

in the dianionic state reflects the increased electron density residing on both Ru3O cores. In 

the mixed valent state however, two nearly coalesced n(CO) bands with half intensity are 

observed.30, 47, 52-53 

 
Figure 1.7. FTIR spectra of the n(CO) bands for complexes 1–3 in the 0 (black), –1 (red), and 
–2 (blue) oxidation states. Spectra were recorded in acetonitrile and prepared by reduction 
with decamethylcobaltocene. 

 

This behavior is indicative of a dynamic process occurring on the vibrational 

timescale.52-56 Analogous to coalescence observed with dynamic NMR a typical dynamic NMR 

experiment,57 the coalescence of the n(CO) bands in 1––3– indicate that electron is shared 
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between the two clusters with a rate near the vibrational timescale (kET » 10–12 s–1). Similar 

behavior has been observed previously in iron tricarbonyl systems, where coalescence of the 

n(CO) bands was explained by a turn-style exchange mechanism of the carbonyl ligands.55-56, 

58-59 The rate of CO exchange was estimated on the picosecond timescale by use of an optical 

Bloch lineshape analysis.60 This methodology is entirely analogous to the Bloch equations 

used in dynamic NMR,61 however on a timescale that is a billion times faster. When a similar 

analysis is performed for 1––3–, picosecond exchange rates are predicted (kET (tET) = 1: 1 x 

1011 s–1 (10 ps), 2: 5 x 1011 s–1 (2 ps), 3: 9 x 1011 s–1 (1.11 ps)),30, 52 This analysis has specific 

importance and will be discussed in greater detail in chapters 4–6. 

Up until this point the discussion has primarily focused on the application of a two-state 

model to mixed valency where only one IVCT band is predicted in the nIR. In the Ru3O dimers 

presented thus far however, two IVCT bands in the nIR spectra (Figure 1.8) near 7000 and 

10 000 cm–1 are observed. The appearance of these two charge transfer bands implies the 

existence of a second, additional state to which the ground state electron may transfer to.6, 45 

This behavior is best accounted for by a three-state model to mixed valency (right, Figure 1.8) 

where a third, bridging-ligand, state (Gc) is added to the two-state model.6 The inclusion of this 

third state adds an additional electronic coupling term which describes the degree of 

wavefunction overlap between the donor and bridge (Hac) or the acceptor and bridge (Hbc). The 

adiabatic surfaces are then generated analogous to the two-sate model, however, a 3 x 3 

secular determinant (equation 1.17) is now solved for E. 
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Figure 1.8. (left) Near infrared spectra for complexes 1––3– (green, red, blue) and 4 (black, 
4,4’-bipyridine as the bridging ligand) in acetonitrile highlighting the appearance of two IVCT 
bands. (right) Potential energy surface for the BCS three-state model.6 The diabatic surfaces 
are shown as the dashed-red traces while adiabatic surfaces are shown in black. 

m
𝐺= − 𝐸 𝐻n= 𝐻o=
𝐻=n 𝐺n − 𝐸 𝐻on
𝐻=o 𝐻no 𝐺o − 𝐸

m = 0 (1.17) 

The eigenvalues obtained here are the adiabatic surfaces consisting of a ground state (G1), an 

excited acceptor state (G2) and a third excited bridging state (G3). States G1 and G2 are entirely 

analogous to the two-state model, while G3 now represents the PES for charge transfer onto 

the bridging ligand. In the three-state model optical electron transfer can now occur from G1, 

to either G2 or G3 resulting in the appearance of two IVCT bands in the nIR. The low energy 

IVCT band represents excitation from G1 to G2 and is termed metal-to-metal-charge-transfer 

(MMCT), while the high energy band represents excitation from G1 to G3 and is termed metal-

to-bridge-charge-transfer (MBCT). 

The appearance of two IVCT bands in 1––4– is significant as it indicates substantial 

involvement of the bridging ligand in the mixed-valent state, observations additionally 

supported by resonance Raman experiments.33, 62-64 Most importantly however, is the 

observation of a blue-shift in the MBCT band and a red-shift in the MMCT band across the 



 20 

series presented in Figure 1.8.45, 65 These observations are perhaps one of the most 

remarkable aspects of these systems as this behavior is directly predicted by the three-state 

model.6, 45, 65 Analogous to the two-state model, this behavior is a direct result of wavefunction 

mixing as mediated by Hab and Hac. Here increased coupling stabilizes the G1, destabilizes G3, 

while G2 remains essentially isoenergetic. This ultimately leads to a greater separation 

between G1 and G3, and a smaller separation between G1 and G2; thus, blue-shifting the MBCT 

band and red-shifting the MMCT band. Furthermore, both bands are observed to sharpen, and 

display an increasing cut-off on the low energy side; a direct result of G1 becoming increasingly 

single-welled. These observations are unprecedented and represent the clearest picture of the 

localized (4–) to nearly-delocalized (3–) transition in mixed valency. These observations will 

have important implications in the next section and throughout chapters 1–4. 

Recently, we extended our studies of mixed valency into complexes containing bridging 

ligands capable of forming hydrogen bonds. The complexes 5–7, are based upon the same 

dimers of trimers motif, however, isonicotinic acid is now used in place of pyrazine. While these 

complexes exist predominantly as monomers in neutral solutions, upon a one-electron 

reduction the complexes rapidly dimerize to form hydrogen-bonded, mixed-valent anions  

  

Figure 1.9. Structure of the free monomers (top) and the hydrogen-bonded dimers (bottom) 
upon a one-electron reduction, when X = CN (5), H (6), or N(CH3)2 (7). (right) nIR spectra of 
(12)––(32)– in DCM highlighting the appearance of two IVCT bands. 
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(Figure 1.9). This behavior was observable both electrochemically and spectroscopically.44, 48 

Through our studies we were able to show the observation of two, IVCT bands in the nIR 

spectrum (right, Figure 1.9) for complexes (52)––(72)–.44, 48 While a rate for electron transfer was 

never assigned, these findings mirror the previous observations in pyrazine bridged systems,65 

and signify that hydrogen bonds can support both ET and a sufficient degree of electronic 

coupling. These implications have specific importance in the presented in chapters 2–4 where 

the origin of this interaction is addressed in greater detail.   

1.5Conclusions  

To date, their remains limited study of complexes exhibiting mixed-valency across 

hydrogen bonds.44, 50, 66-71 The study of ET across weak, non-covalent interactions has 

important implications not only in the understanding long range ET in biological systems,72-75 

but its importance also extends throughout the chemical sciences where weak, inter-molecular 

interactions readily affect the stability of artificial supramolecular structures,76-77 and the 

selectivity of catalysts.78-86 The purpose of this body of work is to examine the fundamental 

relationship between electron transfer and noncovalent interactions and the subsequent use 

of n(CO) band coalescence in vibrational spectra to study the kinetics of ultrafast chemical 

dynamics. The results presented in the following chapters underscore the importance of the 

role that bridging ligands play in mediating wavefunction overlap between donor-acceptor units 

that are weakly associated. 
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Chapter 2                                                    

Tuning Electron Delocalization and 

Transfer Rates Through Electronic 

‘Push–Pull’ Effects. 

 

2.1 Introduction 

 Non-covalent interactions such as hydrogen-bonding and p-p stacking are ubiquitous in 

supramolecular chemistry.1-8 Over the last several decades there has been continued interest in 

the study of electron transfer (ET) across non-covalent interactions,9-15 as these reactions are 

essential to the broader understanding of how long range ET occurs in both biological and artificial 

systems.1-2, 8, 11, 16-17 While the study of ET across hydrogen bonds has received considerable 

interest,9-15 other non-covalent interactions, such as p-p stacking, have remained relatively 

underexplored. The ease with which p interactions form in supramolecular systems makes them 

ideal candidates for self-assembling motifs in the development of molecular based electronic 

devices.18-20 
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  Several theoretical and experimental studies on ET through p-interactions have shown 

that the electronic coupling parameter (Hab), has a significant dependence on the overlap between 

exchanging units and minor structural variations readily perturb this interaction and can inhibit 

ET.7, 20-21  The structural electronic effects that govern electron exchange in oxo-centered 

triruthenium clusters has been well reported in literature, where large electronic couplings have 

previously been observed in oxo-centered triruthenium clusters in the form of covalently linked 

dimers,22-26 freely diffusing monomers,27-28 and in hydrogen-bonded dimers.13, 15 This rich history 

makes these clusters an excellent starting point to better understand the nature of electronic 

coupling across p-interactions.  Herein, we report on the synthesis, characterization, and one-

electron self-exchange behavior of mixed-valent oxocentered triruthenium clusters ([Ru3(µ3-

O)(OAc)6(CO)(L1)(pep)]–, where L1 = 4-cyanopyridine (cpy, 1), pyridine (py, 2), or 4-

dimethylaminopyridine (dmap, 3)) featuring an extended aromatic ancillary ligand, 4-

(phenylethynyl)pyridine (pep), as the basis for the p-p bridging interaction (Figure 2.1).   

 

Figure 2.1. (top) Oxo-centered triruthenium clusters of the type Ru3(µ3-O)(OAc)6(CO)(L1)(pep) 
where L1 = 4-cyanopyridine (cpy, 1), pyridine (py, 2), or 4-dimethylaminopyridine (dmap, 3). 
(bottom) Proposed self-exchange interaction upon a one electron reduction forming the p-stacked 
self-exchanging pairs (12)–, (22)–, and (32)–. 
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2.2 Results and Discussion 

While electron self-exchange reactions are some of simplest chemical transformations, 

they are also one of the most revealing. In the context of Marcus-Hush theory of electron transfer 

(ET), the rates of electron self-exchange (ket) can be directly related to the total reorganization 

energy (ltot) for ET and to rates of intermolecular ET with other redox agents.29 The kinetics of 

electron self-exchange for [Ru3(µ3-O)(OAc)6(CO)(L1)(pep)]0/– pairs ((12)––(32)–) were investigated 

by NMR line broadening experiments (Figure 2.2). In a typical self-exchange experiment, the mole 

fraction of the reduced species is varied with respect to the oxidized species and the NMR 

spectrum is recorded. The NMR lineshape is highly sensitive to the rate of chemical exchange 

between the oxidized and reduced pairs ((12)––(32)–), when exchange is in the fast regime 

(ketCtot >> 2p(Dn), Dn is the frequency difference in Hz between the exchanging species) the 

chemical shifts of the exchanging species are the weighted average of the diamagnetic (oxidized) 

and paramagnetic (reduced) chemical shifts (Figure 2.2 and Figure 2.20–Figure 2.22).30 After 

spectral deconvolution, the electron self-exchange rate constants are then determined by 

equation 2.1. 

𝑘"# =
%&'(')(∆,).

(/)(0'(/(0')/))1232
    (2.1) 

Here, p and cd are the mole fractions of paramagnetic and diamagnetic species, Dn is the 

difference in chemical shift between paramagnetic and diamagnetic species in Hertz, Wdp is the 

peak width at half maximum of the mixture in question, Wp and Wd are the peak widths at half 

maximum of the pure paramagnetic and diamagnetic species, and Ctot is the total concentration 

in moles per liter.30  
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Figure 2.2. 1H NMR of 3 in ACN-d3 at 20 °C with increasing mole fraction of the reduced cluster 
(3)– from top to bottom. Protons HA, HB, and HC have been highlighted to show increasing 
paramagnetic contact shift with increasing mole fraction of the reduced clusters. 

  Under an inert atmosphere in a nitrogen filled glove box, a 5-6 mM stock solution of 

complexes 1–3 was prepared in dry, degassed deuterated acetonitrile. Five aliquots of the 

oxidized stock solution (1–3) was added to six separate J-Young NMR tubes giving volumes of 

100, 200, 250, 300, 400, and 500 µL respectively.  The remaining stock solution was then cooled 

to –30 °C in a freezer and decamethylcobaltocene (Co(cp*)2) was added over a period of 30 

minutes in small increments to fully reduce the sample by one electron (confirmed by FTIR 

spectroscopy).  The reduced solution was then filtered over glass wool and added to the first five 

aforementioned J-Young tubes in five aliquots of 400, 300, 250, 200, 100 µL respectively bringing 

the total solution volume to 500 µL for each sample.  An additional NMR tube was also prepared 

with 500 µL of the fully reduced sample giving seven NMR samples with mole fractions of the 

reduced species ranging from 0 to 1.00. After collecting 1H NMR spectra, the samples were 

injected into a SPECAC sealed liquid IR cell with CaF2 windows and a path length of 0.1 mm 

where the IR and UV-Visible spectra were subsequently collected, allowing determination of the 
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mole fractions of the exchanging species by IR spectroscopy.  All samples were analyzed 

immediately and were stable for days unless subjected to atmosphere. 

The n(CO) region of the spectra was fit to two, well-resolved Voigt line shapes, and mole 

fraction ratios were found by integration of the n(CO) bands of the neutral (1944 cm–1 (1), 1942 

cm–1 (2), 1939 cm–1 (3)) and singly reduced (1905 cm-1 (1–), 1902 cm-1 (2–), 1899 cm-1 (3–) species. 

Representative spectra for n(CO) shifts upon reduction in acetonitrile are shown as Figure 2.3 for 

complex 3 (see appendix 2.5, Figure 2.23 for 1 and 2).  The 40 cm–1 difference between the n(CO) 

modes of the exchanging species and lack of observed spectral coalescence indicates exchange 

is occurring slower than the IR timescale and places an upper bound to ket of 1011 M–1 s–1. 

Exchange however, was found to be in the fast regime for NMR spectroscopy,30 with 

k(Ctot)≫2p(Dn), as the chemical shifts for the exchanging species were observed as the averages 

of the diamagnetic and paramagnetic chemical shifts weighted by their respective mole fractions 

(right, Figure 2.3).  Through equation 2.1, the electron self-exchange rate constants for 1–3 were 

found to range from 4.3 to 9.2 x 107 M-1 s-1 in ACN-d3 (Table 2.1) and are comparable in magnitude 

for redox couples of the homoleptic clusters 4–6.27-28, 31 

 

Figure 2.3. (left) IR spectra of the n(CO) region for 3 in ACN with varying mole fractions of 
[red]/[ox], experimental mole fractions were determined from integration of n(CO) bands. (right) 
Plot of 𝝌𝒑 determined from integration of n(CO) bands versus chemical shift of the highlighted 
pep protons. 
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Table 2.1. Electron self-exchange rate constants (ket) for complexes 1–3 and 4–6 in ACN-d3 at 
23 °C as determined through equation 2.1. 

Complex kET ACN (x 10–7 M–1 s-1) Pyridine pKa 

1 4.3(2) 1.9 

2 6.8(2) 5.1 

3 9.9(6) 9.2 

4 13(3) 1.9 

5 1.8(5) 5.1 

6 0.7(5) 9.2 

 
In clusters 1-3, the rate constants were found to scale linearly with pyridine ligand pKa with 

the fastest self-exchange observed when the most electron-donating ligand was used. The near 

linearity in the logarithmic plot of rate constant versus pyridyl ligand pKa (Figure 2.1) suggests that 

the electron-donating nature of the pyridyl ligands contribute to the activation energy, expressed 

below in the standard Marcus-Hush formalism (Equation 2.2).32-33  

     𝑘"# = 𝑘𝜈𝑒
9
:;<=>?

<=>
.

9
@A     (2.2) 

While equation 2.2 is only applicable in the adiabatic regime, it is important to note that Hab needs 

only to be a few percent of l to achieve adiabaticity.23, 27-28 Consistent with previous studies,27-28 

the reorganization energies for the 0/– couple in 1–3 are estimated to be on the order of 

~10 000 cm–1 while Hab
 is estimated to be in the adiabatic regime at 10-15% of l.23, 27-28 When 

these conditions are used in conjunction with equation 2.2, rate constants on the order of 107 M-1 

s-1 are predicted. It is unlikely that differences in the nuclear reorganization and inner-shell barriers 

contribute much to observed differences in rate between 1–3, as the ~40 cm–1 shift in the n(CO) 

mode upon reduction suggests that inner-sphere reorganization energies are comparable 

amongst the six clusters.27-28 It is important to note however, that the n(CO) modes are not as  
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Figure 2.4. Plot of ln(kET) vs pyridyl pKa, highlighting the linear correlation between rate constant 
and ligand pKa. 

important as the low frequency modes that dominate the contributions to the reorganization 

energy; they are however, used as probes of relative electronic redistribution within the clusters. 

These findings are further supported by previous self-exchange studies conducted on the 

analogous homoleptic monomers Ru3(µ3-O)(OAc)6(CO)(L1)2 (4–6, Figure 2.1, L1 = cpy, py, dmap),  

where self-exchange in these systems was found to proceed by electron delocalization onto the 

p* system of the ancillary ligands which leads to large reorganization energies (l) that are 

compensated by strong donor-acceptor couplings (Hab).28 This mechanism is consistent with an 

effective orbital overlap picture that is mediated by the effective contact area of the ancillary pyridyl 

ligand in self-exchanging pairs.  As charge density is increasingly delocalized onto the ancillary 

pyridyl ligands, larger rate constants for self-exchange are observed.  In complexes 4–6, as the 

ancillary ligand becomes more electron-withdrawing, decreasing pyridine pKa, the self-exchange 

rate constants of the 0/– redox couple were found to increase by over an order of magnitude 

(Figure 2.4, red trace).27-28  

 While complexes 1–3 appear to follow the same mechanism of exchange as 4–6, an 

inverted trend is observed in the variation of rate constants with pyridyl ligand pKa (Figure 2.4,  
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Table 2.2. Hammett sp parameter for para substituents.34 

Substituent sp 

–CN 0.66 

–CC(C6H5) 0.16 

–H 0.00 

–N(CH3)2 -0.83 

Table 2.1).  These differences are best explained through consideration of the relative electron-

withdrawing nature of the both 4-(phenylethynyl)pyridine and pyridyl ligands as summarized 

through the Hammett parameter (sp) in lieu of ligand pKa.  Here, the pyridine substituents 

(including the phenylethynyl group) can be assigned an empirical value describing the electron-

withdrawing nature of the substituents (Table 2.2). Through consideration of the Hammett 

parameter the weak electron-withdrawing nature of the 4-(phenylethynyl)pyridine is clearly 

observed, effects that are most readily seen in the 1H NMR where the paramagnetic contact shifts 

directly relate to the degree of electron-spin density delocalized onto each ligand.  The 

paramagnetic contact shifts of both 4-(phenylethynyl)pyridine and pyridyl protons can be 

represented as the average change in ligand proton chemical shift (Dd) upon reduction.  In the 

reduced clusters 1––3–, greater paramagnetic contact shifts correspond to increased (or 

decreased) electron-spin density delocalized onto each respective ligand.  Through this definition, 

the substituent effects are most clearly seen in the plot of Dd vs sp where the linear relationships 

observed conform to an electron spin-density “push-pull” effect (left, Figure 2.5). 
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Figure 2.5. (left) Plot of the average chemical shift (Dd) of 4-(phenylethynyl)pyridine protons (HB 
and HC) and pyridyl protons (HD) upon a one electron reduction versus sp. (right) Plot of ket vs sp 
highlighting the increasing rates of ET with decreasing electron-donanting nature of the pyridyl 
substituent. 

The positive linear trend observed for the meta-pyridyl protons (HD) with increasing sp indicates 

that as more electron-withdrawing substituents are used (CN > H > N(CH3)2), increased electron 

density is drawn onto the pyridyl ligand.  This effect is further illustrated as the negative linear 

trend for 4-(phenylethynyl)pyridine protons (HB and HC), where electron density is drawn away 

from the 4-(phenylethynyl)pyridine ligand when more electron-withdrawing substituents are used 

on the pyridyl ligand. These observations illustrate how the degree of electron distribution within 

Ru3O acetate clusters can be readily tuned through ancillary ligand substitution.  The use of more 

electron-donating ligands (dmap > py > cpy) pushes greater amounts of charge density onto the 

4-(phenylethynyl)pyridine ligand which facilitates better donor-acceptor overlap through a greater 

effective contact area leading to larger cluster-to-cluster couplings (Hab) and ultimately faster rates 

of ET (right, Figure 2.5). 

 The electrochemistry of 1–3 (Figure 2.6) further reflects the ability for the ancillary ligands 

to modulate the electronic structure of the clusters.  As the pyridine substituent becomes more 

electron-withdrawing decreased electron density is found on the cluster, and the first (cluster-

based) reduction shifts to more positive potentials (Figure 2.6). Furthermore, at more negative 

potentials, a second quasi-reversible (cluster-based) reduction is observed to follow the same 
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trend.  This behavior is completely analogous to the homoleptic clusters 4–6 (Table 2.3), however, 

the second one-electron reduction is only observable in 4, becoming irreversible in 5, and 

unobservable in 6.  The observation of this second reduction in 1–3 highlights the ability of the 

4-(phenylethynyl)pyridine to accept a significant degree of electron-density from Ru3O core 

thereby stabilizing these highly reduced states that are otherwise unobservable. These 

observations are further confirmed by comparison of the large observed shifts between the first 

reduction potentials of the heteroleptic (1–3) vs homoleptic (4–6) clusters.  In 3, the first 

Table 2.3. Reduction potentials of complexes 1–6 in acetonitrile at 20 °C referenced to Fc+/0. 

Complex E1
1/2 (V) E2

1/2 (V) 

1 –1.11 –1.74 

2 –1.22 –2.00 

3 –1.31 –2.11a 

4 –1.05 –1.60 

5 –1.27 –2.36a 

6 –1.47 --- 

 

 

Figure 2.6. Cyclic voltammogram of 1–3 (~3 mM) in acetonitrile with 0.1 M tetrabutylammonium 
hexafluorophosphate (TBAPF6) as the supporting electrolyte. All voltammograms are referenced 
to the ferrocene/ferricenium redox couple using an internal standard of ferrocene (Fc) and were 
recorded using a three electrode set-up consisting of a glassy carbon working electrode, a Pt wire 
auxillary electrode, and a Ag/AgCl reference electrode. 
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reduction is shifted 160 mV more positive in comparison to 6, resulting in a net stabilization of the 

reduced state by nearly three orders of magnitude.  This stabilization is thought to arises from the 

large differences in electron-withdrawing (or -donating) nature of the two ancillary ligands.  By 

pairing a strong electron-donor with a weak electron-acceptor, electron density can be “pushed” 

onto the weak electron-acceptor (4-(phenylethynyl)pyridine) resulting in a highly-stabilized 

reduced state.  The negative shift of 60 mV in complex 1 relative to 4 has similar origins, however, 

the 4-(phenylethynyl)pyridine is now considered weakly electron-donating relative to 4-

cyanopyridine.  This small difference reflects increased electron density on the Ru3O core in 

comparison to 4 (which features two cyanopyridine ligands), producing a negative shift in the first 

reduction potential. The plot of the difference in reduction potentials for 1–3 and 4–6 vs sp () most 

clearly shows this effect.  Here the shifts correlate well with the electron-withdrawing nature of the 

pyridine substituents and a slight positive shift can be observed for 2, reflecting the electron-

withdrawing nature of the 4-(phenylethynyl)pyridine ligand. The shifts in reduction potentials and 

their relationship to sp are consistent with the proposed mechanism suggested by NMR. 

 

Figure 2.7. Plot in the difference of E1/2 between clusters, 1–3 and 4–6 versus the Hammett 
parameter of the ancillary pyridine ligand highlighting the shift in redox properties observed upon 
coordination of 4-(phenylethynyl)pyridine. 
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 The electronic and geometric effects of the ancillary ligands in electron self-exchange 

were investigated in greater detail through the use of density functional theory (DFT) calculations.  

The initial geometries for clusters 1–3 were adapted from the reported crystal structures of similar 

tri-substituted clusters (Ru3(µ3-O)(OAc)6(CO)(iq)2 (iq = isoquinoline).28  While several orientations 

of the ancillary ligands about the Ru3O plane are possible, due to the computational expense 

associated with the calculations, only four orientations were considered: When the 

4-(phenylethynyl)pyridine and pyridine ligands are considered parallel or perpendicular to the 

Ru3O plane (Figure 2.8). Geometry optimizations for (1)––(3)– showed that the lowest optimized 

structure was when both ancillary ligands were parallel to the plane of the ruthenium atoms, while 

the highest was when both ligands are perpendicular (DE » 2.3 kcal mol–1).  The two asymmetric 

conformers were found to be nearly isoenergetic with energy separations of DE £ 0.5 kcal mol–1 

and with a DE » 1 kcal/mol between the highest and lowest energy conformations.  The four 

conformers showed nearly symmetric highest occupied molecular orbitals (HOMOs) and SOMOs, 

with the majority of the electron density localized on the Ru3O core; however, as the ancillary  

 

Figure 2.8. Electron spin-density (top) and SOMOs (bottom) of (2)– for each conformation of the 
ancillary ligands.  While all four conformations are nearly isoenrgetic, the ancillary ligand torsional 
angles have a significant impact on the orbital structure of the three clusters. Note the electron 
spin-density and orbital density found on the ancillary ligands as they rotate into the Ru3O atom 
plane. 
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ligands are rotated into their parallel conformers, increasing amounts of orbital density are found 

to reside on the ligands (Figure 2.8). 

In addition to a ligand torsional angle dependence, the donor character of the ancillary 

ligand was found to greatly influence the extent of orbital delocalization onto the 

4-(phenylethynyl)pyridine ligand.  While clusters 1––3– displayed significant orbital density on their 

Ru3O cores, in their parallel conformation the orbital density of the SOMO was readily modulated 

by the electron-donating (or withdrawing) ability of the ancillary pyridine ligand (top, Figure 2.9).  

In (1)–, a significant amount of the SOMO is delocalized on the 4-cyanopyridine ligand with almost 

no orbital density found on the 4-(phenylethynyl)pyridine ligand.  The converse is true in (3)– 

where almost no orbital density is found on the 4-dimethylaminopyridine ligand but a significant 

amount of orbital density is on the 4-(phenylethynyl)pyridine ligand.  A similar effect is observed 

for clusters 4––6– however due to their symmetric nature, the orbital density is modulated about 

the Ru3O core: When an electron withdrawing cyanopyridine ligand is used, orbital-density is 

drawn off of the Ru3O core and onto the cyanopyridine ligand while an electron donating ligand 

such as dimethylaminopyridine pushes orbital density onto the Ru3O core. 

 

Figure 2.9. Singly occupied molecular orbitals (SOMOs) of 1––3– (top) and 4––6– (bottom) 
highlighting the dependence of orbital delocalization on the donor ability of the ancillary ligand. 
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These results present the clearest illustration of the observed rate dependence with ligand 

substitution in electron self-exchange for clusters 1–6.  These findings are consistent and support 

the observed experimental data, and highlights the ability of the pyridine substituent to tune the 

cluster electronic states, and ultimately the mechanism of self-exchange in these systems.  While 

electron self-exchange in clusters 1–3 is consistent with the effective orbital overlap picture 

describing 4–6, most importantly, these findings highlight that the ancillary ligand primarily 

involved in this interaction can readily be modulated through ligand substitution. 

is a clear illustration of the push-pull effects observed with the dependence of electron self-

exchange rates with ligand substitution.   

2.3 Conclusion 

These results build upon the previous studies of electron self-exchange interactions in tri-

ruthenium mixed valent clusters and extend the concept of effective orbital overlap as a primary 

factor in determining electron transfer rates. By incorporating an extended aromatic ancillary 

ligand, a greater effective contact area was allowed leading to better donor-acceptor overlap, and 

ultimately, large electronic couplings.  Through consideration of the Hammett parameter, the 

degree of coupling in these systems was shown to be influenced by both ancillary ligands and a 

‘push-pull’ effect of the electron density. By incorporation of more electron-donating ancillary 

ligand substituents, electron self-exchange rate constants were shown to increase by an order of 

magnitude in comparison to similar systems. 

2.4 Experimental 

Preparation and Purification. All chemicals were used as received unless otherwise noted. The 

complexes 1, 2, and 3 were synthesized following previously reported procedures.13, 24, 35 ACN-d3 

(D, 99.8%) was obtained from Cambridge Isotope Laboratories and was dried and stored over 3 

Å molecular sieves for several days. Decamethylcobaltocene was received from Sigma-Aldrich, 
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stored in a glove box freezer at -20 ºC and used as received. All other solvents used in this study 

were obtained from Fisher Scientific and deoxygenated and dried on a custom drying system over 

alumina columns in an argon atmosphere. 

Ru3(µ3-O)(OAc)6(CO)(L)(pep) (L = cpy (1), py (2), dmap (3)): A 20 mL scintillation vial was 

charged with 200 mg (0.23 mmol) of Ru3(µ3-O)(OAc)6(CO)(L)(MeOH) (Where L = cpy, py, or 

dmap), approximately 10 mL of dichloromethane, and set to stir. In a separate vial, 1 eq. of 4-

(phenylethynyl)pyridine (pep) was dissolved in approximately 5 mL of dichloromethane and 

subsequently added to the original scintillation vial. After stirring 24 hours, the reaction mixture 

was reduced to dryness and purified using flash chromatography on silica gel with DCM:MeOH 

(95:5%) as an elutant. The second, blue-green band, identified as Ru3(µ3-O)(OAc)6(CO)(L)(pep) 

was collected and isolated as dark blue, microcrystalline solid. The air-stable solid was stored 

under an inert atmosphere in a glove box until future use. 

Ru3(µ3-O)(OAc)6(CO)(cpy)(pep) (1): Yield: 179.6 mg; 76%. 1H NMR (ACN-d3, 500 MHz): δ (ppm) 

= 9.13 (2H, m, m-pep(NCH)), 9.07 (2H, m, m-cpy(NCH)), 8.38 (2H, m, o-cpy(NCHCH)), 8.19 (2H, 

m, o-pep(NCHCH)), 7.71 (2H, m, o-pep(–CC–CCH)), 7.51 (2H, m, m-pep(–CC–CCHCH)), 7.50 

(1H, s, p-pep(–CC–CCHCHCH)) 2.02 (6H, s, CH3COO), 2.02 (6H, s, CH3COO), 1.82 (6H, s, 

CH3COO). 13C {1H} NMR (ACN-d3, 500 MHz): δ (ppm) = 224.1 (CO), 193.6 (CH3COO), 193.1 

(CH3COO), 193.0 (CH3COO), 153.4 (o-pep(NCH)), 153.3 (o-cpy(NCH)), 136.9 

(p-pep(NCHCHC)), 133.2 (o-pep(–CC–CCH)), 131.1 (m-pep(–CC–CCHCH)), 129.9 (p-pep(–CC–

CCHCHCH)), 127.5 (m-cpy(NCHCH)), 127.3 (m-pep(NCHCH)), 125.1 (p-cpy(NCHCHC–CN)), 

122.4 (pep(–CC–C), 116.9 (NCHCHC–CN), 97.4 (–CC–(C6H5)), 86.8 ((NC5H4)–CC–), 23.8 

(CH3COO), 23.7 (CH3COO), 22.0 (CH3COO). Anal. Calcd for C32H31N3O14Ru3: C, 39.03%; H, 

3.17%; N, 4.27%; found: C, 39.29%; H, 3.70%; N, 4.34%; IR (cm-1): 1944, 1611.0, 1571, 1504, 

1427, 1354. UV-Vis (nm) 278 (28300 ± 200 M-1 cm-1), 403 (10800 ± 100 M-1 cm-1), 593 (7300 ± 
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200 M-1 cm-1). ESI-MS (m/z) [M + H+]+ calcd:  988.90 (100.0%), 989.90 (92.5%). Found: 988.22, 

989.91. Reduction potentials (V, vs. Fc+/0, ACN): +2/+, 0.90; +/0, 0.25; 0/–, –1.11; –/–2, –1.74. 

Ru3(µ3-O)(OAc)6(CO)(py)(pep) (2): Yield: 199.2 mg; 83%. 1H NMR (ACN-d3, 500 MHz): δ (ppm) 

= 9.18 (m, 2H, o-py(NCH)), 9.15 (m, 2H, o-pep(NCH)), 8.36 (m, 1H, p-py(NCHCHCH)), 8.23 (m, 

2H, m-pep(NCHCH)), 8.16 (m, 2H, m-py(NCHCH)), 7.75 (m, 2H, o-pep(–CC–CCH)), 7.54 (m, 2H, 

m-pep(–CC–CCHCH)), 7.53 (m, 1H, p-pep(–CC–CCHCHCH)), 2.00 (s, 6H, CH3COO), 1.99 (s, 

6H, CH3COO), 1.78 (s, 6H, CH3COO). 13C {1H} NMR (ACN-d3, 500 MHz): δ (ppm) = 224.7 (CO), 

193.1 (CH3COO), 192.8 (CH3COO), 192.7 (CH3COO), 153.6 (o-pep(NCH)), 153.4 (o-cpy(NCH)), 

141.9 (p-py(NCHCHCH)), 136.8 (p-pep(NCHCHC)), 133.2 (o-pep(–CC–CCH)), 131.1 (m-pep(–

CC–CCHCH)), 130.0 (p-pep(–CC–CCHCHCH)), 127.3 (m-pep(NCHCH)), 126.0 (m-

py(NCHCH)), 122.3, (pep(–CC–C)), 97.3 (–CC–(C6H5)), 86.9 ((NC5H4)–CC–), 23.8 (CH3COO), 

23.7 (CH3COO), 22.0 (CH3COO). Anal. Calcd for C31H32N2O14Ru3: C, 38.79%; H, 3.36%; N, 

2.92%; found: C, 38.47%; H, 3.70%; N, 2.98%. IR (cm-1): 1942, 1610, 1573, 1503, 1427, 1354. 

UV-Vis (nm): 284 (33357 ± 100 M-1 cm-1), 400 (9100 ± 100 M-1 cm-1), 584 (7760 ± 40 M-1 cm-1). 

ESI-MS (m/z) [M + H+]+ calcd: 963.91 (100.0%), 964.91 (92.5%). Found: 963.32, 965.42. 

Reduction potentials (V, vs. Fc+/0, ACN): +2/+, 0.86; +/0, 0.22; 0/–, –1.22; –/–2, –2.00. 

Ru3(µ3-O)(OAc)6(CO)(dmap)(pep) (3): Yield: 179.9 mg; 78%. 1H NMR (ACN-d3, 500 MHz): δ 

(ppm) = 9.20 (m, 2H, o-pep(NCH)), 8.95 (m, 2H, o-dmap(NCH)), 8.24 (m, 2H, m-pep(NCHCH)), 

7.74 (m, 2H, o-pep(–CC–CCH)), 7.54 (m, 2H, m-pep(–CC–CCHCH)), 7.53 (m, 1H, p-pep(–CC–

CCHCHCH)), 7.32 (m, 2H, dmap(NCHCH)), 3.30 (s, 6H, –N(CH3)2), 1.95 (s, 6H, CH3COO), 1.94 

(s, 6H, CH3COO), 1.72 (s, 6H, CH3COO). 13C {1H} NMR (ACN-d3, 500 MHz): δ (ppm) = 224.5 

(CO), 192.3 (CH3COO), 192.0 (CH3COO), 191.9 (CH3COO), 158.5 (p-dmap(NCHCHC), 154.4 (o-

dmap(NCH)), 153.1 (o-pep(NCH)), 136.4 (p-pep(NCHCHC)), 133.2 (o-pep(–CC–CCH)), 131.1 

(m-pep(–CC–CCHCH)), 129.9 (p-pep(–CC–CCHCHCH)), 127.3 (m-pep(NCHCH)), 122.4 (pep(–

CC–C)), 108.9 (m-dmap(NCHCH)), 97.1 (–CC–(C6H5)), 87.0 ((NC5H4)–CC–), 39.9 (–N(CH3)2), 
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23.9 (CH3COO), 23.9 (CH3COO), 22.2 (CH3COO). Anal. Calcd for C33H37N3O14Ru3: C, 39.52%; 

H, 3.72%; N, 4.19%; found: C, 39.25%; H, 4.02%; N, 4.04%. IR (cm-1): 1939, 1611, 1576, 1540, 

1504, 1426, 1392, 1353. UV-Vis (nm): 286 (38000 ± 2000 M-1 cm-1), 399 (11000 ± 1000 M-1 cm-1), 

589 (8000 ± 1000 M-1 cm-1). ESI-MS (m/z) [M + H+]+ calcd: 1006.95 (100.0%), 1007.95 (92.5%). 

Found: 1007.19, 1008.28. Reduction potentials (V, vs. Fc+/0, ACN): +2/+, 0.77; +/0, 0.18; 0/–, –

1.31; –/–2, –2.11.  

NMR Data Collection and Analysis. 1H NMR spectra were collected on a JEOL or Varian 500 

MHz NMR spectrometer and analyzed using iNMR software. A total of 64 scans of 16384 data 

points (0.46 Hz resolution) were collected from +20.0 to –10.0 ppm. Peak widths at half height 

were measured by fitting each absorbance to Lorentzian line shapes using iNMR software and 

each rate constant is an average of at least four values calculated from equation 1. All spectra 

were recorded at ambient temperatures of the instrument (20-23 ºC). 

Infrared Data Collection and Analysis. Infrared spectra were collected on a Bruker Equinox 55 

FTIR spectrometer, using a SPECAC sealed liquid IR cell with CaF2 windows and a path length 

of 0.1 mm. After solvent subtraction, CO peaks were fit to Voigt functionals using Igor Pro software 

to obtain the ratios of neutral to reduced clusters in solution, which was subsequently used to 

determine the mol fraction of the samples. 

UV-Visible Data Collection and Analysis. UV-visible spectra were collected on a Shimadzu UV-

3600 UV/vis/NIR spectrometer. Samples were enclosed in a SPECAC sealed liquid IR cell with 

CaF2 windows and a path length of 0.1 mm. 

Electrochemical Measurements. Electrochemistry was performed on a BASi Epsilon 

potentiostat in dried, degassed acetonitrile with 0.1 M tetrabutylammonium hexaflurorophosphate 

(TBAPF6, recrystallized from MeOH and vacuum dried at 80 ºC) and about 3 mM analyte at a 

scan rate of 100 mV/s under a nitrogen atmosphere. The electrode setup consisted of a glassy 

carbon disk (3 mm diameter) working electrode, a platinum wire counter electrode, and a Ag/AgCl 
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reference electrode separated from solution by a CoarlPor® tip. All experiments were referenced 

to an internal standard of ferrocene/ferrocenium. 

DFT Calculations. Calculations were performed in the ORCA software suite (version 3.0.3) using 

the B3LYP/G functional with the RIJCOSX approximation.36-40 Ruthenium atoms were treated with 

the ECP[DEF2-TZVP/J] basis set while the DEF2-SVP/J basis set was used for all other atoms.41-

44 Dispersion corrections were applied using the Becke-Johnson damping scheme (D3BJ) and 

solvation was accounted for using the COSMO solvation model in methylene chloride.45-46 

Analytical frequency calculations were run at the same level of theory, without the COSMO 

solvation model to confirm optimized geometries as minima on the potential energy surface.  

Molecular graphics and analyses were performed with the UCSF Chimera package. Chimera is 

developed by the Resource for Biocomputing, Visualization, and Informatics at the University of 

California, San Francisco (supported by NIGMS P41-GM103311).47  
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2.5. Appendix 

Chapter 2: The majority of the material in this chapter comes directly from a manuscript 

entitled “Tuning electron delocalization and transfer rates in mixed-valent Ru3O complexes 

through ‘push–pull’ effects,” by Tyler M. Porter, Gabriele C. Canzi, Steven A. Chabolla, and 

Clifford P. Kubiak, is published in The Journal of Physical Chemistry A, 2016, 120 (32), 6309–

6316. The dissertation author is the primary author. 
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Figure 2.10. 1H (top) and 13C (bottom) NMR of 1 in deuterated acetonitrile (ACN-d3). 
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Figure 2.11. 1H (top) and 13C (bottom) NMR of 2 in ACN-d3. 
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Figure 2.12. 1H (top) and 13C (bottom) NMR of 3 in ACN-d3. 
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Figure 2.13. COSY of 1 in ACN-d3. 

 

Figure 2.14. COSY of 2 in ACN-d3. 
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Figure 2.15. COSY of 3 in ACN-d3. 

 

Figure 2.16. COSY of 2– in ACN-d3. 
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Figure 2.17. HSQC of 1 in ACN-d3. 

 

Figure 2.18. HSQC of 2 in ACN-d3. 
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Figure 2.19. HSQC of 3 in ACN-d3. 

 

Figure 2.20. 1H NMR self-exchange measurement of 1 at a total concentration of 3.9 mM in ACN-
d3 with increasing mole fraction of [red]/[ox] from top (only oxidized) to bottom (singly reduced).  
Experimental mole fractions were determined from integration of FTIR n(CO) bands. 
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Figure 2.21. 1H NMR self-exchange measurement of 2 at a total concentration of 3.5 mM in ACN-
d3 with increasing mole fraction of [red]/[ox] from top (only oxidized) to bottom (singly reduced).  
Experimental mole fractions were determined from integration of FTIR n(CO) bands. 

 

Figure 2.22. 1H NMR self-exchange measurement of 3 at a total concentration of 6.0 mM in ACN-
d3 with increasing mole fraction of [red]/[ox] from top (only oxidized) to bottom (singly reduced).  
Experimental mole fractions were determined from integration of FTIR n(CO) bands. 
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Figure 2.23. IR spectrum of the n(CO) region of 1 (top, 3.9 mM in ACN-d3), 2 (bottom left, 3.5 mM 
in ACN-d3), and 3 (bottom right, 6.0 mM in ACN-d3)  with increasing mole fraction of reduced to 
oxidized species. Spectra were recorded directly from the samples used in 1H NMR self-exchange 
studies. 
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Figure 2.24. Cyclic votammograms of 1 (top), 2, (middle), and 3 (botoom) in ACN with 0.1 M 
TBAPF6 as a supporting electrolyte. Scans were recorded at 100 mV/s with a glassy carbon WE, 
Pt CE and Ag/AgCl reference. Ferrocene was used as an internal reference.  
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Chapter 3                                                   

Effects of Electron Transfer Across 

Hydrogen Bonds. 

 
3.1 Introduction 

 Electron transfer reactions are among the simplest yet most important reactions in 

chemistry and biology.  The transfer of electrons lies at the heart of any chemical reaction; and 

all biological energy transformations fundamentally depend on electron transfer through proteins 

and protein assemblies.  In the last several decades, extensive experimental and theoretical 

investigations have been performed to elucidate the nature of electron transfer (ET) in biological 

energy transfer processes.1-14  Electron flow through proteins typically occurs in a site-to-site 

manner between redox centers that are separated by distances of 10 to 20 Å.13-14  Larger 

distances require coupling several of these site-to-site reactions such that distances upwards of 

25 Å can be traversed.6, 9-10, 12-14  Such ET multistep mechanisms are often mediated by 

intervening amino acid side chains where donor-acceptor ET is favored over tunneling across 
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bridges.12-13  As demonstrated by Gray et al. in work on mutant azurin proteins, ET across such 

groups typically proceeds across weak, non-covalent interactions.7-8, 13-14 

 While it’s easy to see that the study of ET across weak, non-covalent interactions has 

important implications in understanding the nature of long-range ET in biological systems, the 

importance of non-covalent interactions also extends throughout the chemical sciences.  From 

small molecular catalysts to artificial supramolecular systems, non-covalent interactions have 

been shown to readily affect both catalyst selectivity15-25 and the stabilization of large 

supramolecular structures.  Herein, we examine the fundamental relationship between non-

covalent molecular interactions and ET to gain new understanding of electron transfer processes 

ubiquitous in biological and artificial systems.5, 7-9, 12, 14, 17, 23, 26-33 

While several examples of hydrogen-bonded mixed valency (HBMV) have emerged over 

the last decade,29, 34-37 our laboratory has focused on oxo-centered  

 

Figure 3.1. (top) Oxo-centered triruthenium cluster of the type Ru3(µ3-O)(OAc)6(CO)(L1)(ina) 
where L1 = 4-cyanopyridine (cpy, 1), pyridine (py, 2), or 4-dimethylaminopyridine (dmap, 3) and 
ina = isonicotinic acid. (bottom) Dimerization interaction upon a one electron reduction to generate 
the hydrogen-bonded, mixed-valent ions, (12)–, (22)–, (32)–. 

triruthenium clusters featuring isonicotinic acid as the hydrogen-bonding bridging ligand (Ru3(µ3-

O)(OAc)6(CO)(L)(ina), L = 4-cyanopyridine (cpy, 1), pyridine (py, 2), or 4-dimethylaminopyridine 

(dmap, 3) and ina = isonicotinic acid, Figure 3.1).  Previous studies have shown that upon a one 
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electron reduction, 1–3 rapidly dimerize to form thermodynamically stable mixed-valence anions 

in solution (Figure 3.1).38-39  Near-IR (nIR) spectroscopic analysis showed the appearance of 

intervalence charge transfer (IVCT) bands in the singly reduced, hydrogen-bonded dimers 

behavior indicative of moderately coupled mixed-valent anions.38-39  In an effort to better 

understand the nature of ET across a weak, non-covalent interaction we determined the strength 

of the hydrogen bonds in dimers (12)–(32) in the presence and absence of electron exchange. 

3.2 Results and Discussion 

   In general, non-covalent, mixed-valent complexes such as (12)–, (22)–, and (32)– can be 

described by the four dimerization equilibria below: 

 

Here, KD and K2– are the two isovalent equilibrium constants, which describe the self-dimerization 

of the neutral and one-electron reduced clusters respectively, KC is the comproportionation 

constant, and KMV is the equilibrium dimerization constant of the mixed-valent state.  These terms 

offer thermodynamic information on the formation and stability of the hydrogen-bonded species 

in the three possible redox states.  The direct comparison of KMV to KD or K2– allows determination 

of the relative degree of stability gained from charge transfer across a hydrogen bond.  While 

several spectroscopic methods for the determination of association constants have been 

established,17, 40-44 it is clear that determination of any three of the constants, KMV, KC, K2–, or KD 

provides the fourth through equation 3.1. 

KMV = (KD K2– KC)1/2      (3.1) 

M M M2+

M (M)– (M2)–+

(M)– (M)– (M2)2–+

M2 (M2)2– 2 (M2)–+

KD

K2–

KC

KMV
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KD, K2–, and KC can be readily obtained from established spectroscopic and electrochemical 

methods.  The neutral dimerization constant (KD) was measured by FTIR spectroscopy as the 

acidic proton of complexes 1–3 was not resolvable in the 1H NMR but the n(CO) band of the 

carboxylic acid for the monomer (1748 cm–1) and dimer (1711 cm–1) species were well resolved 

in the FTIR spectrum in methylene chloride (DCM) at 25 °C (Figure 3.2).  Using a variable path 

length CaF2 windowed call set to 2.0 mm, the FTIR spectra of complexes 1–3, and their hydrogen 

bonded dimers were recorded in DCM across a range of concentrations from 2.3 mM to 0.26 mM.  

After solvent subtraction, the n(CO) bands of the carboxylic acid were fit as two, well-resolved 

Gaussian functions (see appendix 3.5, Figure 3.10–Figure 3.12) to obtain the integrated spectral 

areas of each band (see appendix 3.5, Table 3.5). After obtaining the integrated spectral area for 

the monomer and dimer bands, KD was determined by equation 3.2, using a 1:1 self-dimerization 

model (Figure 3.3).42 

["]$
%&

= (
)&ℓ

+ , -./
()&ℓ)2

3A5   (3.2) 

Here, [M]0 is the stoichiometric concentration of the solute, Am is the integrated spectral area of 

the monomer band, em is the molar absorptivity and ℓ is the cell path length.  While previous 

studies have shown that the electronic couplings in complexes (12)––(32)–, and Ru3O clusters in 

general, have a large dependence on the electron–donating nature of the ancillary pyridine 

ligand.38-39, 45-50  While similar trends between the donor-strength of the ancillary ligand and the 

equilibrium dimerization constant would be expected, no general trend in KD is observed and the 

dimerization constants remain largely independent of the ancillary ligand (Table 3.1, KD (M–1): 1 

= 119 (6), 2 = 75 (5), 3 = 130 (8)). In addition to treatment of the monomer band, KD can also be 

determined by consideration of the dimer band through equation 3.3. 
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Figure 3.2. (left) FTIR spectra of 1–3 (top to bottom) in DCM at 25 °C.  (right) n(CO) region 
highlighting the monomer and dimer n(CO) bands 
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Figure 3.3. (left) Linear regression of the integrated spectral areas for 1–3 (top to bottom). Left 
side plots represent the monomeric band while the right side represents the dimer band.  [M]0 is 
the stoichiometric concentration of the solute, Am and Ad are the integrated spectral areas of the 
monomeric and dimeric bands respectively, em and ed are the molar absorptivity of the monomeric 
and dimeric species respectively, and 𝓵 is the cell pathlength.  
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Table 3.1. Equilibrium dimerization constants (KD) of the neutral complexes 1–3 in DCM at 25 °C 
determined from equations 3.2 and 3.3. 

Complex KD (monomer band, M–1) KD (dimer band, M–1) KD (average, M–1) 

1 119 (6) 450 (70) 290 (40) 

2 75 (5) 240 (90) 160 (50) 

3 130 (8) 600 (200) 400 (100) 

Table 3.2. Measured neutral dimerization constants (KD) for 1–3 in DCM at 25 °C using equation 
3.4 derived from the infinite dilution model. 

Complex KD (Eq. 3.4, M–1)  KD (Eq. 3.2, M–1) 

1 120 (7) 119 (6) 

2 73 (5) 75 (5) 

3 126 (9) 130 (8) 

It is important to note that determination of KD should remain independent of n(CO) band choice, 

when the dimer carboxylic acid n(CO) band is used (Figure 3.3), a larger degree of uncertainty is 

found between the values (Table 3.1, KD (M–1): 1 = 450 (70), 2 = 240 (90), 3 = 600 (200)).  This 

discrepancy is attributed to errors in the integration of the dimer n(CO) band arising from errors 

in the Gaussian fits compounded by solvent background subtraction.  This is effect is most clearly  

observed in the overlaid FTIR spectrum of DCM with complexes 1–3 (Figure 3.13), where a weak 

absorbance for DCM in the vicinity of 1730–1700 cm–1 coincides with the dimer n(CO) band.  

Regardless, further support for these results can be found upon extrapolation of the dimerization 

model to infinite dilution through equation 3.4 as detailed by Luck (Figure 3.4).51 Here, all values 

have their usual meanings, and excellent agreement is found upon comparison to those values 

as determined by equation 3.2 (Error! Reference source not found.). All results support the n

otion that 1–3 form weak hydrogen bonds in solution at 25 °C (DGD (kcal mol–1): 1: –2.83 (0.02), 

2: –2.56 (0.04), 3: –2.88 (0.04)). 

FG
[H]$

= 𝜀J − KL
MG
,-(FG)

2

[H]$
3    (3.4) 
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Figure 3.4. Linear regression of the integrated spectral areas for 1–3 (top to bottom) using 
equation 3.4 derived from the infinite dilution model. 
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Figure 3.5.  Electronic absorption spectra of (12)2–

 (top), (22)2– (bottom, left), and (32)2– (bottom, 
right) in THF at 25 °C.  Gaussian fits of the lowest concentration have been included highlighting 
the appearance of monomer (blue, dashed) and dimer (green, dashed) bands composing the 
broadened ICCT band. 

Previous 1H DOSY NMR experiments have shown that in their singly reduced state, 1–3 exist as 

hydrogen bonded dimers, supporting a dimerization constant (K2–) ³ 103 M–1.39  These findings 

are further confirmed through determination of K2– by UV/vis/nIR absorption spectroscopy.  

Applying the same methodology for the determination of KD, the absorption spectra of (12)2–, (22)2–

, and (32)2– in THF displays a broadened, intra-cluster charge transfer (ICCT) band in the visible 

region for both the anionic monomers, (1)–, (2)2–, (3)–, and the dianionic, hydrogen-bonded dimers 

(12)2–, (22)2–, (32)2– (Figure 3.5).  Upon comparison of the electronic spectra of similar homoleptic 

clusters ([Ru3(µ3-O)(OAc)6(CO)(L1)2]– where L1 = cpy, py, or dmap), which are incapable of 

dimerizing, it is clear to see that the broadened ICCT band consists of both monomeric and 

dimeric contributions (Figure 3.5 and Figure 3.6).38-39, 45, 48-49  In lieu of determining spectral areas,  
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Figure 3.6. Electronic absorption spectra of (12)2– and [Ru3(µ3-O)(OAc)6(CO)(cpy)2]–  (left) and of 
(22)2– and [Ru3(µ3-O)(OAc)6(CO)(py)2]– (right) in THF at –25 °C with Co(cp*)2 used as the chemical 
reductant.  

Table 3.3. Measured dianionic dimerization constants (K2–) for (1)––(3)– in THF at 25 °C using 
equation 3.2 and equation 3.4. 

Complex K2– (Eq. 3.2, M–1)  K2– (Eq. 3.4, M–1) 

(1)– 2000 (400) 2000 (400) 

(2)– 2200 (300) 2200 (300) 

(3)– 2500 (300) 2700 (300) 

 
the peak heights of the monomeric band ((1)–: 612 nm, (2)–: 487 nm, (3)–: 550 nm) were used in 

conjunction with equation 3.2 and K2– was found to range from 2000 to 2500 M–1 (Figure 3.7; 

Table 3.3; K2– (M-1): (1)–: 2000 (400), (2)–: 2200 (300), (3)–: 2500 (300)).  These values are further 

supported by use of equation 3.4 (infinite dilution model), where the values are found to be nearly 

identical within experimental error (Figure 3.7; Table 3.3; K2– (M-1): (1)–: 2000 (400), (2)–: 2200 

(300), (3)–: 2700 (300)), and indicate the formation of moderately strong hydrogen bonds in 

solution (DG°2- (kcal mol–1), (1)–: –4.5 (0.1), (2)–: –4.56 (0.08), (3)–: –4.63 (0.07)).   
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     (3.5) 

[𝑀]O
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Figure 3.7. (left) Linear regression of the spectral heights for (12)2- (top), (22)2-  (middle), and (32)2- 

(bottom) following equation 3.2. (right) Linear regression of the spectral heights for (12)2- (top), 
(22)2-  (middle), and (32)2- (bottom) following equation 3.4.  Here, [M]0 is the stoichiometric 
concentration of the solute, Hm is the peak height of the monomer band, em is the molar 
absorbtivity of the monomer bands, and 𝓵 is the cell path length. 
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Figure 3.8. Cyclic (right) and differential pulse (left) voltammograms of 1–3 at analyte 
concentrations of ~2.7 mM, in DCM with 0.1 M TBAPF6 as the supporting electrolyte and Fe(cp*)2 
as an internal standard.  CVs were recorded at 100 mVs and referenced to the Fc+/0 redox couple. 

The comproportionation constant (KC), is largely a measure of the thermodynamic stability 

of the mixed-valent (1–) state with respect to the isovalent states (0 and 2–) and can be 

determined from the electrochemical splitting (DE) of the 0/– and –/2– redox couples as measured 

by cyclic voltammetry through equation 3.5.52 
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For complexes 1–3, the values for KC were determined from the electrochemical splitting’s of the 

oxidative features observed on the return sweep of the cyclic voltammograms (CVs, Figure 3.8).38-

39  At 23 °C in DCM, KC is found to be on the order of 106 for all clusters (1: KC = 1.09 (0.04) x 106, 

2: KC = 32. (0.1) x 106, 3: KC = 4.8 (0.2) x 106).  Unlike KD, KC is observed to increase with 

increasing pKa of the ancillary ligand, suggesting the formation of more thermodynamically stable 

mixed-valence ions as more donating pyridine ligands are used. 

Utilizing equation 3.1, KMV was found to be on average four orders of magnitude larger 

than KD, three orders of magnitude larger than K2–, and range from 0.5 to 1.2 x 106 M–1 in DCM 

(Table 3.5).  Much like KC, KMV was also observed to increase linearly with as more electron-

donating pyridine ligands (See appendix 3.5, Figure 3.14, pKa: 1, cpy = 1.9; 2, py = 5.1; 3, dmap 

= 9.2) were used.  This behavior indicates the formation of more highly coupled, hydrogen-bonded 

mixed valence anions when electron-rich pyridine ligands are used. This effect is be best 

explained through a ligand-field description, where the use of stronger field pyridine ligands raises 

the Ru3O dp manifold into closer energetic alignment with the isonicotinic acid p* orbitals.46  This 

ultimately gives rise to more resonant delocalization across the hydrogen-bond, where the direct 

mixing of metal center and bridging ligand wave-functions provides an indirect method for donor-

acceptor overlap to occur.38  The difference in free energies obtained between KMV, KD, and K2– 

(DDG°, Table 3.4) reveal the relative stabilities of the mixed-valent states relative to the two  

Table 3.4. Equilibrium dimerization constants for complexes 1–3 in DCM at 25 °C. 

Complex KD (M–1) K2–  
(103 M–1)a 

KC  
(106) 

KMV 

 (106 M–1) 
DDG°D 

(kcal/mol)b
 

DDG°2– 
(kcal/mol)b

 

1 119 (6) 2.0 (0.4) 1.09 (0.04) 0.5 (0.1) –4.95 (0.07) –3.3 (0.1) 

2 75 (5) 2.2 (0.3) 3.2 (0.1) 0.7 (0.1) –5.4 (0.1) –3.4 (0.1) 

3 130 (8) 2.5 (0.3) 4.8 (0.2) 1.2 (0.1) –5.43 (0.06) –3.68 (0.08) 
aValue for K2– was determined in THF with Co(cp*)2 used as a chemical reductant. 
bDDG°D = DG°MV – DG°D and DDG°2– = DG°MV – DG°2– 
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Figure 3.9.  Relative free energy diagram of hydrogen-bond formation showing the additional 
stabilization of hydrogen bonds participating in electron delocalization. 

isovalent, hydrogen-bonded states. On average, a stabilization –5.27 (0.04) kcal mol–1 (1850 (10) 

cm–1) and –3.47 (0.06) kcal mol–1 (1210 (20) cm–1) is gained upon the formation of the mixed-

valent, hydrogen-bonded dimers ((12)-, (22)-, and (32)-), relative to the neutral (12, 22, and 32) and 

dianionic ((12)2-, (22)2-, and (32)2-), isovalent states respectively (Figure 3.9). 

3.3 Conclusion 

While hydrogen bonding likely plays a small role in the stabilization of the mixed-valent 

states, the large observed stabilization appears to be derived primarily from electron exchange.  

It is believed that significant mixing of the metal and bridging ligand wave functions in the mixed-

valent states provides larger than expected electronic couplings between metal centers 

traditionally considered too far apart or too weakly interacting to support significant electronic 

interaction.  To our knowledge, this is the first determination of a significant increase in the 

strength of hydrogen-bonding when those bonds participate in the delocalization of an electron. 
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3.4 Experimental 

Preparation and Purification. 

 Complexes 1–3 were synthesized following previously reported procedures.38-39  The 

isonicotinic acid was used as received from MP Biomedical Inc. while decamethyl ferrocene and 

decamethyl cobaltocene were received from Sigma-Aldrich, and used after sublimation at 2 x 10-4 

torr.  The dichloromethane (DCM) and tetrahydrofuran (THF) were purchased from VWR 

International LLC, deoxygenated and dried over alumina columns on a custom built solvent 

system under and argon atmosphere and stored over activated 4 Å molecular sieves in a nitrogen 

filled glove box. 

Chemical Reductions. 

 Stock solutions of 0.60 mM of 1–3 and 3.60 mM of Co(cp*)2 were prepared in dry THF 

under an inert atmosphere. From the stock solution of 1–3, five aliquots were prepared for each 

sample directly into an air tight 10 mm path length quartz cuvette ranging in concentrations from 

0.13 mM to 0.03 mM. The absorption spectrum of each aliquot was recorded prior to reduction to 

determine the exact molarity of each aliquot. A stoichiometric amount of Co(cp*)2 was then 

injected into each aliquot, using a Hamilton gas-tight micro-syringe, to fully reduce the samples 

by one electron. After injection the cell was sealed and the absorption spectrum was promptly 

collected. 

FTIR Data Collection and Analysis. 

 Infrared spectra were collected on a Bruker Equinox 55 FTIR spectrometer using a 

SPECAC variable path length IR cell with CaF2 windows set to a path length of 2.0 mm. Solutions 

were prepared in a glove box under a nitrogen atmosphere using pre-dried DCM and 

subsequently analyzed. After solvent subtraction, the carboxylic acid n(CO) bands were fit to two, 

well resolved Gaussian functions using the Igor Pro software to obtain integrated spectral areas 

used in the equilibrium analysis.  



 74 

UV/visible Data Collection and Analysis. 

UV-visible spectra were collected on a Shimadzu UV–3600 UV/vis/NIR spectrometer. 

Samples from the determination of KD were taken directly from FTIR solutions and enclosed in a 

1.0 mm path length, while samples for determination of K2– were diluted directly into air tight 10 

mm path length quartz cuvettes from stock solutions of 1–3 and subsequently reduced with 

Co(cp*)2. 

Electrochemical Measurements.  

Electrochemistry was performed on a BASi Epsilon potentiostat, in dried degassed DCM 

with 0.1 M tetrabutylammonium hexafluorophosphate (TBAPF6, recrystallized from MeOH 

vacuum dried at 80 °C) used as a supporting electrolyte. Cyclic voltammograms (CVs) and 

differential pulse voltammograms (DPVs) were recorded at 298 K with ~ 2.7 mM analyte 

concentrations using a three-electrode setup consisting of a glassy carbon working electrode (3 

mm diameter), a Pt auxiliary electrode, and an Ag/AgCl wire reference electrode. All samples 

were referenced to the ferrocene +/0 redox couple using an internal standard of decamethyl 

ferrocene (E1/2 = -0.59 vs Fc+/0). 

3.5. Appendix. 

Chapter 3: The majority of the material in this chapter comes directly from a 

manuscript entitled “Effects of electron on hydrogen bonds,” by Tyler M. Porter, Gavin 

P. Heim, and Clifford P. Kubiak, is published in Chemical Science, 2017, 8, 7324–7329. 

The dissertation author is the primary author. 

Derivation of KMV Cross Relation: 

 

M M M2+

M (M)– (M)2
–+

(M)– (M)– (M)2
–2+

M2 (M)2
–2 2 (M)2

–+

KD

K–2

KC

KMV
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[𝟏]- = [(𝟏)2]
Kd

  [(𝟏)-e] = 𝐾f[(𝟏)--e][(𝟏)-]   [(𝟏)e] = [(𝟏)22g]
K2g

 

(𝐾Jh)- =
𝐾f[(𝟏)--e][(𝟏)-]

R[(𝟏)-]𝐾i
V R
[(𝟏)--e]
𝐾-e

V
 

(𝐾Jh)- = 𝐾f𝐾-e𝐾i 

𝐾Jh = (𝐾f𝐾-e𝐾i)(/- 

Derivation of Dimerization Model: 

Consider a 1:1 self-dimerization: 

M+M ⇌ M- 

Kl =
["2]
["]2

     [M]O = [M] + 2[M-] 

Solving the mass balance for [M2] and substituting into KD 

Kl =
[M]O − [𝑀]
2[M]-

 

Using the quadratic equation to solve for [M] and keeping the positive solution yields: 

[M] =
−1 + (1 + 8𝐾i[𝑀]O)(/-

4𝐾i
 

Multiplying top and bottom by the conjugate of (−1 − (1 + 8𝐾i[𝑀]O)
;
2) yields: 

[M] =
2[𝑀]O

1 + (1 + 8𝐾i[𝑀]O)(/-
 

Substitution of [M] into mass balance equation and solving for [M2] yields: 

[M-] =
[𝑀]O
2

−
2[𝑀]O

1 + (1 + 8𝐾i[𝑀]O)(/-
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Combine using a common denominator of 2(1 + (1 + 8𝐾i[𝑀]O)
;
2) 

[M-] =
[𝑀]O R1 + (1 + 8𝐾i[𝑀]O)

(
-V − 2[𝑀]O

2 R1 + (1 + 8𝐾i[𝑀]O)
(
-V

 

[M-] = Y
[𝑀]O
2
Zo

(1 + 8𝐾i[𝑀]O)
(
- − 1

(1 + 8𝐾i[𝑀]O)
(
- + 1

p 

From the above we end at two expressions for the monomer and dimer concentrations in solution. 

[M] = -[H]$
(q((qrKd[H]$);/2

   [M-] = ,[H]$
-
3 Y((qrKd[H]$)

;
2e(

((qrKd[H]$)
;
2q(

Z 

 

Using the Beer-Lambert law we can then describe the absorbance of monomer and dimer 

bands as follows: 

A5(νt) = ε5(νt)ℓ[M]   A8(νt) = ε8(νt)ℓ[M-] 

Where A5(νt) and A8(νt) are the absorbance of the monomer and dimer at a specific 

wavelength, ε5(νt) and ε5(νt) are the molar absorptivity at νt, and ℓ the optical path length. The 

integrated absorbance of the whole band is then given by: 

A5 = (ℓ[M])∫ ε5(νt)dνt   A8 = (ℓ[M-])∫ ε8(νt)dνt 

Where Am and Ad are now the integrated absorbance’s of the monomer and dimer bands 

respectively and ∫ ε5(νt)dνt and ∫ ε8(νt)dνt are the molar absorptivity’s of the monomer and dimer 

bands respectively. Substituting in for the concentrations of [M] and [M2] then yields: 

A5 = -["]$)&ℓ
(q((qr./["]$);/2

   A8 = ,)6ℓ["]$
-

3 Y((qr./["]$)
;
2e(

((qr./["]$)
;
2q(

Z 
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Focusing on the monomer equation, we can divide the first and last terms by 2[𝑀]Oε5ℓ and 

inverting the resulting fraction yields: 

2[M]Oε5ℓ
A5

= 1 + (1 + 8Kl[M]O)(/- 

If we set 𝑎 = -["]$)&ℓ
%&

, subtract by unity, take the squares of both sides, and simplify we arrive at: 

(a − 1)- = 1 + 8Kl[M]O 

a- − 2a + 1 = 1 + 8Kl[M]O 

a- = 2a + 8Kl[M]O 

Y
2[M]Oε5ℓ

A5
Z
-

=
4[M]Oε5ℓ

A5
+ 8Kl[M]O 

We can then linearize by dividing both sides by ,y)&
2ℓ2[H]$
FG

3 

R
A5

4ε5-ℓ-[M]O
V Y
2[M]Oε5ℓ

A5
Z
-

= Y
4[M]Oε5ℓ

A5
+ 8Kl[M]OZ R

A5
4ε5-ℓ-[M]O

V 

[M]O
A5

= R
2Kl
ε5-ℓ-V

A5 +
1
ε5ℓ

 

We can treat the dimer band in the same manner, remembering that: 

A8 = Y
ε8ℓ[M]O

2
Zo

(1 + 8Kl[M]O)
(
- − 1

(1 + 8Kl[M]O)
(
- + 1

p 

Divide both sides of the equation by ,)6ℓ["]$
-

3: 

2A8
ε8ℓ[M]O

=
(1 + 8Kl[M]O)

(
- − 1

(1 + 8Kl[M]O)
(
- + 1

 

Using the relationship if z
{
= |

U
 then zq{

ze{
= |qU

|eU
 is we can reduce to the following: 
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ε8ℓ[M]O + 2A8
ε8ℓ[M]O − 2A8

= (1 + 8Kl[M]O)
(
- 

𝑎 = ε8ℓ[M]O       𝑏 = 2A8 

𝑐 = (1 + 8Kl[M]O)
;
2      𝑑 = 1 

Again using the relationship that if z
{
= |

U
 then  ze{

{
= |eU

U
 we arrive at: 

ε8ℓA8
Kl

= (ε8ℓ[M]O − 2A8)- 

We can then linearize the expression by taking the square roots of both sides and dividing by 

[M]0 we get: 

ε8(/-ℓ(/-A8(/-

[𝑀]OKl(/-
= ε8ℓ −

2A8
[𝑀]O

 

2A8
[𝑀]O

= ε8ℓ − R
ε8ℓ
Kl

V
(/-

o
A8

(
-

[𝑀]O
p 

We now have two linear expressions for the determination of KD from both the monomer band 

and the dimer band. 

[M]O
A5

= R
2Kl
ε5-ℓ-V

A5 +
1
ε5ℓ

 

2A8
[𝑀]O

= ε8ℓ − R
ε8ℓ
Kl

V
(/-

o
A8

(
-

[𝑀]O
p 

Where now a plot of ["]$
%&

 vs. A5 would yield a line with a slope p = , -./
)&2ℓ2

3 and an intercept of 

q = (
)&ℓ

 where KD can then be found by: 

p = -./
)&2ℓ2

     q = (
)&ℓ
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Kl =
p
2q-

 

ε5 = R
1
qV R

1
ℓV

 

While a plot of -%6
[H]$

 vs. %6
;
2

[H]$
 would yield a line with a slope p = −,)6ℓ

./
3
(/-

 and intercept q = ε5ℓ 

where KD could then be found by: 

p = −,)6ℓ
./
3
;
2     q = ε5ℓ 

Kl =
q
p-

 

ε5 =
q
ℓ
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Figure 3.10.  FTIR Gaussian fits of n(COOH) stretching region of 1 in DCM. 
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Figure 3.11. FTIR Gaussian fits of n(COOH) stretching region of 2 in DCM. 
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Figure 3.12. FTIR Gaussian fits of n(COOH) stretching region of 3 in DCM. 
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Figure 3.13. (top) FTIR spectrum of DCM at a path length of 2.0 mm. (bottom) Overlaid FTIR 
spectra of DCM and solvent subtracted 1–3, noting the overlapping absorbances in the vicinity of 
1730–1700 cm–1. 

 

Figure 3.14. Plot of KMV vs. pyridine pKa. 
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Table 3.5. Integrated spectral areas and concentrations of the carboxylic acid n(CO) band for 1–
3 in DCM obtained from the Gaussian fits presented in Figure 3.10–Figure 3.12.  Note that the 
absorbance for the dimer band at 0.25 mM was not great enough to obtain an accurate fit and 
area. 

Complex Concentration (mM) Am Ad 

1 

1.825 (0.009) 2.59 (0.02) 0.61 (0.03) 

1.664 (0.006) 2.38 (0.02) 0.53 (0.02) 

1.417 (0.004) 2.10 (0.02) 0.42 (0.02) 

1.179 (0.003) 1.81 (0.02) 0.33 (0.02) 

0.960 (0.003) 1.50 (0.01) 0.24 (0.02) 

0.717 (0.002) 1.16 (0.01) 0.15 (0.01) 

0.483 (0.007) 0.814 (0.007) 0.086 (0.009) 

0.250 (0.003) 0.450 (0.006) ---- 

2 

2.28 (0.01) 2.59 (0.02) 0.55 (0.03) 

2.130 (0.008) 2.47 (0.02) 0.49 (0.03) 

1.82 (0.01) 2.19 (0.02) 0.41 (0.02) 

1.534 (0.005) 1.89 (0.02) 0.31 (0.02) 

1.239 (0.004) 1.57 (0.01) 0.21 (0.02) 

0.942 (0.002) 1.24 (0.01) 0.14 (0.01) 

0.650 (0.003) 0.862 (0.008) 0.08 (0.01) 

0.317 (0.001) 0.440 (0.004) --- 

3 

2.20 (0.01) 2.51 (0.02) 0.55 (0.03) 

1.92 (0.02) 2.28 (0.02) 0.47 (0.02) 

1.676 (0.007) 2.06 (0.02) 0.38 (0.02) 

1.479 (0.005) 1.85 (0.02) 0.32 (0.02) 

1.230 (0.004) 1.61 (0.01) 0.23 (0.02) 

0.979 (0.004) 1.32 (0.01) 0.18 (0.01) 

0.762 (0.003) 1.042 (0.009) 0.13 (0.01) 

0.492 (0.002) 0.713 (0.006) --- 
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Chapter 4                                                    

Stable Mixed-Valent Complexes Formed 

by Electron Delocalization Across 

Hydrogen Bonds of Pyrimidinone-Linked 

Metal Clusters. 

 
4.1 Introduction 

 We recently reported a methodology to compare the strengths of hydrogen bonds in 

mixed-valent, hydrogen-bonded complexes both in the presence and absence of electron 

exchange.1  By employing hydrogen bonds of isonicotinic acid to link the two Ru3O redox centers, 

we found that stabilities of the mixed-valent state were significantly greater than those of the two 

isovalent states.1  Determination of the formation constants for the hydrogen bonds in all of the 

redox states directly showed that electron exchange across the hydrogen bond imparts about  
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Figure 4.1. Structure of the free monomers (top) and the hydrogen bonded dimers (bottom) when 
X = CN (4-cyanopyridine, cpy, 1), H (pyridine, py, 2) or N(CH3)2 (4-dimethylaminopyridine, dmap, 
3). 

3–5 kcal mol–1 of stability to hydrogen bonding relative to the hydrogen bonds formed in the 

isovalent states.  Applying a similar methodology herein, we report on the observation of a 

hydrogen-bonded, mixed-valent dimer of oxocentered triruthenium clusters, bridged by hydrogen 

bonds of the pyrimidinone, 4(3H)-pyrimidinone (Figure 4.1). 

4.2Results and Discussion 

Complexes 1–3 were synthesized by treatment of Ru3O(OAc)6(CO)(L1)(MeOH) (where L1 

= 4-cyanopyridine (cpy), pyridine (py), or 4-dimethylaminopyridine (dmap)) with a stoichiometric 

amount of 4(3H)-pyrimidinone in a 2:1 solution of DCM:MeOH.  For all three complexes, 

investigation of the mechanism of ground state electron transfer (ET) proceeded by measurement 

of the cyclic voltammogram (CV).  Using a single compartment electrochemical cell consisting of 

a glassy carbon working electrode, a platinum auxiliary electrode, and an Ag/AgCl reference 

electrode, the CV of 1–3 was recorded in a solution of DCM with 0.1 M of tetrabutylammonium 

hexafluorophosphate (TBAPF6) as the supporting electrolyte (Figure 4.2).  At oxidative potentials, 

the usual two, reversible, single-electron oxidations are observed that correspond to the 

monomeric Ru3OIII,III,III/II,III,III (E1/2 (V): 1: 0.13, 2: 0.09,  3: 0.05 vs Fc+/0) and Ru3OIV,III,III/III,III,III (E1/2 (V): 

1: 0.91, 2: 0.88,  3: 0.79 vs Fc+/0)  redox couples.2  Upon sweeping to reducing potentials however,  
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Figure 4.2. Cyclic voltammograms of 1–3 in DCM (black) and DMSO (red) at 23 °C.  CVs were 
recorded at 100 mV/s with analyte concentrations of ca. 2.0 mM and referenced to the Fc+/0 redox 
couple using an internal standard of ferrocene. 

all three clusters display one, quasi-reversible response (E1/2 (V): 1: –1.29, 2: –1.45,  3: –1.56 vs 

Fc+/0) one reversible response (E1/2 (V): 1: –1.44, 2: –1.65,  3: –1.79 vs Fc+/0) respectively, and 

one irreversible, oxidative response (Ea (V): 1: –0.98, 2: –1.08, 3: –1.17 vs Fc+/0) on the return 

sweep.  Furthermore, differential pulse voltammetry (DPV) confirms that all redox features are 

single-electron processes, and the electrochemical behavior was additionally observed to be both 
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scan rate and solvent dependent.  As the scan rate is increased, the second reduction (E1/2 (V): 

1: –1.44, 2: –1.65, 3: –1.79 vs Fc+/0) and irreversible re-oxidation (Ea (V): 1: –0.98, 2: –1.08, 3: –

1.17 vs Fc+/0) are both observed to nearly vanish, while the first reduction (E1/2 (V): 1: –1.29, 2: –

1.45, 3: –1.56 vs Fc+/0) gains considerable reversibility (See appendix 4.5, Figure 4.9). Upon 

dissolution of 1–3 into dimethyl sulfoxide (DMSO), a solvent known to interrupt hydrogen bonds, 

only a single reversible response is observed (Figure 4.2, E1/2 (V): 1: –1.16, 2: –1.31, 3: –1.42 vs 

Fc+/0).  These results are consistent with the formation of hydrogen-bonded mixed valent dimers 

in DCM but not DMSO. 

 The electrochemical behavior for complexes 1–3 is be best described as following an ECE 

mechanism, where after a one electron reduction (E), a chemical step occurs (C, self-

dimerization) which is then followed by a second reduction (E, see appendix 4.5, Figure 4.10).  In 

the CVs of 1–3, the first quasi-reversible reduction (E1/2 (V): 1: –1.29, 2: –1.45, 3: –1.56 vs Fc+/0) 

corresponds to reduction of neutral monomers (1, 2, 3) to form anionic monomers ((1)–, (2)–, (3)–

).  The anionic monomers then rapidly dimerize with neutral monomers in the diffusion layer 

forming mixed-valent, hydrogen bonded dimers ((12)–, (22)–, (32)–).  At the second, reversible 

reduction (E1/2 (V): 1: –1.44, 2: –1.65, 3: –1.79 vs Fc+/0) the mixed-valent, hydrogen bonded dimers 

are reduced by a second electron forming the isovalent, dianionic, hydrogen-bonded state ((12)2–

, (22)2–, (32)2–).  Upon reversal of the scan direction, the first oxidative feature (E1/2 (V): 1: –1.44, 

2: –1.65, 3: –1.79 vs Fc+/0) corresponds to re-oxidation of the isovalent, dianionic, hydrogen-

bonded state to form the mixed-valent, hydrogen bonded dimers ((12)–, (22)–, (32)–).  Due to 

electron exchange occurring across the hydrogen bonds, this state is sufficiently stable to persist 

until is subsequent re-oxidation (Ea (V): 1: –0.98, 2: –1.08, 3: –1.17 vs Fc+/0) whereby neutral 

dimers (12, 22, 32) are formed, which then rapidly dissociate into neutral monomers.   

 The stability of the mixed valent state is expressed by the comproportionation constant 

(equation 4.1): 
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K" = e
%&∆(
)*      (4.1) 

Here, one needs only to know the difference between the potentials relating the two isovalent 

states to the mixed-valent state.  For complexes 1–3, this is taken as the difference between the 

two oxidative features observed on the return sweep (DE1/2 (V): 1: 410 mV, 2: 470 mV, 3: 530 mV 

vs. Fc+/0), where splittings correspond to comporportionation constants on the order of 107 (KC 

(107): 1: 0.86, 2: 8.9, 3: 92 vs. Fc+/0).  These splittings are on average 90 mV larger than those 

observed for their isonicotinic counterparts (Figure 4.1, 4–6), described in previous studies (DDE 

= DEpyrim – DEina: 1: 53 mV, 2: 85 mV, 3: 135 mV),1, 3-4 and indicate the formation of highly stable 

mixed valence anions with respect to the two isovalent states. 

 These observations are further supported by determination of the formation constants for 

the relevant redox states.  In general, any mixed-valent hydrogen-bonded system can be 

described by a series of four dimerization equilibria (Figure 4.3).  KD and K2– are the equilibrium 

constants for the two isovalent states, which describe the self-dimerization of the neutral and one-

electron reduced clusters respectively.  KC is the comproportionation constant and KMV is the 

equilibrium dimerization constant of the mixed-valent state.1  In the presented systems, these 

terms describe the thermodynamics of formation and the relative degree of stability gained from 

charge transfer across a hydrogen bond.  

Applying these ideas with complex 2 and using the 1:1 dimerization model described 

previously in Chapter 3, we find that 2 exists primarily as monomers in solution with a dimerization 

constant of KD = 360 M–1 in the isovalent neutral state (Figure 4.4).  While studies for complexes 

1 and 3 are underway, owing to their similar chemical nature, complexes 1 and 3 are expected to 

have dimerization constants of similar magnitudes.  The equilibrium constant of the doubly  
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Figure 4.3. Dimerization equilibria of a mixed-valent hydrogen-bonded system in solution. 
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Figure 4.4. (top) FTIR dilution spectra of 2 in DCM at 23 °C used in determination of the neutral 
dimerization constant KD. (bottom) Linear regressions of the integrated spectral areas of the 
monomer (left) and dimer (right) bands using the aforementioned 1:1dimerization model. Spectral 
deconvolutions and areas are shown in appendix 4.5 as Figure 4.11 and Table 4.3. 
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Table 4.1. Equilibrium dimerization constants for complexes 1–6 in DCM at 25 °C. 

Complex KD (M–1) K2– (M–1) KC (106) KMV (106 M–1) DDG°D (kcal/mol)a DDG°2–(kcal/mol)b 

1 360c 1000c 8.59 1.8 –5.03 –4.4 

2 360 1000c 88.8 5.7 –5.7 –5.1 

3 360c 1000c 919 18.2 –6.41 –5.81 

4 119 2000 1.09 0.5 –4.95 –3.3 

5 75 2200 3.2 0.7 –5.4 –3.4 

6 130 2500 4.8 1.2 –5.43 –3.68 
aDDG°D = DG°MV – DG°D 
bDDG°2– = DG°MV – DG°2– 
cEstimated values were used. 

reduced states (K2–) for 1–3 however is much more difficult to determine but it can be estimated 

from the electrochemical experiments. The observation of a small return oxidation in both the CVs 

and DPVs (Figure 4.2, E1/2 (V): 1: –1.29, 2: –1.45, 3: –1.56 vs Fc+/0) corresponding to the re-

oxidation of anionic monomers, (1)–, (2)–, and (3)–, suggests that the doubly reduced state is 

weakly hydrogen-bonded and a small amount dissociates into reduced  monomers upon 

formation.  However, the fact that an appreciable amount of dimer is observed in the DPV (Figure 

4.9) suggests that a majority of the complex is still dimerized.  By comparison with the isonicotinic 

acid systems,1 where monomer reoxidation was not observed and K2– was calculated to be near 

2200 M–1 we estimate K2– to be on the order of 1000 M–1 for (12)2––(32)2–. 

 With the relevant formation constants known, KMV can then be determined through 

equation 4.2: 

KMV = (KD K2– KC)    (4.2) 

For complex 2, where KD is explicitly known, KMV is found to be four orders of magnitude larger 

than KD and three orders of magnitude larger than K2– with a value near 6 x 106 M–1.  Assuming 

complexes 1 and 3 have a similar magnitude for KD as complex 2, estimations place KMV to be on 

a similar order of magnitude near 2 x 106 M–1 and 18 x 106 M–1 for 1 and 3 respectively (Table 

4.1).  Here, these results suggest that on average the hydrogen-bonded mixed-valent state is 5.7   
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Figure 4.5. Infrared spectroelectrochemical (IRSEC) spectra of the n(CO) region for 2 in DCM at 
each oxidation state. The neutral isovalent state, (2) is shown in black, the hydrogen-bonded 
mixed-valent state, (22)– is shown in red, and the doubly-reduced isovalent state, (22)2– is shown 
in red. Note the, significantly broadened, partially coalesced n(CO) bands in the hydrogen-bonded 
mixed-valent state (blue). 

kcal mol–1 (1994 cm–1) and 5.1 kcal mol–1 (1784 cm–1) more stable than the isovalent neutral and 

doubly reduced dimers respectively.  These findings suggest that complexes 1–3 have a strongly 

delocalized electronic structure in their mixed-valent state that extends from the Ru3O redox 

centers, through the p system of the pyrimidinone ligand, and ultimately, across their hydrogen 

bonds. 

Perhaps the most remarkable aspect of the pyrimidinone systems however, is that 

complex 2 exhibits significantly broadened, partially coalesced n(CO) bands in its hydrogen-

bonded mixed-valent state (Figure 4.5).  This behavior has not been previously observed in a 

hydrogen-bonded mixed-valent complex before and allows estimation of the rate of ET by 

application of an optical Bloch equation line shape analysis, a well-documented procedure for the 

covalently bridged pyrazine clusters extensively studied by our lab.2, 5-6 Simulation of the FTIR 

line shape proceeded through the use of the MATLAB program Zoerbex developed by the Harris  
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Table 4.2. Summary of values used for the Zoerbex input. 

Peak Center (cm–1) 1885 1930 
Lorentzian Width (cm–1) 13 7 
Gaussian Width (cm–1) 15 18 

Population 1.29 1 

  

Figure 4.6. (left) Spectral deconvolution of 2 using two Voigt functions centered about 1985 and 
1930 cm–1. (right) Comparison of the experimental FTIR (black trace) to the simulated FTIR at 
different exchange time constants (t, dashed traces). The best agreement is found when the time 
constant is equal to 2.6 ps. 

t lab.7 The dynamic FTIR line shapes in the program are simulated using the optical Bloch 

formalism where two species exchange 100% of their intensity with a rate of kex. The program 

simulates vibrational spectra by Fourier transformation of the vibrational time correlation function 

into the frequency domain.  Simulated FTIR spectra are represented as Voigt line shapes where 

the center peak frequencies, the Gaussian and Lorentzian FWHM, populations of each 

exchanging species, and their exchange time constant are taken as inputs. 

To best determine the input parameters, the IRSEC spectra was fit to two well resolved 

Voigt functions (Figure 4.6) whose parameters were then taken as the input for the Zoerbex 

program (Table 4.2). The exchange time constant, t, was manipulated until simulated spectra 

were in good agreement with experiment (Figure 4.6).  The best agreement between experiment 

and theory was found when the exchange time constant was set to 2.6 ps, giving a rate of electron 

transfer (ket) near 3.8 x 1011 s–1.  These estimates are in excellent agreement with those of similar  
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Figure 4.7. Infrared spectroelectrochemical (IRSEC) spectra of 1 (black, 4.85 mM) when the 
potential is fixed at –1200 mV. Also shown for comparison is the IRSEC of the corresponding 
isonicotinic acid bridged clusters (blue) and the covalently linked pyrazine bridged clusters (red). 

Ru3O systems where the predicted rate of ET in 1 lies between the moreweakly coupled 

isonicotinic acid systems and the more highly coupled pyrazine bridged systems (Figure 4.7). It 

is important to note, that the application of such an analysis has been heavily debated in the 

literature,8-11 as many processes in addition to chemical exchange such as inhomogeneous 

broadening, solvent environment fluctuation and other dynamic processes can contribute to the 

overall FTIR lineshape. Until these systems can be the subjects of higher order spectroscopic 

analysis, and in view of the well documented nature of ultrafast ET in similar mixed-valent Ru3O 

systems,2, 5-6 the methods here provide a reasonable first estimate of kET.  

The highly delocalized electronic structure of these hydrogen-bonded mixed valent 

complexes is also partly revealed by the observation of an enormous intensity enhancement of 

the pyrimidinone amide n(NH) band (3350 cm-1) in the IR spectrum of the mixed-valent, hydrogen 

bonded state, which is absent in the neutral and doubly reduced states (Figure 4.8). Based on  
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Figure 4.8. IRSEC spectra of 1 (4.85 mM), highlighting the enormous intensity enhancement of 
the n(NH) band in the hydrogen-bonded, mixed valent state (red) in comparison to the isovalent 
neutral (black) and doubly-reduced (blue) states. 

previous studies of the pyrazine (pz) bridged dimers of trimers (Ru3O-pz-Ru3O)2, 12-14, this is a 

signature of strong vibronic coupling of the pyrimidinone amide n(NH) mode with the Ru3O 

electronic wavefunctions in the mixed-valent state.  These results suggest that the n(NH) mode 

may be an important promoter mode for ET.15-17 

4.3 Conclusion 

Together these findings demonstrate the presence of strong donor-bridge-acceptor 

coupling across hydrogen bonds, and that highly delocalized electronic structures can be attained 

in non-covalent assemblies that are often considered to be too weak to support strong electronic 

communication.  A study is forthcoming detailing the nature of electronic and vibronic coupling in 

these systems through variation of the cluster electronics by ancillary ligand substitution and 

consideration of kinetic isotope effects. 

0.07

0.06

0.05

0.04

0.03

0.02

0.01

0.00

A
bs

or
ba

nc
e 

(a
.u

.)

3500 3400 3300 3200 3100

Wavenumber (cm
-1

)

 (1)
 (12)

−

 (12)
2−

ν(NH)



 99 

4.4 Experimental 

Preparation and Purification:  

The 4-(3H)pyrimidinone (pyrim), ferrocene, and anhydrous dimethyl sulfoxide (DMSO) was 

purchased from Sigma-Aldrich. The 4-(3H)pyrimidinone was used as received, ferrocene was 

sublimed prior to use, and DMSO was sparged with argon for 10 minutes and stored over 4 Å 

molecular seives. The HPLC grade dichloromethane (DCM) and tetrahydrofuran (THF) were 

purchased from VWR International LLC, deoxygenated and dried over alumina columns on a 

Grubbs style solvent system under an argon atmosphere and stored over activated 3 Å molecular 

seives in a nitrogen filled glove box. DCM-d2 was purchased from Cambridge Isotope 

Laboratories, dexoygenated by sparging with argon for 5 minutes, and stored over 3 Å molecular 

seives in a nitrogen filled glove box. 

Ru3(µ3-O)(OAc)6(CO)(cpy)(pyrim) (1): A 20 mL scintillation vial was charged with 100 mgs (0.119 

mmol) of Ru3O(OAc)6(CO)(cpy)(MeOH),1-2 13.8 mgs (0.143 mmol) of 4-(3H)pyrimidinone, and 15 

mL of a 4:1 DCM/MeOH mixture. The resulting blue reaction mixture was stirred at room 

temperature for 24 hours and then transferred to a 50 mL round bottom flask followed by the 

addition of 10 cm3 of celite. The volatiles were removed under vacuum and flash chromatography 

with a 9:1 DCM:MeOH mixture as the elutant was used to purify the blue powder. The product, 1, 

was isolated as the second green-blue band and removal of volatiles under vacuum afforded a 

blue microcrystalline solid. Yield: 66.7 mg (0.074 mmol, 62%). 1H NMR (DCM-d2, 500 MHz): δ 

(ppm) = 11.81 (s, 1H, NH), 8.96 (s, 1H, NCHN), 8.91 (m, 2H, CH), 8.57 (d, 1H, NCH, J = 7.4 Hz), 

8.24 (m, 2H, CH), 7.09 (m, 1H, COCH), 2.08 (s, 12H, OOCH3), 1.87 (s, 6H, OOCH3). Anal. Calcd 

for C23H26N4O15Ru3: C, 30.64%; H, 2.91%; N, 6.21%; found: C, 30.46%; H, 2.82%; N, 6.32%; 

FTIR (CH2Cl2) nmax (cm-1) = 1942, 1715, 1676, 1606, 1570, 1482, 1429. UV-Vis  lmax (nm) = 589, 

437. 
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Ru3(µ3-O)(OAc)6(CO)(py)(pyrim) (2): A 20 mL scintillation vial was charged with 143.0 mgs 

(0.1760 mmol) of Ru3O(OAc)6(CO)(py)(MeOH),1-2 20.3 mgs (0.211 mmol) of 4-(3H)pyrimidinone, 

and 15 mL of a 4:1 DCM/MeOH mixture. The resulting blue reaction mixture was stirred at room 

temperature for 24 hours and then transferred to a 50 mL round bottom flask followed by the 

addition of 10 cm3 of celite. The volatiles were removed under vacuum and flash chromatography 

with a  9:1 DCM:MeOH mixture as the elutant was used to purify the blue powder. The product, 

1, was isolated as the second blue band and removal of volatiles under vacuum afforded a blue 

microcrystalline solid. Yield: 100 mg (0.1141 mmol, 65%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) 

= 13.03 (1H, s, 4(3H)-pyrimidinone: NH), 9.13 (1H, s, 4(3H)-pyrimidinone: NCHN), 9.09 (2H, d, 

pyridine: o-CH), 8.67 (1H, d, 4(3H)-pyrimidinone: NCH), 8.24 (1H, t, pyridine: p-CH), 8.07 (2H, t, 

pyridine: m-CH), 7.15 (1H, d, COCH), 2.09 (6H, s, CH3), 2.07 (6H, s, CH3), 1.86 (6H, s, CH3). 13C 

{1H} NMR (DCM-d2, 500 MHz): 222.30 (Ru-CO), 192.06 (OCO), 191.94 (OCO), 191.80 (OCO), 

163.31 (4(3H)-pyrimidinone: CO), 157.14 (4(3H)-pyrimidinone: NCH), 155.94 (4(3H)-

pyrimidinone: NCHN), 152.56 (pyridine: o-CH), 140.55 (pyridine: p-CH), 125.11 (pyridine: m-CH), 

117.39 (4(3H)-pyrimidinone: COCH), 23.96 (CH3), 23.89 (CH3), 22.18 (CH3). Anal. Calcd for 

C22H27N3O15Ru3: C, 30.14%; H, 3.10%; N, 4.79%; found: C, 30.12%; H, 3.11%; N, 4.66%; FTIR 

(CH2Cl2) nmax (cm-1) = 1942, 1718, 1687, 1678, 1608, 1572, 1543, 1486, 1450, 1426, 1417. UV-

Vis  lmax (nm) = 587 (e = 5530(70) M–1 cm–1), 350 (e = 6300(200) M–1 cm–1). 

Ru3(µ3-O)(OAc)6(CO)(dmap)(pyrim) (3): A 20 mL scintillation vial was charged with 100 mgs 

(0.117 mmol) of Ru3O(OAc)6(CO)(dmap)(MeOH),1-2 13.5 mgs (0.140 mmol) of 4-

(3H)pyrimidinone, and 15 mL of a 4:1 DCM/MeOH mixture. The resulting blue reaction mixture 

was stirred at room temperature for 24 hours and then transferred to a 50 mL round bottom flask 

followed by the addition of 10 cm3 of celite. The volatiles were removed under vacuum and flash 

chromatography with a 9:1 DCM:MeOH mixture as the elutant was used to purify the blue powder. 

The product, 3, was isolated as the second blue band and removal of volatiles under vacuum 
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afforded a blue microcrystalline solid. Yield: 79.5 mg (0.086 mmol, 74%). 1H NMR (DCM-d2, 500 

MHz): δ (ppm) = 12.13 (s, 1H, NH), 9.13 (s, 1H, NCHN), 8.93 (d, 2H, CH, J = 7 Hz), 8.72 (d, 1H, 

NCH, J = 7.8 Hz), 7.24 (d, 2H, CH, J = 7 Hz), 7.13 (d, 1H, COCH, J = 7.3 Hz), 3.30 (s, 6H, 

N(CH3)2), 2.04 (s, 6H, OOCCH3), 2.02 (s, 6H, OOCCH3), 1.81 (s, 6H, OOCCH3). Anal. Calcd for 

C24H32N4O15Ru3: C, 31.34%; H, 3.51%; N, 6.09%; found: C, 31.01%; H, 3.77%; N, 6.04%; FTIR 

(CH2Cl2) nmax (cm-1) = 1938, 1715, 1676, 1610, 1575, 1536, 1443, 1428. UV-Vis  lmax (nm) = 585, 

387. 

NMR Data Collection and Analysis. NMR spectra were recorded on a JEOL 500 MHz NMR 

spectrometer and analyzed using iNMR software. Samples were prepared in dichloromethane-d2 

and referenced to solvent residuals for 1H and 13C. A total of 16 scans of 18556 data points from 

–2 to 14 ppm were collected for 1H NMR while 256 scans of 41682 data points from –5 to 250 

ppm were collected for 13C NMR. 

Electrochemical Data Collection and Analysis: Electrochemistry was performed on a BASi 

Epsilon potentiostat in dried, degassed DCM at analyte concentrations of 2.00 mM with 0.1 M 

tetrabutylammonium hexaflurorophosphate (TBAPF6, recrystallized from MeOH and vacuum 

dried at 80 ºC) as the supporting electrolyte. The electrode setup consisted of a glassy carbon 

disk (3 mm diameter) working electrode, a platinum wire counter electrode, and a Ag/AgCl 

reference electrode. All experiments were referenced to the ferrocene/ferrocenium using an 

internal standard of ferrocene. 

Spectroelectrochemistry Data Collection and Analysis: Spectroelectrochemistry (SEC) was 

performed using a custom built SEC cell consisting of a 1 cm diameter Pt working electrode, a Pt 

counter electrode, and Ag pseudo-reference electrode that have been polished to a mirror finish.3 

Under an inert atmosphere, the cell was loaded with a DCM solution consisting of 1 (4.85 mM) 

and tetrabutylammonium hexaflourophosphate (0.1 M). The SEC spectra were then collected 
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across a potential range of 0 mV to –1400 mV.  The potential of the SEC cell was controlled using 

a Pine Instrument Co. Model AFCBP1 bipotentiostat.  As the potential was scanned, thin-layer 

bulk electrolysis was monitored by reflectance spectroscopy off of the polished platinum 

electrode. Scans were recorded every 50 mV, until a change in the spectra was observed, where 

the potential was then held constant while multiple spectra were acquired until the observable 

species has equilibrated at the new potential. This process was continued over the 1500 mV 

potential range allowing observation of the relevant redox sequences by slow electrolysis of the 

bulk solution. The infrared spectra were collected on a Bruker Equinox 55. 

Infrared Data Collection and Analysis for KD Determination. Infrared spectra were collected 

on a Bruker Equinox 55 FTIR spectrometer using a SPECAC variable path length IR cell with 

CaF2 windows set to a path length of 0.1 mm. Solutions were prepared in a glove box under a 

nitrogen atmosphere using pre-dried DCM and subsequently analyzed. After solvent subtraction, 

the amide n(CO) bands were fit to two, well resolved Gaussian functions using the Igor Pro 

software to obtain integrated spectral areas used in the equilibrium analysis. Derivation of the fit 

equations are described below as follows: 
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4.5 Appendix 

Chapter 4: Some of the material in this chapter is unpublished. The majority of the material 

comes directly from a manuscript entitled “Stable mixed-valent complexes formed by electron 

delocalization across hydrogen bonds of pyrimidinone-linked metal clusters,” by Tyler M. Porter, 

Gavin P. Heim, and Clifford P. Kubiak, is published in The Journal of the American Chemical 

Society, 2018, 140, 12756–12759. The dissertation author is the primary author. 
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Figure 4.9. (left) Scan rate dependent CVs of 1–3 in DCM at 23 °C across a scan rate range of 
100 mV/s to 2000 mV/s.  Note the increasing reversibility of the first reduction as scan rate is 
increased for complexes 1–3. (right) Differential pulse voltammetry of 1–3 in DCM (black) and 
DMSO (red). 
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Figure 4.10. Cyclic voltammogram of 1 highlighting the ECE mechanism and the species present 
upon passing each redox wave. 
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Figure 4.11. Spectral deconvolution of the n(CO) region for the amide n(CO) band across the 
concentration range of 3.00 to 1.00 mM. 
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Figure 4.12. 1H NMR of 1 in DCM-d2. 

 

Figure 4.13. 1H NMR of 2 in DCM-d2. 



 108 

 

Figure 4.14. 1H NMR of 3 in DCM-d2. 

 

Figure 4.15. 13C NMR of 2 in DCM-d2. 
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Table 4.3. Table of values for 1:1 dimerization model used for the determination of KD from the 
monomer and dimer amide n(CO) bands. 

Monomer Band Dimer Band 

Am [M]0/Am (Ad)1/2/[M]0 2Ad/[M]0 

0.820 0.0037 236.7 336.2 
0.785 0.0035 244.4 328.5 
0.734 0.0034 249.5 311.2 
0.661 0.0034 257.2 297.6 
0.620 0.0032 267.4 286.1 
0.558 0.0031 280.3 274.9 
0.510 0.0029 294.4 260.0 
0.395 0.0025 324.0 210.0 
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Chapter 5                                         

Direct Observation of the Intermediate in 

an Ultrafast Isomerization. 

 

5.1 Introduction 

Chemical exchange dynamics are often studied by using Bloch equation analysis of 

coalescing line shapes in nuclear magnetic resonance spectroscopy (NMR).1  The typical 

frequencies (radio) used in NMR experiments determine that dynamical timescales in the range 

of milliseconds to microseconds can be studied.  A similar treatment has been applied to systems 

exchanging on the infrared (IR) vibrational timescale,2-10 where line shape analysis of FTIR and 

Raman vibrational spectra can be applied to study reactions occurring in picoseconds (ps).  In 

practice however, there are comparatively few examples of chemical exchange measurable by 

linear IR or Raman vibrational spectroscopy, as inhomogeneous broadening, solvent environment 

fluctuation, and multiple dynamic processes in addition to chemical exchange can contribute to 

the overall line shape.  Here, we present the study of the rapid structural isomerization of a five-

coordinate ruthenium complex on the ultrafast (vibrational) timescale (Figure 5.1).   
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Figure 5.1. Isomerization of Ru(S2C2(CF3)2)(CO)(PPh3)2 as observed by 2D IR. 

 The ruthenium complex, Ru(S2C2(CF3)2)(CO)(PPh3)2, was first reported by Miller and 

Balch in 1971,11 where the solvent from which the complex is recrystallized determines whether 

orange crystals or a mixture of orange and violet crystals are obtained.12-14  X-ray crystal structure 

analysis revealed that both the orange and violet isomers were square pyramidal, differing only 

in the position of the carbonyl ligand.  The more stable orange isomer was found to have the CO 

in the apical position, and is referred to as 2, while the violet isomer has the CO in the equatorial 

position and is referred to as 1.  The solid state FTIR stretching frequencies for the CO in each of 

these isomers are separated by ca. 30 cm–1 (1: n(COap) = 1944 cm–1, 2: n(COeq) = 1973 cm–1),11 

while in methylene chloride (DCM) solutions at 20 °C, only one broad absorption (FWHM » 50 

cm–1) appears near the average frequency of isomers 1 and 2 (ca. 1958 cm–1). 

 Complete fittings of the solution 1D IR line shape consisting of contributions from only 

these two isomers are less than satisfactory; owing an extra absorbance in the vicinity of 1980 

cm–1 from a possible third isomer (vide infra, Figure 5.2).  The solution state 31P NMR in DCM-d2 

shows only one resonance at 47.6 ppm indicating that the ruthenium bound triphenylphosphine 

ligands experience an identical average environment and that the fluctional behavior of the 

ligands is faster than the NMR timescale (Appendix 5.5, Figure 5.11, kex > 106 s–1).15  Together, 

these spectroscopic observations suggest dynamic averaging on the ultrafast timescale of 

molecular vibrational modes.  

  

 

F3C
S
S

F3C
Ru

PPh3

CO
PPh3

F3C
S
S

F3C
Ru

CO

PPh3

PPh3

F3C
S
S

F3C
Ru

PPh3

PPh3

CO

1
ν(CO) ≈ 1960 cm-1

0
ν(CO) ≈ 1980 cm-1

2
ν(CO) ≈ 1950 cm-1

K10 = 0.35
τf = 4.3 ps

K02 = 2.9
τf = 6.3 ps



 113 

 
Figure 5.2. (left) and two-component Voigt functional fits of the 1D IR line shape for 
Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM solutions at 20 °C. 

Ultrafast two-dimensional infrared (2D IR) spectroscopy is a powerful method that can 

obtain molecular structural information and provide details of dynamic processes with sub-

picosecond time resolution.16-22  2D IR spectroscopy has been applied to measure chemical 

exchange between two conformations in solution phased under thermal equilibrium.23-30  In 2D IR 

spectroscopy, three ultrafast mid-IR pulses interact with the sample sequentially: The first two 

pulses initialize and interrogate vibrational coherences, which generate a transient vibrational tag, 

while the third pulse probes the evolution of the tagged vibrational modes (Figure 5.12).  Because 

vibrational modes of molecules are sensitive to molecular conformations, local solvent 

enviroments, and excess internal energy, scanning the waiting time (t2) between the second and 

third pulses can track the dynamics of chemical exchange,20, 23-24 solvent fluctuation,31-34 and 

vibrational energy relaxation.28, 35-37  In the present study, 2D IR is employed to understand 

chemical exchange in the pentacoordinate ruthenium complex Ru(S2C2(CF3)2)(CO)(PPh3)2. 

5.2 Results and Discussion 

The 2D IR spectra of Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM at 20 °C are shown in Figure 

5.3.  The spectra are essentially 2D frequency correlation maps of vibrational coherences, which  
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Figure 5.3. (left) 2D IR spectrum of Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM at t2 = 0 ps. Peaks 0, 1, 
and 2 are diagonal peaks that lie along the dashed diagonal line.  (right) 2D IR spectrum of 
Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM at t2 = 25 ps.  Red boxes indicate locations of the cross peaks 
corresponding to peaks 0, 1, and 2.  For instance, peak 10 is the cross peak that corresponds to 
population transfer from 1 to 0. 

are plotted against the initially tagged pump frequency (y-axis) and the probe frequency (x-axis).  

On the diagonal line, we observe three individual peaks for Ru(S2C2(CF3)2)(CO)(PPh3)2 at t2 = 0 

ps, labeled as peak 0 (1980 cm–1), peak 1 (1960 cm–1) and peak 2 (1940 cm–1).  The three 

diagonal peaks indicate three different n(CO) modes in the system with the peaks at 1960 and 

1940 cm–1 corresponding to isomers 1 (COeq) and 2 (COap) respectively, as previously observed 

in the solid-state FTIR spectra.  The third n(CO) band in the vicinity of 1980 cm–1 corresponds to 

a third isomer of the ruthenium complex (0), that was not isolable in the solid-state, and appears 

only as a small shoulder in the solution phased FTIR spectra (Figure 5.2).  The third isomer has 

been determined to be a metastable, trigonal bipyramidal structure of Ru(S2C2(CF3)2)(CO)(PPh3)2 

(vide infra). 

The dynamics between the three isomers are revealed by 2D IR spectra collected at a 

series of t2 time delays.  As t2 increases, the three diagonal peaks decay due to population 

relaxation of the vibrational modes, while cross peaks increase in intensity relative to the diagonal 

peaks.  The appearance of cross peaks in the 2D IR spectrum are important and represent the 

occurrence of chemical exchange between the species appearing along the diagonal trace.  For  
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Figure 5.4. Cross peak ratios as a function of the delay time t2.  Chemical exchange constants 
(kAB and kBA) are obtained through fits (dashed lines) using the expression of cross peak ratios as 
a function of t2. 

instance, a cross peak located at the pump frequency of 1, and the probe frequency of 0 indicates 

exchange between isomers 1 and 0. Chemical exchange time constants between each isomer 

are then extracted by fitting cross peak intensity ratios as a function of the t2 time delay (Figure 

5.4).  The extracted time constants indicate that the transition from 1 to 0 occurs with a 4.3 (1.5) 

ps time constant, while the transition from 0 to 2 requires 6.3 (1.6) ps.  A cross peak for the 

conversion of 1 to 2 was also observed with a time constant of 8.6 (2.0) ps; however, the dynamics 

of a direct conversion between 1 and 2 are not expected to compete with the faster 

interconversions via 0 as an intermediate (see kinetic analysis section).  We note that spectral 

diffusion could be another source of line shape change that manifests as off-diagonal intensity 

growth; however, spectral diffusion for Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM was observed 

separately with a time constant of 83.3 (15.3) ps, which is much longer than the cross peak 

intensity growth, indicating that the cross peak dynamics reflect chemical exchange.38  It is 

important to note that the power of the mid-IR pulses interacting with the system are of insufficient 

energy to perturb the system from thermal equilibrium, and does not drive the system away from 

a persistent, steady-state population.  The mid IR pulse sequence serve only to tag and probe  
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Figure 5.5. (left) VT-FTIR of Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM across a temperature range 
from 20 °C to –80 °C. (right) Van ‘t Hoff plot of the isomerization reaction. K02 represents the 
isomerization equilibrium constant for exchange between 0 and 2, K12 represents exchange 
between 1 and 2, and K10 represents exchange between 1 and 0. 

the vibrational modes at different time delays.  This allows the observation of the intramolecular 

rearrangement of interest under thermal equilibrium. 

 To investigate the thermodynamics of the chemical exchange process observed here, the 

variable temperature 1D FTIR (VT-FTIR) spectra of the complex were collected using a SPECAC 

flow-through optical cryostat.  The sample was enclosed in a CaF2 windowed cell contained in a 

vacuum jacketed housing and cooled from 20 °C to –80 °C using a methanol liquid nitrogen slurry.  

Upon cooling, the broad, n(CO) band centered about 1958 cm–1 red-shifts to lower frequencies 

(ca. 1938 cm–1), sharpens and gains considerable intensity while the shoulders near 1960 cm–1 

and 1980 cm–1 significantly lose intensity (Figure 5.5). The temperature dependence is completely 

reversible and suggests that at low temperature, DCM solutions contain predominantly the more 

favored COapical isomer, 2.  After solvent subtraction, the VT-FTIR line shapes were fit to three 

Gaussian functions centered about the equilibrium positions for each isomer (Figure 5.13, n(CO) 

» 0: 1980 cm–1, 1: 1960 cm–1, and 2: 1940 cm–1).  Using the determined spectral areas, the 

population ratios of the isomers at all temperatures were then determined and a Van ‘t Hoff 

analysis was performed (Figure 5.5).  Exchange between 1 and 0 was found to be endergonic in 

nature with DH = 0.84 (0.08) kcal mol–1, DS = 0.6 (0.4) eu, and DG298 = 0.7 (0.1) kcal mol–1, while 
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Table 5.1.  Summary of thermochemical and kinetic data at 20 °C (293 K) in DCM. 
 Keq  DH (kcal mol–1) DS (eu) tf (ps) Ea (kcal mol–1) 

IR 

K10 0.35 (0.03) 0.84 (0.08) 0.6 (0.4) 4.3 (1.5) 2.2 (0.2) 

K02 2.9 (0.2) –2.18 (0.06) –5.3 (0.3) 6.3 (1.6) 2.4 (0.1) 

K12 1.0 (0.1) –1.3 (0.1) –4.8 (0.5) 8.6 (2.0) 2.6 (0.1) 

UV-vis K12 1.4 (0.3) –1.3 (0.1) –3.4 (0.2) --- --- 

exchange between 0 and 2 was found to be exergonic with DH = –2.18 (0.06) kcal mol–1, DS = –

5.3 (0.3) eu, and DG298 = –0.6 (0.1) kcal mol–1.  The exchange process overall from 1 to 2 

(COequatorial to COapical) was found to be thermodynamically favored in DCM with DH = –1.3 (0.1) 

kcal mol–1 and DS = –4.8 (0.5) eu (Table 5.1).  While the direct exchange between 1 and 2 is 

possible, given literature precedent, the kinetic analysis (see kinetic analysis in appendix 5.5), 

and DFT results (vide infra) all exchange is believed to involve the TBP intermediate (0).39-40 

It is important to note that since both the equilibrium constant and the exchange rate 

constant will contribute to the overall FTIR line shape, it is useful to determine the equilibrium 

constants for the isomers independently.  This was done by variable temperature UV-visible 

spectroscopy.  Electronic spectra of the solid-state isomers in a KBr pellet present a single 

transition for the orange isomer (2) at 466 nm while the violet isomer (1) presents three transitions 

at 571 nm, 460 nm, and 396 nm (Figure 5.6).  In DCM solutions at 20 °C, three transitions are 

present with band maxima at 385, 466, and 561 nm respectively.  Upon cooling to –80 °C, the 

bands at 386 and 561 nm are seen to decrease in intensity while the band at 470 nm gains 

significant intensity and blue-shifts to 455 nm (Figure 5.6).  The bands are assigned to the 

equatorial (1) and apical (2) isomers respectively and both are related by clear isosbestic points 

at 396 and 490 nm, indicative of absorbing species in equilibrium.  After spectral deconvolution 

(Figure 5.15), the equilibrium constants were determined from the spectral areas and a Van ‘t 

Hoff analysis was performed giving a DH = –1.21 (0.06) kcal mol–1 and DS = –3.4 (0.2) eu (Figure 

5.6). These values are in excellent agreement with those determined from the analysis of 1D IR  
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Figure 5.6. (left) VT-UV/vis spectra in DCM ranging from 20 °C to –80 °C. (right) Van ‘t Hoff plot 
obtained from UV-vis spectral analysis. 

spectra described above. 

The most closely related examples of transition metal complexes undergoing dynamic 

exchange on the IR timescale can be found in both (h4-diene)Fe(CO)3 complexes and Co2(CO)8.4, 

6, 10, 20, 41-42  In the former (h4-diene)Fe(CO)3 complexes, the three carbonyl ligands exchange 

through a very low barrier, turn-style type, Berry pseudorotation.4, 6, 41-42  This corresponds to a 

degenerate self-exchange, quite different from the exchange between populations of two 

structurally different isomers sharing an observable intermediate as observed in both  

Ru(S2C2(CF3)2)(CO)(PPh3)2 and Co2(CO)8.20  An Arrhenius analysis (eq. 5.1) provides the barrier 

heights of the observed exchange process: 

𝑘"# = 𝐴𝑒
'()
*+      (5.1) 

 Using the determined rate constants from 2D IR and an estimate of the exponential 

prefactor (A) to be on the order of 1013 s–1,4, 6, 10, 30, 41-42 the barrier to exchange from 1 to 0 was 

found to be 2.2 (0.2) kcal mol–1, while the barrier to exchange from 0 to 2 was found to be 2.4 

(0.1) kcal mol–1 (Figure 5.7 and Table 5.1).  These values are sufficiently low to be expected to 

produce coalesced line shapes, like those observed in the 1D IR spectra.6, 8-10, 42  It is also 

important to note that careful examination of the structures and application of simple principles of  
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Figure 5.7. Qualitative potential energy surface for the presented isomerization reaction.  The 
potential energy surface was constructed using the experimental kinetic and thermochemical data 
obtained from 2D IR and VT-FTIR. 

least motion would predict that isomerization between 1 and 0 would require less rearrangement 

than that required to proceed between 0 and 2, an observation consistent with the experimentally 

determined barriers. 

 The isomers are believed to exchange from 1 to 0 by movement of a phosphine ligand in 

1 from an equatorial to an axial position.  Isomerization between 0 and 2 then occurs following 

twisting of the dithietane ligand in 0 to place the dithietane ligand in the equatorial plane.   

Calculated structures and frequency calculations were obtained using density functional theory 

(DFT) at the BP86 level of theory with basis sets def2-TZVP (Ru, S, P, and O) and def2-SVP (H 

and C) for the isolated molecules. The reported crystal structure data for 1and 2 were used for 

the initial geometries while the TBP (0) isomer was adapted from the reported crystal structure of 

1. After geometry optimization, frequency calculations were performed at the same level of theory 

to verify optimized geometries as minima. The predicted FTIR spectrum from the DFT frequency 

calculation was in excellent agreement with that observed experimentally (Figure 5.8, n(CO) DFT: 

0 = 1975 cm–1; 1 = 1955 cm–1; 2 = 1940 cm–1) supporting the experimental observation of the TBP  
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Figure 5.8.  Predicted FTIR spectrum from DFT calculation. Experimental data at 20 °C is shown 
as the black trace, apical isomer shown as the red trace, equatorial isomer shown as green trace, 
and TBP isomer as blue trace. 

isomer. These ideas of isomerization are further supported by consideration of the vibrational 

normal modes as calculated from the DFT frequency analysis. For all three isomers, several low 

frequency normal modes have been identified in which nuclear displacements align with the 

described rearrangement pathways.  

5.3 Conclusion 

The fact that a relatively large transition metal complex undergoes isomerization at rates 

comparable to the rotational isomerization reactions of small organic molecules is surprising.2-3, 

30, 43  To our knowledge, this is the first observation of an ultrafast dynamic equilibrium involving 

two distinct structural isomers and the intermediate connecting them. This work confirms that the 

ground states of five-coordinate transition metal complexes can have remarkably low kinetic 

barriers for axial-equatorial exchange. This study also validates the mechanism of Berry 

pseudorotation and clearly demonstrates its dynamical time scale.44  This work presents new 

opportunities for potential molecular device applications based on switching between three 

distinct states of a system exhibiting electronic tri-stability on the ps time scale. 
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5.4 Experimental 

Materials and Methods:  

Preparation and Purification: The 2,3-hexafluorobutyne was used as received from Oakwood 

Chemicals while the triruthenium doedecacarbonyl and triphenyl phosphine was used as received 

from Acros Organics. The cyclohexane stabilized dichloromethane (DCM), was purchased from 

VWR International LLC, deoxygenated and dried over alumina columns on a custom built solvent 

system under an argon atmosphere and stored over activated 4 Å molecular seives in a nitrogen 

filled glove box. The 2,3-dithiolene and Ru(S2C2(CF3)2)(CO)(PPh3)2 were prepared following 

modified literature reported proceudures.11 In brief: 

Bis(perfluoromethyl)-1,2-dithietene. In accord with literature,45 in a well ventilated fumehood, 

a 2 neck round bottom flask equipped with a short path distillation head was charged with 25 g 

(97.46 mmol) of sulfer and heated to 325 ºC under a nitrogen stream. Upon reaching 325 ºC, the 

2,3-hexafluorobutyne was bubbled through the molten sulfer in short puffs and the dithietene 

was collected in a receiving Schlenk flask as a red-tinted oil. 

Ru(S2C2(CF3)2)(CO)(PPh3)2. Under an inert atmosphere a 250 mL Schlenk flask was charged with 

400 mg (0.63 mmol) of triruthenium dodecacarbonyl, 580 mg (2.57 mmol) of 

bis(perfluoromethyl)-1,2-dithietene, and approximately 100 mL of n-heptane that was heated 

under reflux. After 45 minutes, following carbon monoxide evolution an orange solid had 

precipitated. The flask was cooled and the orange solid was collected by vacuum filtration, 

washed with n-heptane, and dried under vacuum. The orange solid, tentatively identified as 

Ru2(S2C2(CF3)2)(CO)6 [359 mg (0.60 mmol)], was then added to a flask containing 1.1427 g (4.36 

mmol) of triphenylphosphine suspended in 50 mL of n-heptane. After heating to reflux for 12 

hours, the flask was cooled to 0 ºC and the crystalline complex was collected by filtration. Futher 
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purification was achieved by recrystalization for dichloromethane/hexanes solutions where a 

mixture of orange and violet crystals were obtained. 

Infrared Data Collection and Analysis. Infrared spectra were collected on a Bruker Equinox 55 

FTIR spectrometer using a SPECAC flow through optical cryostat (model, 21525) with a 1.12 mm 

path length (determined from infringing pattern), CaF2 windowed cell enclosed in a vacuum 

jacketed housing. Solutions were prepared in a glove box under a nitrogen atmosphere using pre-

dried DCM from a mixture of orange and violet crystals. Cell temperature (± 1 °C) was regulated 

by addition of liquid nitrogen/methanol to the cooling compartment and heating to the desired 

temperature with a computer controlled thermocouple/heating coil system. Both solutions of the 

complex and solvent blanks were recorded at temperature ranging from 20 °C to –80 °C to ensure 

accurate solvent subtraction. To obtain the integrated spectral areas for the exchanging species, 

spectral curve fitting was carried out in MATLAB (version 9.1.0.44655). The n(CO) bands were fit 

by constraining three Gaussian functions ± 4 cm–1 centered around 1940, 1960, and 1980 cm–1 

for all temperatures, while fixing a fourth Gaussian centered at 1920 cm–1.  

UV/visible Data Collection and Analysis. Cryostatic UV-visible spectra were collected on a 

Shimadzu UV–3600 UV/vis/NIR spectrometer, using the same cell setup described above for 

FTIR data collection. Samples were contained in SPECAC sealed liquid FTIR cells with CaF2 

crystal optic windows and a path length of 1.12 mm. Spectral curve fitting was carried out in 

MATLAB (version 9.1.0.44655). 

Density Functional Theory Analysis. Calculations were performed in the ORCA software suite 

(version 3.0.3) at the BP86 level of theory with the RIJCOSX approximation.46-50 Ruthenium, 

phosphorous, sulfur, and oxygen atoms were treated with the DEF2-TZVP/J basis sets while DEF2-

SVP/J was used for all other atoms.51-59 Dispersion corrections were applied using the atom-

pairwise dispersion correction with a Becke-Johnson damping scheme (D3BJ) and solvation was 



 123 

accounted for using the COSMO solvation model in methylene chloride.60-62 Analytical frequency 

calculations were performed at the same level of theory and molecular graphics were performed 

with the  UCSF Chimera package.63 

NMR Data Collection and Analysis. 1H NMR spectra were recorded on a JEOL 500 MHz NMR 

spectrometer and analyzed using iNMR software. A total of 64 scans of 32768 data points were 

collected from from –185 to 185 ppm. 31P spectra were recorded in predried dichloromethane-

d2 solutions from 25 to – 80  °C. 

2DIR Experimental Set up, Data Collection, and Analysis. 2D IR spectra were collected in pump-

probe geometry.64-65 The pulse sequence is described in Figure S2. In brief, three mid-IR pulses 

were sent to interact with the sample, where two vibrational coherences were created during t1 

and t3 period. To generate the pulse sequence, 800nm laser pulses (~35 fs, ~6 W, 1 kHz) were 

generated by ultrafast Ti:Sapphire regenerative amplifier (Astrella, Coherent) . The 800nm was 

converted into mid-IR pulses by optical parametric amplifier (TOPAS, Coherent) followed by a 

different frequency generation process on a Type II AgGaS2 crystal (Eksma). The mid-IR pulse (30 

µJ) was split into two beams by a beam-splitter. The majority (95%) was sent into a Ge-AOM 

based pulse shaper (QuickShape Kit, PhaseTech) to prepare the two pump pulse in the pulse 

sequences, whereas 5% mid-IR served as the probe.64-65 The pump pulse pair (2 µJ at the sample), 

the probe (<0.5 µJ) were all focused and spatially overlapped on the sample by a f = 10 cm 

parabolic mirror and collimated by another parabolic mirror in a symmetric geometry.  

In the 2D IR experiments, two vibrational coherences were generated during t1 and t3 

periods, respectively. The first coherence was measured by scanning t1 time from 0 to 2000 fs in 

steps of 20 fs using the pulse shaper, where a rotating frame at f0 = 1583 cm-1 was used to shift 
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the oscillation period to 80 fs, so that the scanning step can meet with the Nyquist frequency 

requirement. In order to detect the 2D IR signal (the second vibrational coherence) by the CCD 

camera (256×1,024, Andor), the collimated signal and the probe beam were then upconverted 

by a residue 800 nm beam on a 5%Mg: LiNbO3 crystal.66-67 Since the 800 nm served as a window 

function, the t3 time delay were covered by the upconversion process and the 800 nm pulse 

duration determined how long t3 was “scanned”.68-69 The up-converted 2D IR signals were 

experimentally Fourier transformed by a spectrograph and detected by a CCD camera. To get full 

absorptive 2D IR spectra, the first vibrational coherence was numerical Fourier transformed along 

t1 axis. The pump and probe pulses had the same polarization in 2D IR measurements. For the 

time dependent 2D IR measurements, t2 was scanned by a computerized delay stage. 

Obtaining Chemical Exchange Rate Constants from Time Dependent 2D IR Spectra. The volume 

of each peak with respect to t2 was obtained from the t2-dependent 2D IR spectra.24-25 As shown 

in Figure S3, multiple Gaussian functions were used to fit the 2D IR spectral cut along the probe 

axis at the peak 2 frequency (~1940 cm-1) on the pump axis. All 2D IR spectra at different t2 times 

were fit following the same method. Each Gaussian function represents one species in the 2D IR 

spectrum. For example, at t2 = 0 ps, the single Gaussian was used to fit the positive peak of the 

spectral cut corresponding to the fundamental transition of diagonal peak 2.  Similarly, at t2 = 25 

ps, three Gaussians were needed to account for the cross peaks resulting from chemical 

exchange. Peak volumes for each species were obtained from the Gaussian fitting parameters, 

assuming a circular 2D Gaussian distribution for each peak component. In the generalized 

transition of a species A to B, the lower corner cross peak of the diagonal peak ratios in the 2D IR 

spectrum can be expressed as functions of t2. 70 
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𝑆-.
𝑆..

			= 			
1 − 𝑒2(4567465)·:;

1 + 𝑘.-
𝑘-.

· 𝑒2(4567465)·:;
 

The sum of the rate constants of a transition (kf + kr) was directly obtained from fitting 

Scross peak /Sdiagonal peak with respect to t2. Given the Keq from VT-FTIR data in Table 1, kf and 

kr can be calculated separately. 
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5.5 Appendix 

Chapter 5: The majority of the material in this chapter comes directly from a manuscript 

entitled “Direct observation of the intermediate in an ultrafast isomerization,” by Tyler M. Porter, 

Jiaxi Wang, Yingmin Li, Bo Xiang, Catherine Salsman, Joel S. Miller, Wei Xiong, and Clifford P. 

Kubiak, is published in Chemical Science, 2019, 10, 113–117. The dissertation author is a primary 

author. 

Kinetic analysis: 
Consider three isomers exchanging in a triangular fashion: 

 

𝐾> =
4?
4'?

  𝐾@ =
4;
4';

  𝐾A =
4B
4'B

 

The kinetic equations governing three-site exchange are defined as: 

    C[𝟏]
C:

= 𝑘2>[𝟎] − 𝑘>[𝟏] + 𝑘2A[𝟐] − 𝑘A[𝟏]   (5.2) 

    C[𝟎]
C:

= 𝑘>[𝟏] − 𝑘2>[𝟎] − 𝑘@[𝟎] + 𝑘2@[𝟐]   (5.3) 

    C[𝟐]
C:

= 𝑘@[𝟎] − 𝑘2@[𝟐] + 𝑘A[𝟏] − 𝑘2A[𝟐]   (5.4) 

The mass balance for the system is: 

     [𝟏]I = [𝟏] − [𝟎] − [𝟐]     (5.5) 
Applying a Laplace Transform to the kinetic equations we obtain: 
    𝑃[𝟏] − 𝑃[𝟏]I = 𝑘2>[𝟎] − 𝑘>[𝟏] + 𝑘2A[𝟐] − 𝑘A[𝟏]  (5.6) 

    𝑃[𝟎] = 𝑘>[𝟏] − 𝑘2>[𝟎] − 𝑘@[𝟎] + 𝑘2@[𝟐]   (5.7) 

    𝑃[𝟐] = 𝑘@[𝟎] − 𝑘2@[𝟐] + 𝑘A[𝟏] − 𝑘2A[𝟐]   (5.8) 
Which can be written as: 

 K
𝑃 + 𝑘> + 𝑘A −𝑘2> −𝑘2A

−𝑘> 𝑃 + 𝑘2> + 𝑘@ −𝑘2@
−𝑘A −𝑘@ 𝑃 + 𝑘2@ + −𝑘2A

L ∙ N
[𝟏]
[𝟎]
[𝟐]
O = K

[𝟏]I
0
0
L  (5.9)  

 N
[𝟏]
[𝟎]
[𝟐]
O = K

𝑃 + 𝑘> + 𝑘A −𝑘2> −𝑘2A
−𝑘> 𝑃 + 𝑘2> + 𝑘@ −𝑘2@
−𝑘A −𝑘@ 𝑃 + 𝑘2@ + −𝑘2A

L

2>

∙ K
[𝟏]I
0
0
L  (5.10) 
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Figure 5.9. (left) Concentration profiles of 0 (black, diamonds), 1 (blue, circles), and 2 (red, stars), 
as a function of time as determined by analytically solving a triangular equilibrium. (right). 
Concentration profiles of 0 (circles), 1 (diamonds), and 2 (stars), as a function of time as with 
increasing t12 (Black: t12 = 8.6 ps; Red: t12 = 30 ps; Green: t12 = 100 ps; Blue: t12 = 750 ps;). 

Using MATLAB and the inverse Laplacian transform, expression 5.10 was solved 

analytically in conjunction with the 2D IR determined values for the exchange time constants 

allowing determination of the concentration profiles for complexes 1, 0, and 2 as a function of 

time. When only species 1 is present at t = 0 (initial conditions of [1]0 = 0.01 M and [0]0 = [2]0 = 0 

M), and the 2D IR determined exchange time constants are used (Table 5.1) the concentration 

profiles shown on the left of Figure 5.9 are obtained.  By fitting the concentration profile of 2 to a 

simple exponential model (eq. 5.11), a time constant of 3 ps is obtained indicating the conversion 

of 1 to 2 has occured several picoseconds faster than what is experimentally observed by 2D IR 

(8.6 (2.0) ps).  While this does not directly refute the idea that direct isomerization of 1 to 2 is 

possible, it does indicate that a triangular pathway remains inconsistent with the experimentally 

observed data. 

      [𝟐] = 𝑏 − 𝑎𝑒
'S
T      (5.11) 

1

0

2

K2K1

K3



 128 

 

 

Figure 5.10. (left) Concentration profiles of 0 (black, diamonds), 1 (blue, circles), and 2 (red, 
stars), as a function of time as determined by analytically solving a triangular equilibrium. (right). 
Concentration profile of 2 (stars) as a function of time as with an exponential model supporting a 
time constant of 13.4 (4) ps. 

Further evidence in support of a linear pathway however, is found when the exchange 

time constant used in the simulation (t12) is increased from 8.6 ps to 750 ps, effectively removing 

this pathway from the isomerization process (right, Figure 5.9). Here, when t12 = 750 ps, the 

concentration profile of 2 is fit to equation 5.11 exchange time constant of 13.0 (4) ps are neded.  

This value is found to be within the experimental error of the 2D IR determined time-constant and 

indicates that the direct isomerization of 1 to 2 is an unlikely pathway.  Furthermore, when the 

pathway defined as K12 is removed entirely and the expressions are solved for a traditional three-

site exchange problem (Figure 5.10) an exponential fit of 2 using equation 5.11 require a time 

constant of 13.4 ps, a value in excellent agreement with the results from triangle exchange when 

t12 = 750 ps and within the experimental error of the 2D IR observed time constant. These 

combined data suggest that while a definitive answer remains undetermined, it is unlikely that the 

dynamics of the direct 1 to 2 exchange process can compete with those involving the faster 

interconversions that pass through 0 as an intermediate. 

  

1 0 2
k2
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Figure 5.11. (top) Variable temperature 31P NMR of Ru(S2C2(CF3)2)(CO)(PPh3)2 in DCM-d2. 
(bottom) three-component. 

 

 
Figure 5.12. Pulse sequence used in a typical 2D IR experiment. 
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Figure 5.13. VT-FTIR fits of n(CO) bands across the temperature range of 20 °C to –80 °C for 0 
(1980 cm–1), 1 (1960 cm–1) and 2 (1940 cm–1) in DCM. 
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Figure 5.14. (middle). UV-vis spectra of 1 (violet trace) and 2 (orange trace) taken from 
independently prepared KBr pellets. 
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Figure 5.15.  VTFT–UV/vis fits of 1 (385 and 561 nm), and 2 (470 nm) ranging from 20 to –80 °C 
in DCM. 
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Chapter 6                                                   

Phosphine Steric Electronic Effects of 

an Ultrafast Isomerization 

 

6.1 Introduction 

We have recently reported on the exchange dynamics of an ultrafast (picosecond) 

isomerization in a pentacoordinate ruthenium complex, Ru((CF3)2C2S2)(CO)(P(Ph)3)2,1 whose 

fluctional nature was first reported by Miller and Balch in 1971 (Figure 6.1).2   Early reports 

highlighted the isolation of two, crystals (violet (1a) and orange (1c)) whose solid state structure 

differed only in the orientation of the CO group about the metal.2-5  While interconversion of the 

two forms was possible through judicious choice of recrystallization media,2 the dynamics of 

interconversion were not resolved until nearly five decades later.1 

Through the use of two dimensional infrared (2D IR) spectroscopy, the complex was 

observed to exchange in picoseconds (kex » 10–12 ) through an observable, meta-stable 

intermediate.1  A combined spectroscopic and DFT analysis suggested that the mechanism of  
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Figure 6.1. (top) Spectroscopically observed isomerization in Ru((CF3)2C2S2)(CO)(L)2 as 
determined from 1.1 (bottom) The six isolated species and their respective phosphine cone 
angles. 

isomerization followed a Berry pseudorotation (BPR) like pathway where exchange between the 

two square pyramidal geometries (1a and 1c) involved the TBP intermediate (1b). To further 

probe what effects, steric or electronic, govern this low barrier isomerization, we report the 

synthesis and characterization of seven new ruthenium dithietene complexes by following a 

Tolman steric-electronic map.6 

Since Tolman’s original conceptualization of ligand cone angles in 1970 and despite its 

relative simplicity,6 the concept of ligand cone-angles has enjoyed considerable success in 

describing the reactivities of numerous transition metal complexes through the consideration of 

ligand sterics alone.  The parameter was originally developed for mono-dentate phosphine ligands  

and is defined as the average apex angle of the smallest cone encompassing the entire phosphine 

ligand.  The apex of the cone originates at the metal center with the edges lying along the van der 

Waals’ spheres of the phosphine substituents outermost atoms (Figure 6.2).6  Following these 

guidelines, the phosphine ligands used in the present study were selected such that the cone 
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angle (q) or the relative s-donor strength is held constant for any given series.  To account for the 

electronic effects of the phosphine ligands, they are ranked based upon the CO stretching 

frequency of monosubstituted transition metal carbonyls (such as Ni(CO)3L).   

Plotting the electronic parameter (n) as a function of the ligand cone angle (q) affords a 

2D plot where both electronic and steric effects of several phosphine ligands can be readily 

benchmarked (Figure 6.2).  Here, the steric and electronic effects of the monodentate phosphine 

ligands are readily accounted for by consideration of the phosphine cone angles and their relative 

s–donor strengths. Complexes 1–3 address the of phosphine electronic effects, as para-

substitution on the phenyl rings readily perturbs the s–donor strength while the cone angle 

remains fixed. In complexes 4–8 however, the s–donor strength of the phosphine ligand remains 

relatively constant, while the cone angle can be varied across a 29° span (135 < q < 165°). 

 
Figure 6.2. (left) Schematic representation of the Tolman cone angle for a monodentate 
phosphine ligand. (right) Plot of the n(CO) frequency for Ni(CO)3L species (L = monodentate 
phosphine) as a function of the phosphine ligand cone angle.  Phosphine ligands shown in red 
were of interest in the present study. Values for the electronic and steric parameters were taken 
from reference 6. 
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6.2 Results and Discussion 

Complexes 2–8 were synthesized following a modified literature procedure, in brief: Under 

an inert atmosphere, ruthenium dodecacarbonyl was suspended in dry, degassed heptanes and 

refluxed for one hour in the presence of 1,2-hexafluorodithioketone ((CF3)2C2S2). After one hour, 

and the formation of an orange precipitate, six equivalents of the respective phosphine ligand 

were titrated into the heptanes solution under a stream of dry nitrogen. The resulting reaction 

mixture was then refluxed an additional twelve hours where complexes 2–8 were isolated as the 

second red (or green for 7) band by column chromatography using an elutant of 7:3 

DCM:Hexanes. Single crystals suitable for X-ray diffraction were then grown from DCM:Pentane 

mixtures (acetonitrile for 6) at –30 °C (2–6: orange crystals, 7 and 8: violet crystals). 

Single crystal X-ray diffraction studies revealed that all complexes were square-pyramidal 

and differed only in the orientation of the carbonyl ligand about the metal center. The orange 

crystals (2–6) were found to have the CO ligand in the apical plane while the violet crystals (7 and 

8) were found to have the CO ligand in the equatorial plane (Figure 6.3).  While each complex is 

predicted to have additional stable isomers,1-5 their crystallization is remarkably condition 

dependent and any additional isomers have yet to be crystallized.  It is rather surprising however,  

 

Figure 6.3. ORTEP structures of complexes 2–8 shown at 50% probability ellipsoids. Hydrogen 
atoms, co-crystallized solvent, and the rotational disorder in CF3 groups have been omitted for 
clairity. 
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Figure 6.4.  1,2-Dithiolene ligand redox states and relevant bond distances in Å.  Bond lengths 
for the singly and doubly reduced states were determined from [Ni(Me2C2S2)2]n (n = 0 or 2–, 
respectively),7-8 while [Ni(Me2pipdt)2]2+ was used for the neutral state.7, 9  

Table 6.1. Selected crystallographic bond distances for 1–8 highlighting the C–C bond distances 
of the 1,2,-dithioketone. 

Bond (Å) 
1a 2 3 4 5 6b 7 8 

Average 
COap COeq COap COap COap COap COap COeq COeq 

C(2)–C(3) 1.350 1.359 1.357 1.359 1.354 1.356 1.343 1.347 1.350 1.353 
C(2)–S(1) 1.735 1.718 1.728 1.727 1.735 1.733 1.762 1.732 1.741 1.735 
C(3)–S(2) 1.726 1.717 1.741 1.737 1.740 1.737 1.756 1.737 1.727 1.735 

aValues were adapted from previously published structures.3-5 
bCrystals were ground from acetonitrile solutions and the structure was found to contain a coordinating 
acetonitrile molecule. 

that 7 and 8 readily crystalize into the COequatorial isomer as previous studies indicated it is the 

thermodynamically un-favorable isomer.1-2 Nevertheless, this does however reveal the initial 

effects of phosphine substitution, and suggests that increased ligand sterics favor the sterically 

less incombered COequatorial isomer.3 

While minor variations in the bonding parameters are observed (Table 6.1), suggesting a 

similar electronic structure for all complexes. Most importantly, comparison of the C–C and C–S 

bond distances of the 1,2-dithioketone ligand allow determination of the dithioketone (and metal) 

oxidation state (Figure 6.4).7-8, 10 For complexes 1–8, average C–C and C–S bond distances of 

1.354 Å and 1.733 Å respectively, are in excellent agreement with a doubly reduced dithietene 

ligand (C–C: 1.337 Å and C–S: 1.761 Å),8, 10 and suggests a formal Ru(II), 16 e– complex. 

Additional support for this assignment is found by isolation of the hexa-coordinate, trisphosphine 

complex, Ru((CF3)2C2S2)(CO)(P(Ph)2(Me))3 (9, Figure 6.1).  

 

SR

SR

SR

SR

S-R

S-R

+e–

–e–

+e–

–e–

C–C: 1.477
C–S: 1.688

C–C: 1.365
C–S: 1.714

C–C: 1.337
C–S: 1.761



 142 

 

Figure 6.5. (left) ORTEP structure of 9 shown at 50% probability ellipsoids with hydrogen atoms 
omitted for clarity. (right) FTIR of 9 in DCM. 

Based upon simple principles of electron counting, complex 9 is expected to have a doubly 

reduced dithietene ligand, giving the 18 e–, Ru(II) complex. This is in excellent agreement with 

observed C–C and C–S bond distances of 1.350 Å and 1.765/1.752 Å respectively, supporting a 

Ru(II) assignment for 9, and 1–8 as well. It is important to note that the trisphosphine adduct has 

only been isolated for complex 4, where the relatively small cone angle (q = 135°) is believed to 

allow the coordination of an additional phosphine ligand. Interestingly, while complex 9 is not 

expected to undergo dynamic exchange on the vibrational timescale (as judged by the narrow 

n(CO) band, Figure 6.5), significantly broadened, partially coalesced NMR signals suggests a 

dynamic structure on the NMR timescale (kex < 104 s–1, see appendix 6.5, Figure 6.31 and Figure 

6.32). While additional studies are required, this remains outside of the scope of the current 

investigation and 9 aids only in determination of the metal oxidation state. 

Upon dissolution of 2–8 into dichloromethane (DCM) a unique, significantly broadened 

n(CO) band is observed for each complex,  this behavior is indicative of exchange dynamics 

occurring on the vibrational timescale (Figure 6.6).1, 11-20 Owing to the similar line shapes observed 

for complexes 1–3 (Figure 6.6) phosphine electronic effects are likely to have little impact on the 

isomerization reaction. Variation of the phosphine cone angles however, is observed to have an  
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Figure 6.6. Variable temperature Fourier transform infrared (VT-FTIR) spectra of complexes 1–8 
in DCM across a temperature range of 20  °C to –70 °C. 
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extensive impact. At small ligand cone angles (q < 145°, 4 and 5) two significantly broadened, 

partially coalesced n(CO) bands are observed in the vicinity of 1936 and 1970 cm–1. In comparison 

to complex 1 the n(CO) bands for 4 and 5 are in excellent agreement with the COequatorial (1a: 

n(CO) » 1960 cm–1) and COaxial (1c: n(CO) » 1940 cm–1) isomers and the partial coalescences 

suggests relatively slow exchange dynamics (in comparison to the highly coalesced n(CO) bands 

for 1–3 and 6–8). Interestingly, two-component spectral deconvolutions are less than sufficient to 

reproduce the observed FTIR line shape (Figure 6.7 and Figure 6.8) and instead, at-least three 

Voigt functions are required to fit the n(CO) bands in the vicinity of 1975 cm–, 1965 cm–1, and 

1932 cm–1. These findings are again in excellent agreement with the reported frequencies for the 

three isomers of complex 1 (Figure 6.1, n(CO) » 1a:1950 cm–1, 1b: 1980 cm–1, 1c:1960 cm–1),1 

and suggests the presence of the COTBP intermediate in 4 and 5.  

As the ligand cone angle is increased (q » 145°, 2, 3, and 6), the n(CO) band is observed 

to coalesce into a broad absorbance (FWHM » 50 cm–1) centered near 1958 cm–1, where the 

nearly identical n(CO) line shapes (in comparison to 1) suggest very similar solution state 

dynamics. This however is not surprising, as similar sized phosphine ligands would be expected 

to display similar isomerization dynamics. These observations are confirmed through spectral 

deconvolution, where again, at least three Voigt functions in the vicinity of 1978 cm–1, 1960 cm–1, 

and 1940 cm–1 are required to fit the experimental line shape (Figure 6.7 and Figure 6.8). These 

findings in addition to the a nearly identical variable temperature response (Figure 6.6) support 

identical solution state dynamics for complexes 1–3 and 6.  

At large cone angles (q > 145°, 7 and 8), a near complete coalescence of the n(CO) band 

is observed, and unlike complexes 1–6, only two-component deconvolutions were required 

(Figure 6.7 and Figure 6.8). While this behavior would initially indicate faster rates of exchange in 

comparison to complexes 1–6, a more likely explanation is inhibition of an isomerization pathway. 

Here, the deconvoluted center line frequencies (n(CO) » 1960 cm–1 and 1975 cm–1) are in  
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Figure 6.7. Three (left) and two (right) component spectral deconvolutions of the n(CO) line 
shapes for 2–5 at 20 °C. 
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Figure 6.8. Three (left) and two (right) component spectral deconvolutions of the n(CO) line 
shapes for 2–5 at 20 °C. 

excellent agreement with observation of the COequatorial and COTBP isomers and the notable lack 

of intensity in the vicinity of 1940 cm–1 suggests an absence of the COaxial isomer. These findings 

are well supported by crystallographic and density function theory (DFT) studies (vide infra), 

where the COaxial isomer is believed to be too sterically encumbered to form when exceedingly 

large phosphine ligands are used. 

The thermodynamics of the isomerization reaction were investigated through the use of 

variable temperature Fourier transform infrared (VT-FTIR) spectroscopy. The VT-FTIR spectra of 

complexes 2–8 (Figure 6.6) were recorded using a SPECAC flow-through optical cryostat (Model: 

GS21525-C) and a Bruker Equinox 55 FTIR spectrometer. The samples were enclosed in a CaF2 

crystal windowed FTIR flow cell, contained in a vacuum jacketed housing, that was cooled using 

a liquid nitrogen/ethanol slurry to within 1 °C of the desired temperature using a built-in 

temperature controller.  FTIR spectra for each complex were collected across a 100 °C span from  
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20 °C to –70 °C. After solvent subtraction, the VT-FTIR line shapes for each complex were fit 

using constrained Voigt functionals in accord with the aforementioned spectral deconvolutions 

(see appendix 6.5, Figure 6.13–Figure 6.16). The Voigt functionals were constrained by ± 5 cm–1 

about the isomers center line frequencies, with FWHM constraints of 1–20 cm–1, and peak heights 

of 0.001–0.05 a.u. Using the determined spectral areas (see appendix 6.5, Table 6.3 – Table 6.6), 

the population ratios of the isomers for complexes 4–8 were then determined (see appendix 6.5, 

Table 6.7–Table 6.9), allowing application of a Van ‘t Hoff analysis (Figure 6.9). While 

isomerization between the COequatorial and COTBP isomers was observed for complexes 7 and 8; 

interestingly, the isomerization from COequatorial to COTBP in 8 was found to be exergonic, 

suggesting an entropically driven isomerization.  

While ligand sterics likely play a major role in the thermal isomerization process, the 

changes in entropy across the entire series would suggest that solvation dynamics may also 

contribute to the overall reaction. While solvent studies are currently underway, this concept is 

not surprising as the reordering of solvent about each isomer would be expected to play a key 

role. This is especially true for an isomerization reaction occurring on the same dynamic timescale 

as solvent reorientation.21-25 It is important to note however, that the thermochemical values are 

highly dependent on the peak locations of the spectral deconvolutions, and therefore should be 

only taken as estimates. While it is clear that higher ordered spectroscopy is required, two 

dimensional infrared spectroscopic measurements on complexes 2–8 are currently underway to 

better resolve the systems at hand. 
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Table 6.2. Thermochemical data obtained from the Van ‘t Hoff analysis of the isomerization 
reaction observed in complexes 4–8. 

Complex Pathway DG°i (kcal mol–1) DHi (kcal mol–1) DSi (e.u.) 

4 

COeq to COTBP  0.9 (0.2) 1.4 (0.3) 1.9 (0.6) 

COTBP to COax –0.8 (0.2) –2.2 (0.2) 4.7 (0.9) 

COeq to COax 0.094 (0.007) –0.76 (0.08) –2.9 (0.4) 

5 

COeq to COTBP 1.6 (0.2) 1.96 (0.09) 1.1 (0.4) 

COTBP to COax –1.4 (0.2) –2.1 (0.1) –2.2 (0.5) 

COeq to COax 0.26 (0.01) –0.08 (0.04) –1.2 (0.2) 

7 COeq to COTBP 1.29 (0.04) 0.95 (0.03) –1.2 (0.1) 

8 COeq to COTBP –0.40 (0.01) 0.62 (0.03) 3.4 (0.1) 

 
Figure 6.9. Van ‘t Hoff plots for complex 4 (top left), 5 (top right), 7 (bottom left), and 8 (bottom 
right) as determined from population ratios of the n(CO) bands in the VT-FTIR.  Equilibrium 
constants for isomerization from COequatorial to COaxial are shown as red traces, COTBP to COaxial are 
shown as green traces, and COequatorial to COTBP are shown as blue traces.  
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Despite the limitations of linear spectroscopy, additional support for these observations 

are obtained through the use of density functional theory (DFT). Due to computational time 

constraints DFT calculations were performed only on complexes 5 and 7 using the ORCA 

computational software package (version 3.0.3).26-30 At the BP86 level of theory,  all hydrogen, 

carbon, and fluorine atoms were treated with Alrich’s def2-SVP basis set while all sulfur, 

phosphorous, oxygen, and ruthenium atoms were treated with the def2-TZVP basis set.31-39 

Relativistic effects were applied through the zero-order regular approximation (ZORA), dispersion 

corrections through a Becke-Johnson damping scheme (D3BJ), and solvation was accounted for 

using the conductor like screening model (COSMO) in DCM.40-42 Initial geometries were adapted 

from the reported crystal structures and geometry optimizations were confirmed to be minima by 

frequency calculations performed at the same level of theory. 

In agreement with previous studies, all three isomers for 5 were found to be minima while 

only the COequatorial and COTBPl isomers were favorable for 7 (Figure 6.10). Interestingly, the COaxial  

 

Figure 6.10. DFT optimized structures for complex 5 and 7. All three isomers were found to be 
stable structures for 5 while only the COequatorial and COTBP were observed to converge for 7. 



 150 

isomer for complex 7 consistently converged to a structure matching the COequatorial isomer (Figure 

6.11). These findings support that the COaxial isomer is too sterically encumbered at large cone 

angles and are in agreement with experimental observations. Upon comparison of the bonding 

parameters from crystallography to DFT, only minor variations are observed, suggesting DFT well 

represents the electronic structure complexes 5 and 7 (Table 6.10). This is further confirmed by 

comparison of the DFT predicted FTIR with experiment (Figure 6.12). Here the DFT calculated 

n(CO) bands are in excellent agreement with experiment suggesting the DFT calculated 

structures match those observed experimentally.  This is well supported by previous studies,1 and 

offers further support for the presence of the described isomers in these systems.     

 

Figure 6.11. DFT optimization trajectory for isomer 7c illustrating the transition from the starting 
coordinates of the COaxial isomer (7c, red) to the ending coordinates matching the COequatorial 
isomer (7a, green). 
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Figure 6.12. (top) Superimposed optimized structures of the COaxial (orange), COequatorial (violet) 
and COTBP (green) isomers for complexes 5 (left), 1 (middle), and 7 (right).  Major differences 
between the structures have been highlighted in addition to the removal of H and F atoms for 
clarity. (bottom) Variable temperature Fourier transform infrared (VT-FTIR) spectra of 1–8 in DCM 
across a temperature range of 20 °C to –70 °C. (bottom) DFT predicted FTIR in comparison to 
experimental for 5 (left) and 7 (right). 

While previous studies have proposed the isomerization shown in Figure 6.1, where 

isomerization is mediated by the trigonal bipyramidal intermediate, the direct isomerization 

between COaxial and COequatorial could not be ruled out.1 Owing to the scope of the current 

investigation,  this question is partly answered through superposition of the DFT structures (Figure 

6.12). When the Ru, CO, and P atoms of each isomer are superimposed, one isomerization 

pathway is clearly revealed. Starting from the COaxial isomer shown in orange, structural 

rearrangement between the COaxial (orange) and COequatorial (violet) occurs by a slight, 45° twist of 

the dithietene ligand. From here, isomerization between the COequatorial (violet) and COTBP (green) 

isomers occurs by a second dithietene twist (< 35°), which opens a coordination site on the 
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ruthenium atom that was formerly occupied by the dithietne sulfur atom. This newly opened 

coordination site allows the phosphine ligand to “slide” into place forming the COTBP isomer 

(green). This would suggest that the COTBP isomer cannot be accessed directly from the COaxial 

isomer without a complete dithietene twist. While the thermochemical data initially suggests that 

the COTBP is acting as an intermediate, this is only one slice along a multi-dimensional reaction 

pathway, and all three isomers may in fact be interconverting together. Interestingly, the 

magnitude required for the second dithietene twist (COequatorial to COTBP) decreases with increasing 

phosphine cone angle is increased. This is most clearly in complex 7, where almost no movement 

of the dithietene ligand is needed. This isomerization pathway is supported by the identification 

of several low-frequency normal modes (n < 1000 cm–1) whose nuclear displacements align with 

these proposed rearrangement pathways. 

6.3 Conclusion 

While higher ordered spectroscopy will be required to fully understand the isomerization 

dynamics in these systems, it remains clear that relatively large transition metal complexes can 

have remarkably low barriers to structural rearrangement. These findings clearly show the impact 

of ligand sterics and their large influence over equatorial–axial ligand exchange in and raise new 

questions about the role of solvent dynamics.  The ability to influence isomerization pathways by 

steric tuning further suggests potential molecular device applications based on switching between 

three distinct states in systems that exhibit electronic tri-stability on the ps time scale. 
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6.4 Experimental 

Preparation and Purification: The 2,3-hexafluorobutyne was used as received from Oakwood 

Chemicals, the triruthenium doedecacarbonyl was used as received from Acros Organics, and 

the methyldiphenylphosphine was used as received from Alfa aesar. The cyclohexane stabilized 

dichloromethane (DCM), was purchased from VWR International LLC, deoxygenated and dried 

over alumina columns on a custom built solvent system under an argon atmosphere and stored 

over activated 4 Å molecular sieves in a nitrogen filled glove box. The 2,3-dithiolene and 

Ru(S2C2(CF3)2)(CO)(L)2 were prepared following modified literature reported procedures.1-2  

Ru(S2C2(CF3)2)(CO)(L)2 (2–8): Under an inert atmosphere a 100 mL Schlenk flask was charged 

with 200 mg (0.32 mmol, 1 eq.) triruthenium dodecacarbonyl, 325 mg (1.44 mmol, 4.5 eq) of 

bis(perfluoromethyl)-1,2-dithietene, and approximately 40 mL of n-heptane.  After refluxing for 

one hour, a stoichiometeric amount of the phosphine ligand (L = P((p-Me)Ph)3: 187 mg (2), P((p-

Cl)Ph)3: 231.1 mg (3), P(Ph)2Me: 179.6 mg (4), P(Ph)2Et: 186.3 mg (5), P(Ph)2
iPr: 109.2 mg (6), 

P(Ph)2
tBu: 218.1 mg (7), P(CH2Ph)3: 223.2 mg (8)) was added under a nitrogen stream followed 

by an additional 12 hour reflux.  The solvent was then removed under vaccum to yield an 

orange/red solid and the ruthenium complexes were isolated by column chromatography.  Using 

7:3 Hexanes:DCM as the elutant, the complexes were isolated as the second red band (green for 

7) using an elutant of 7:3 Hexanes:DCM.  

Ru(S2C2(CF3)2)(CO)P((p-Me)Ph)3 (2).  The complex, Ru(S2C2(CF3)2)(CO)(P((p-Me)Ph)3)2, was 

recrystallized at –30 °C by layering a saturated DCM solution with pentane, affording bright 

yellow/orange crystals identified as the axial iosomer (2c) of Ru(S2C2(CF3)2)(CO)(P((p-Me)Ph)3)2. 

Yield: 187.0 mg (62%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 6.97 (m, 12H, CH), 6.90 (m, 12H, 

CH), 2.31 (s, 18H, CH3). 13C {1H} NMR (DCM-d2, 500 MHz): δ (ppm) = 230.6 (t, CO, J = 5 Hz), 

144.89 (m, SCCS), 140.94 (s, CCH3), 134.1 (t, CH, J = 5 Hz), 130.8 (m, PC), 129.04 (t, CH, J = 

4 Hz), 123.2 (q, CF3, J = 276 Hz), 21.36 (s, CH3). 19F NMR (DCM-d2, 500 MHz): δ (ppm) = -53.94. 
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31P NMR (DCM-d2, 500 MHz): δ (ppm) = 46.91. Anal. Calc for C47H42F6OS2P2Ru: C, 58.56 %; H, 

4.39 %; S, 6.65%; Found: C, 58.80 %; H, 4.24%; S, 6.19%; FTIR (CH2Cl2, cm-1): 1944 cm-1 (br). 

UV-Vis (nm) 389, 465, 554. 

Ru(S2C2(CF3)2)(CO)P((p-Cl)Ph)3 (3). The complex, Ru(S2C2(CF3)2)(CO)(P((p-Cl)Ph)3)2, was 

recrystallized at –30 °C by layering a saturated DCM solution with pentane, affording bright 

yellow/orange crystals identified as the axial iosomer (3c) of Ru(S2C2(CF3)2)(CO)(P((p-Cl)Ph)3)2. 

Yield: 231.1 mg (68%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 7.24 (dd, 12H, CH, J = 8.6, 1.5 

Hz), 6.94 (m, 12H, CH). 13C {1H} NMR (DCM-d2, 500 MHz): δ (ppm) = 202.11 (t, CO, J = 15 Hz), 

146.48 (m, SCCS), 137.9 (s, CCl), 135.2 (t, CH, J = 15 Hz), 131.5 (PC, m), 130.7 (CCl), 129.1  (t, 

CH, J = 5 Hz), 122.7 (q, CF3, J = 276 Hz). 19F NMR (DCM-d2, 500 MHz): δ (ppm) = -54.25. 31P 

NMR (DCM-d2, 500 MHz): δ (ppm) = 49.14. Anal. Calc for C41H24F6Cl6OS2P2Ru: C, 45.33 %; H, 

2.23 %; S, 5.90 %; Found: C, 45.23 %; H, 2.36 %; S, 6.21%; FTIR (CH2Cl2, cm-1): 1963 (br). UV-

Vis (nm) 389, 473, 554. 

Ru(S2C2(CF3)2)(CO)(PPh2(Me))2 (4). The complex, Ru(S2C2(CF3)2)(CO)(PPh2(Me))2, was 

recrystallized at –30 °C by layering a saturated DCM solution with pentane, affording bright 

yellow/orange crystals identified as the axial iosomer (4c)  of Ru(S2C2(CF3)2)(CO)(PPh2Me)2. 

Yield: 179.6 mg (76%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 7.38 (m, 4H, CH), 7.28 (m, 8H, 

CH), 7.11 (m, 8H, CH), 1.75 (d, 6H, PCH3, J = 9 Hz). 13C {1H} NMR (DCM-d2, 500 MHz): δ (ppm) 

= 201.57 (t, CO, J = 15 Hz), 144.62 (m, SCCS), 135.7 (m, PC), 132.2 (dt, CH, J = 118, 5 Hz), 

130.8 (d, CH, J = 41 Hz), 128.8 (dt, CH, J = 27, 6 Hz), 123.22 (q, CF3, 276 Hz), 17.68 (dt, CH3, J 

= 34, 12 Hz). 19F NMR (DCM-d2, 500 MHz): δ (ppm) = -52.87 (CF3). 31P NMR (DCM-d2, 500 MHz): 

δ (ppm) = 33.95 (PPh2Me). Anal. Calc for C31H26F6OS2P2Ru: C, 49.27 %; H, 3.47 %; S, 8.49 %; 

Found: C, 49.42 %; H, 3.43 %; S, 8.33 %; FTIR (CH2Cl2, cm-1): 1969 (s), 1940 (s). UV-Vis (nm) 

370, 450, 522. 
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Ru(S2C2(CF3)2)(CO)(PPh2(Et))2 (5). The complex, Ru(S2C2(CF3)2)(CO)(PPh2(Et))2, was 

recrystallized at –30 °C by layering a saturated DCM solution with pentane, affording bright 

orange crystals identified as the axial iosomer (5c)  of Ru(S2C2(CF3)2)(CO)(PPh2Me)2. Yield: 186.3 

mg (76%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 7.41 (dt, 4H, CH, J = 31.3, 7.2 Hz), 7.30 (dt, 

8H, CH, J = 22.4, 7.2 Hz), 7.07 (dt, 8H, CH, J = 63, 8.1 Hz), 2.11 (dseptet, 4H, CH2, J = 74.3, 7.3 

Hz), 0.63 (dt, 6H, CH3, J = 16.9, 7.3 Hz). 13C {1H} NMR (DCM-d2, 500 MHz): δ (ppm) = 201.5 (t, 

CO, J = 14 Hz), 144.1 (m, SCCS), 133.5 (m, PC), 133.0 (m, CH), 130.6 (d, CH, J = 8 Hz), 128.6 

(dt, CH, J = 15, 5 Hz), 123.3 (q, CF3, J = 276 Hz), 24.7 (m, CH2), 9.0 (s, CH3). 19F NMR (DCM-d2, 

500 MHz): δ (ppm) = –52.7 (CF3). 31P NMR (DCM-d2, 500 MHz): δ (ppm) = 46.20 (PPh2Me). Anal. 

Calc for C33H30F6OS2P2Ru: C, 50.57 %; H, 3.86 %; S, 8.18 %; Found: C, 50.92 %; H, 4.29 %; S, 

7.81 %; FTIR (CH2Cl2, cm-1): 1970 (s), 1933 (s). UV-Vis (nm) 370, 454, 530. 

Ru(S2C2(CF3)2)(CO)(PPh2(iPr))2 (6). The complex, Ru(S2C2(CF3)2)(CO)(PPh2(iPr))2, was 

recrystallized at –30 °C by from acetonitrile, affording bright yellow/orange crystals identified as 

the axial iosomer (6c)  of Ru(S2C2(CF3)2)(CO)(PPh2(t-Bu))2.  The coordinated acetonitrile can be 

removed under vacuum, where crystals are observed to transition from yellow/orange to a deep 

red.  Yield: 109.2 mg (43%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 7.38 (dt, 4H, CH, J = 39.1, 

7.5 Hz), 7.29 (dt, 8H, CH, J = 17.2, 8.5 Hz), 7.04 (dt, 8H, CH, J = 116, 8.6 Hz), 2.60 (m, 2H, 

CH(CH3)2), 0.72 (ddd, 12H, CH(CH3)2, J = 109, 16.2, 6.8 Hz).  13C {1H} NMR (DCM-d2, 500 MHz): 

δ (ppm) = 203.7 (t, CO, J = 14 Hz), 143.2 (m, SCCS), 133.9 (dt, CH, J = 51, 4 Hz) 131.4 (m, PC), 

130.1 (d, CH, J = 54 Hz), 127.9 (dt, CH, J = 34, 5 Hz), 122.9 (q, CF3, J = 276 Hz), 31.7 (dt, 

CH(CH3)2, J = 28.7, 7.2 Hz), 18.3 (d, CH(CH3)2, J = 27.4 Hz). 19F NMR (DCM-d2, 500 MHz): δ 

(ppm) = -52.86. 31P NMR (DCM-d2, 500 MHz): δ (ppm) = 57.07. Anal. Calc for 

C35H34F6OS2P2Ru•ACN: C, 52.11 %; H, 4.37 %; N, 1.64 %; S, 7.52 %; Found: C, 51.86 %; H, 

4.54 %; N, 2.23 %; S, 7.55 %; FTIR (cm-1): 1942 (br). UV-Vis (nm) 386, 455, 554. 
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Ru(S2C2(CF3)2)(CO)(PPh2(tBu))2 (7). The complex, Ru(S2C2(CF3)2)(CO)(PPh2(tBu))2, was 

recrystallized at –30 °C by layering a saturated DCM solution with pentane, affording dark 

red/violet crystals identified as the equatorial iosomer (7a)  of Ru(S2C2(CF3)2)(CO)(PPh2(t-Bu))2. 

Yield: 218.1 mg (83%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 7.35 (m, 6H, CH), 7.28 (m, 2H, 

CH), 7.11 (m, 12H, CH), 0.76 (d, 18H, CH3, J = 15 Hz). 13C {1H} NMR (DCM-d2, 500 MHz): δ 

(ppm) = 202.26 (t, CO, 15 Hz), 144.77 (m, SCCS), 134.3 (d, CH, J = 217 Hz), 132.7 (dd, PC, J = 

275 Hz), 129.8 (d, CH, J = 55 Hz), 127.35 (d, CH, J = 65 Hz), 123.06 (q, CF3, J = 275 Hz), 36.1 

(C(CH3)3, m), 28.15 (s, C(CH3)3). 19F NMR (DCM-d2, 500 MHz): δ (ppm) = -53.44. 31P NMR (DCM-

d2, 500 MHz): δ (ppm) = 74.47. Anal. Calc for C37H38F6OS2P2Ru: C, 52.92 %; H, 4.56 %; S, 7.63 

%; Found: C, 53.32 %; H, 4.53 %; S, 7.84 %; FTIR (CH2Cl2, cm-1): 1956 (br). UV-Vis (nm) 377, 

468, 594. 

Ru(S2C2(CF3)2)(CO)(P(CH2Ph)3)2 (8). The complex, Ru(S2C2(CF3)2)(CO)(P(CH2Ph)3)2, was 

recrystallized at –30 °C by layering a saturated DCM solution with pentane, affording dark 

red/violet crystals identified as the axial iosomer (8a)  of Ru(S2C2(CF3)2)(CO)(P(CH2Ph)3)2. Yield: 

223.2 mg (74%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) = 7.24 (m, 18H, CH), 6.92 (m, 12H, CH), 

3.07 (m, 12H, CH2). 13C {1H} NMR (DCM-d2, 500 MHz): δ (ppm) = 199.78 (t, CO, J = 15 Hz), 

143.12 (m, SCCS), 133.9 (PC), 130.71 (CH), 129.19 (CH), 127.56 (CH), 123.38 (q, CF3, J = 272 

Hz), 38.28 (m, CH2). 19F NMR (DCM-d2, 500 MHz): δ (ppm) = -53.32. 31P NMR (DCM-d2, 500 

MHz): δ (ppm) = 51.07. Anal. Calc for C47H42F6OS2P2Ru: C, 58.56 %; H, 4.39 %; S, 6.65 %; 

Found: C, 58.35 %; H, 4.72 %; S, 6.36 %; FTIR (CH2Cl2, cm-1): 1966 (br). UV-Vis (nm) 525, 448, 

367. 

Ru(S2C2(CF3)2)(CO)(P(Ph)2(Me))3 (9). The complex, Ru(S2C2(CF3)2)(CO)(P(Ph)2(Me))3, was 

synthesized by dissolution of 100.0 mgs (0.132 mmol) of complex 4 into DCM, followed by the 

addition of 29.1 mg (0.146 mmol) of diphenylmethylphosphine. The complex was recrystallized at 
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–30 °C by layering a saturated DCM solution with pentane, affording bright yellow crystals 

identified as the trisphosphine adduct Ru(S2C2(CF3)2)(CO)(P(Ph)2(Me))3 (9). Yield: 103.7 mg  (82 

%). 1H NMR (DCM-d2, 500 MHz): δ (ppm) =7.35 (s, 12H, CH), 7.25 (s, 6H, CH), 7.15 (s, 12H, 

CH), 1.82 (s, 9H, PCH3,). 13C {1H} NMR (DCM-d2, 500 MHz): δ (ppm) = 202.76 (s, CO), 150.24 

(m, SCCS) 136.09 (s, PC), 132.12 (s, CH), 129.37 (s, CH), 128.23 (CH), 123.05 (q, CF3, J = 272 

Hz), 11.61 (s, PCH3). 19F NMR (DCM-d2, 500 MHz): δ (ppm) = –54.61. 31P NMR (DCM-d2, 500 

MHz): δ (ppm) = 8.95, –6.15; Anal. Calc for C44H39F6OS2P3Ru: C, 55.29 %; H, 4.11 %; S, 6.71 %; 

Found: C, 55.39 %; H, 4.11 %; S, 7.13 %; FTIR (CH2Cl2, cm-1): 1948 (s). UV-Vis (nm) 343, 457. 

Infrared Data Collection and Analysis. Infrared spectra were collected on a Bruker Equinox 55 

FTIR spectrometer using a SPECAC flow through optical cryostat (model, 21525) with a 1.12 mm 

path length (determined from infringing pattern), CaF2 windowed cell enclosed in a vacuum 

jacketed housing. Solutions were prepared in a nitrogen filled glove box using pre-dried DCM and 

pure orange crystals. Cell temperature (± 1 °C) was regulated by addition of liquid 

nitrogen/methanol to the cooling compartment while heating the cell compartment to the desired 

temperature with a computer controlled thermocouple/heating coil system. Both solutions of the 

complex and solvent blanks were recorded at temperatures ranging from 30 °C to –68 °C to 

ensure accurate solvent subtraction. To obtain the integrated spectral areas for the exchanging 

species, spectral curve fitting was carried out in IGOR Pro (WaveMetrics Inc., version 7.05).  

Density Functional Theory Analysis. Calculations were performed in the ORCA software suite 

(version 3.0.3) at the BP86 level of theory with the RIJCOSX approximation.26-30 Ruthenium, 

phosphorous, sulfur, and oxygen atoms were treated with the DEF2-TZVP basis sets while DEF2-

SVP was used for all other atoms.31-39 Dispersion corrections were applied using the atom-

pairwise dispersion correction with a Becke-Johnson damping scheme (D3BJ), relativistic effects 

with the ZORA model, and solvation was accounted for using the COSMO solvation model in 
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methylene chloride.40-42 Analytical frequency calculations were performed at the same level of 

theory. Molecular graphics were constructed with the  UCSF Chimera package.43 

NMR Data Collection and Analysis. NMR spectra were recorded on a JEOL 500 MHz NMR 

spectrometer and analyzed using iNMR software. Samples were prepared in dichloromethane-d2 

and referenced to solvent residuals for 1H and 13C, trifluoroethanol for 19F, and phosphoric acid 

for 31P NMR. A total of 16 scans of 32768 data points from –2 to 14 ppm were collected for 1H 

NMR, 16 scans of 65536 data points from –220 to 20 ppm for 19F NMR, and 64 scans of 32768 

data points from –250 to 150 ppm for 31P NMR. 

  



 159 

6.5 Appendix 

Chapter 6: This chapter is currently being prepared for submission for publication. 

“Phosphine Steric-Electronic Effects of an Ultrafast Isomerization,” by Tyler M. Porter, Andrew L. 

Osterircher, and Clifford P. Kubiak. The dissertation author is the primary author. 

 

Figure 6.13. Spectral deconvolution of the variable temperature FTIR (VT-FTIR) spectra for 
complex 4 in DCM from 20 °C to –70 °C. 
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Figure 6.14. Spectral deconvolution of the variable temperature FTIR (VT-FTIR) spectra for 
complex 5 in DCM from 20 °C to –70 °C. 
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Figure 6.15. Spectral deconvolution of the variable temperature FTIR (VT-FTIR) spectra for 
complex 7 in DCM from 20 °C to –70 °C. 
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Figure 6.16. Spectral deconvolution of the variable temperature FTIR (VT-FTIR) spectra for 
complex 8 in DCM from 20 °C to –70 °C. 
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Figure 6.17. 1H NMR (top) and 13C NMR (bottom) of 2 in DCM-d2 at 20 °C. 
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Figure 6.18. 19F NMR (top) and 31P (bottom) NMR of 2 in DCM-d2 at 20 °C. 
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Figure 6.19. 1H NMR (top) and 13C NMR (bottom) of 3 in DCM-d2 at 20 °C. 
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Figure 6.20. 19F NMR (top) and 31P (bottom) NMR of 3 in DCM-d2 at 20 °C. 
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Figure 6.21. 1H NMR (top) and 13C NMR (bottom) of 4 in DCM-d2 at 20 °C. 
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Figure 6.22. 19F NMR (top) and 31P (bottom) NMR of 4 in DCM-d2 at 20 °C. 
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Figure 6.23. 1H NMR (top) and 13C NMR (bottom) of 5 in DCM-d2 at 20 °C. 
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Figure 6.24. 19F NMR (top) and 31P (bottom) NMR of 5 in DCM-d2 at 20 °C. 
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Figure 6.25. 1H NMR (top) and 13C NMR (bottom) of 6 in DCM-d2 at 20 °C. 
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Figure 6.26. 19F NMR (top) and 31P (bottom) NMR of 6 in DCM-d2 at 20 °C. 
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Figure 6.27. 1H NMR (top) and 13C NMR (bottom) of 7 in DCM-d2 at 20 °C. 
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Figure 6.28. 19F NMR (top) and 31P (bottom) NMR of 7 in DCM-d2 at 20 °C. 
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Figure 6.29. 1H NMR (top) and 13C NMR (bottom) of 8 in DCM-d2 at 20 °C. 
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Figure 6.30. 19F NMR (top) and 31P (bottom) NMR of 8 in DCM-d2 at 20 °C. 
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Figure 6.31. 1H NMR (top) and 13C NMR (bottom) of 9 in DCM-d2 at 20 °C. 
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Figure 6.32. 19F NMR (top) and 31P (bottom) NMR of 9 in DCM-d2 at 20 °C. 
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Table 6.3. Location and peak areas for three-component Gaussian deconvolutions of the VT-
FTIR for complex 4 in DCM. 

Temperature (°C) Location (cm–1) Area 

20 
1939.0 0.968 
1968.0 1.050 
1975.3 0.216 

10 
1938.8 0.989 
1968.2 1.074 

1976.1 0.203 

0 
1938.7 1.031 
1968.6 1.038 
1977.1 0.192 

–10 
1938.6 1.080 
1968.6 1.089 

1977.3 0.182 

–20 
1938.5 1.139 
1968.9 1.120 
1977.3 0.174 

–30 
1938.4 1.210 
1969.0 1.116 
1977.7 0.167 

–40 
1938.3 1.276 
1969.3 1.071 
1978.0 0.150 

–50 
1938.2 1.381 
1970.1 1.051 
1978.2 0.104 

–60 
1938.2 1.490 
1970.6 0.923 
1979.0 0.113 

–70 
1938.1 1.551 
1970.8 1.040 
1980.0 0.055 
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Table 6.4. Location and peak areas for three-component Gaussian deconvolutions of the VT-
FTIR for complex 5 in DCM. 

Temperature (°C) Location (cm–1) Area 

20 
1932.6 0.613 
1967.5 1.000 
1975.4 0.063 

10 
1932.5 0.637 
1968.3 1.019 
1976.2 0.051 

0 
1932.6 0.677 
1968.8 1.009 
1976.6 0.050 

–10 
1932.1 0.693 
1969.4 1.017 
1977.0 0.040 

–20 
1931.9 0.703 
1969.9 1.046 
1977.5 0.034 

–30 
1931.8 0.713 
1970.2 1.050 
1978.0 0.029 

–40 
1937.1 0.728 
1970.3 1.069 
1978.2 0.026 

–50 
1931.5 0.726 
1970.5 1.082 
1978.7 0.023 

–60 
1931.2 0.740 
1970.8 1.106 
1979.6 0.019 

–70 
1931.2 0.770 
1970.9 1.143 
1980.1 0.015 
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Table 6.5. Location and peak areas for two-component Gaussian deconvolutions of the VT-FTIR 
for complex 7 in DCM. 

Temperature (°C) Location (cm–1) Area 

20 
1956.2 3.77 
1974.2 0.41 

10 
1956.4 3.88 
1974.3 0.39 

0 
1956.9 3.99 
1974.7 0.38 

–10 
1957.1 4.03 
1974.9 0.38  

–20 
1957.6 4.16 
1975.3 0.36 

–30 
1958.2 4.28 
1975.8 0.34 

–40 
1958.8 4.43 
1976.2 0.31 

–50 
1959.2 4.42 
1976.6 0.30 

–60 
1959.9 4.56 
1977.0 0.27 

–70 
1960.6 4.71 
1977.6 0.24 
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Table 6.6. Location and peak areas for two-component Gaussian deconvolutions of the VT-FTIR 
for complex 8 in DCM. 

Temperature (°C) Location (cm–1) Area 

20 
1952.0 0.591 
1968.3 1.198 

10 
1952.5 0.640 
1968.7 1.198 

0 
1952.7 0.669 
1968.9 1.184 

–10 
1953.4 0.697 
1969.5 1.175 

–20 
1953.6 0.729 
1969.6 1.173 

–30 
1953.8 0.761 
1969.8 1.158 

–40 
1954 0.790 

1969.9 1.145 

–50 
1954.1 0.830 
1970.0 1.118 

–60 
1954.2 0.841 
1970.1 1.123 

–70 
1954.3 .871 
1970.3 1.07 
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Table 6.7. Equilibrium constants for the isomerization of complex 4 using the peak areas from 
Table 6.3  as the population ratios to determine Keq. 

Temperature (°C) Keq: COTBP/COeq Keq: COax/COTBP Keq: COeq/COax 

20 0.206 4.479 0.922 
10 0.190 4.850 0.921 
0 0.185 5.374 0.993 

-10 0.167 5.943 0.991 
-20 0.155 6.547 1.017 
-30 0.149 7.255 1.085 
-40 0.140 8.485 1.192 
-50 0.099 13.246 1.314 
-60 0.123 13.155 1.614 
-70 0.053 28.410 1.497 

Table 6.8. Equilibrium constants for the isomerization of complex 5 using the peak areas from 
Table 6.4 as the population ratios to determine Keq. 

Temperature (°C) Keq: COTBP/COeq Keq: COax/COTBP Keq: COeq/COax 

20 0.063 9.739 0.613 
10 0.051 12.407 0.631 
0 0.049 13.671 0.668 

-10 0.039 17.510 0.682 
-20 0.033 20.504 0.672 
-30 0.025 27.419 0.679 
-40 0.024 28.347 0.680 
-50 0.021 31.963 0.671 
-60 0.018 38.036 0.669 
-70 0.013 50.750 0.674 
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Table 6.9. Equilibrium constants for the isomerization of complexes 7 and 8 using the peak areas 
from Table 6.5 and Table 6.6 as the population ratios to determine Keq. 

Temperature (°C) Keq: COeq/COTBP (7) Keq: COeq/COTBP (8) 

20 0.109 2.02 
10 0.101 1.86 
0 0.095 1.77 

-10 0.092 1.69 
-20 0.087 1.61 
-30 0.079 1.52 
-40 0.072 1.45 
-50 0.068 1.35 
-60 0.059 1.31 
-70 0.051 1.23 

Table 6.10. Selected DFT bonding parameters for complexes 5 and 7. 

Bond 
5 7 

COequatorial COAxial COTBP COequatorial COTBP 

C(1)–C(2) 1.38 1.38 1.37 1.38 1.37 

C(1)–S(1) 1.74 1.74 1.76 1.73 1.75 

C(2)–S(2) 1.73 1.74 1.76 1.74 1.76 

C(5)–O(1) 1.20 1.20 1.19 1.19 1.19 
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Table 6.11. DFT optimized XYZ coordinates for the COaxial isomer of complex 5. 

Atom X Y Z 
Ru 4.57142492 4.24036581 6.80652118 
S 4.73353223 6.11731425 5.49878568 
S 4.99284319 3.05590463 4.8704231 
P 4.70689708 5.67467879 8.63189521 
P 5.61619662 2.51269244 7.90759067 
F 5.97690266 6.46001943 1.88538802 
F 3.8321932 6.7397907 2.15607215 
F 5.23992009 7.87411577 3.35751515 
O 1.7618265 3.33362323 7.30124698 
F 5.10506554 2.33558874 2.15617984 
C 6.19074975 -1.3279468 6.45067632 
H 7.01096143 -2.0548086 6.39916937 
C 5.14827468 2.21956596 9.64925779 
C 4.10826116 0.550794 6.57642502 
H 3.29613463 1.28477682 6.59957256 
C 4.06740598 7.3496321 8.26287081 
C 6.40738917 -0.0785752 7.05472437 
H 7.39532011 0.14179142 7.47393312 
C 4.92989252 -1.6435275 5.91498007 
H 4.76104386 -2.6184209 5.44178782 
C 3.88879015 -0.7019632 5.98400268 
H 2.90342261 -0.9355229 5.56328034 
C 5.01328351 6.66180379 2.81221357 
C 6.47727791 5.91494833 9.02651343 
C 5.62207386 2.21206842 12.0438985 
H 6.33659923 2.3382041 12.8662783 
C 5.36850341 0.87135017 7.12595711 
C 3.91341724 5.30189787 10.257782 
H 4.36545431 4.36802077 10.6274764 
H 4.21008369 6.12032071 10.940128 
C 6.05951525 2.35918251 10.715316 
H 7.11014187 2.60235547 10.5255999 
C 3.80102655 1.90073628 9.92978807 
H 3.08032917 1.80056333 9.11006699 
C 4.76848883 8.51479687 8.62817277 
H 5.73471198 8.43587075 9.14059833 
C 2.39336328 5.17440574 10.1844229 
H 2.08318147 4.37175095 9.49792868 
H 1.92139998 6.11378658 9.84756643 
H 1.99193811 4.93622631 11.1847634 
C 4.99954055 5.5728171 3.86412955 
C 7.33617316 6.30007698 7.97132242 
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Table 6.11 Continued. DFT optimized XYZ coordinates for the COaxial isomer of complex 5. 

Atom X Y Z 
H 6.90430922 6.51325727 6.98476945 
C 4.2778849 1.90780917 12.3160593 
H 3.93768211 1.79697494 13.3527974 
C 7.02495578 5.62263978 10.2919303 
H 6.37954773 5.32827681 11.1255223 
C 5.08632094 4.22557348 3.59037751 
C 2.83044572 7.46461975 7.59170262 
H 2.29642592 6.55993103 7.27907403 
C 2.29519913 8.73024794 7.30947029 
H 1.33206602 8.80940835 6.79168672 
C 4.23749175 9.78171356 8.33315378 
H 4.79351208 10.6836257 8.61651806 
F 4.60345724 4.2484397 1.26138159 
C 3.00008563 9.89099078 7.67481655 
H 2.58783205 10.8802001 7.44089055 
C 8.71981223 6.37994066 8.1772351 
H 9.37519973 6.67805051 7.35021687 
C 9.26516422 6.05771654 9.43506091 
H 10.3501322 6.10026513 9.59182565 
F 6.65724453 3.82141517 1.85789337 
C 3.36921473 1.74114913 11.2537998 
H 2.31955095 1.49849675 11.4575059 
C 7.44231512 2.78170374 7.93687895 
H 7.60498261 3.62562653 8.62963913 
H 7.92691575 1.89530654 8.38498919 
C 8.41576518 5.68569591 10.4908466 
H 8.83401261 5.44034133 11.4746882 
C 8.01349858 3.11053679 6.55710091 
H 7.7668375 2.33265936 5.81325315 
H 9.11083286 3.21282923 6.61718875 
H 7.59506245 4.05893941 6.1801872 
C 5.36201416 3.657493 2.21102657 
C 2.90153688 3.68914376 7.18048218 
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Table 6.12. DFT optimized XYZ coordinates for the COequatorial isomer of complex 5. 

Atom X Y Z 
Ru 4.59381182 4.35349639 7.03125611 
S 4.03000066 6.09059398 5.59872012 
S 6.15608883 3.79273173 5.44601229 
P 5.02393104 5.84591419 8.65780201 
P 5.45283567 2.5429265 8.21060297 
F 6.19841812 7.693729 2.95473504 
F 4.49586093 6.64271861 2.08426246 
F 4.18734506 8.09906314 3.661791 
O 1.72667376 3.86060313 7.86429939 
F 7.81799958 3.77501037 3.15969379 
C 6.45025187 -1.1714866 6.64817683 
H 7.17218405 -1.9703146 6.85924252 
C 4.46828564 1.96540955 9.64747617 
C 4.61577127 0.88675754 6.10910642 
H 3.91911554 1.70459734 5.88643576 
C 4.09541664 7.41862118 8.5248042 
C 6.44572429 -0.0101933 7.43868472 
H 7.158458 0.07388109 8.26807838 
C 5.53165365 -1.3087357 5.59172819 
H 5.53510221 -2.216373 4.97536902 
C 4.61112703 -0.2792526 5.32699816 
H 3.89350542 -0.3782286 4.50312173 
C 5.00768001 7.11758895 3.24050495 
C 6.78046161 6.29965978 8.43826655 
C 4.12075144 1.62595895 12.0419829 
H 4.50348411 1.68201748 13.06853 
C 5.52876225 1.0271852 7.17531508 
C 4.81378848 5.40397344 10.4335991 
H 5.46269262 4.53400474 10.632596 
H 5.19951791 6.25760825 11.0228838 
C 4.94563256 2.01639393 10.9726569 
H 5.96163586 2.36297985 11.1905071 
C 3.16637302 1.47524459 9.40671944 
H 2.78881843 1.40764648 8.3806022 
C 4.73997534 8.65017261 8.7545187 
H 5.80688711 8.67161883 9.00732788 
C 3.36432799 5.08564839 10.7985743 
H 2.97053845 4.25003692 10.1989296 
H 2.70852805 5.95963511 10.6435018 
H 3.30212661 4.79388467 11.8604764 
C 5.15688935 6.02372089 4.28197212 
C 7.18873279 6.68875228 7.14183597 
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Table 6.12 Continued. Optimized XYZ coordinates for the COequatorial isomer of complex 5. 

Atom X Y Z 
H 6.43835176 6.7849038 6.34902655 
C 2.81719232 1.16469342 11.7962241 
H 2.17238773 0.86393192 12.6305829 
C 7.74243712 6.17100803 9.45920201 
H 7.44819166 5.88421137 10.4749988 
C 6.10289782 5.02331182 4.2146318 
C 2.72524995 7.40432154 8.1895585 
H 2.21694269 6.45376135 7.99588393 
C 2.00910702 8.60663382 8.09641357 
H 0.94498663 8.58384109 7.83282407 
C 4.02276766 9.85417822 8.65391041 
H 4.53521802 10.8079964 8.82975374 
F 6.8249952 5.28499014 1.95849517 
C 2.65689945 9.83463617 8.32309485 
H 2.09819317 10.7748008 8.23755476 
C 8.54149049 6.91321846 6.86388282 
H 8.84147642 7.17879073 5.84412141 
C 9.50362673 6.761884 7.88086113 
H 10.5660149 6.92295518 7.66022809 
F 8.20727264 5.87823668 3.53586823 
C 2.34564553 1.08151395 10.4730302 
H 1.3345336 0.70986873 10.2693635 
C 7.15933002 2.74203107 8.89577428 
H 7.08829025 3.56800296 9.62602033 
H 7.41240487 1.83087847 9.4692819 
C 9.1015124 6.40095428 9.17774846 
H 9.84572857 6.28802889 9.97535638 
C 8.23040843 3.06742914 7.85611588 
H 8.3230398 2.26651993 7.10185295 
H 9.20742248 3.19351207 8.35332568 
H 7.9934302 3.99789433 7.31718074 
C 7.23355859 4.98747644 3.21124647 
C 2.87289082 4.07958426 7.60345835 
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Table 6.13. DFT optimized XYZ coordinates for the COTBP isomer of complex 5. 

Atom X Y Z 
Ru 3.96980197 4.33102779 6.6696818 
S 4.72788646 5.67179706 4.97221931 
S 6.16265685 3.42511312 6.88768247 
P 4.63314841 5.88381938 8.28148137 
P 3.42210149 2.50142422 5.38483733 
F 8.39939523 6.31167397 4.01252812 
F 7.13425536 5.26854729 2.57544286 
F 6.48140502 7.15011342 3.44362009 
O 1.14203045 5.44139224 6.42460142 
F 8.6896522 2.64674062 6.02542824 
C 0.15654754 1.68915148 2.98436048 
H -0.5377892 0.86139561 2.79351404 
C 2.81587216 1.79697473 6.9555507 
C 1.93450697 3.81854166 3.47763203 
H 2.6481168 4.63027839 3.6757436 
C 3.63043716 7.41103966 8.37973118 
C 1.17883296 1.53836209 3.93492314 
H 1.28366117 0.59292804 4.48266087 
C 0.02628154 2.89951122 2.27738034 
H -0.7729712 3.01519205 1.5344766 
C 0.9187796 3.9595347 2.51907732 
H 0.82137752 4.90069411 1.96419929 
C 7.12084782 5.98984104 3.72681182 
C 6.33603042 6.50005569 8.0687795 
C 3.3537257 1.02111627 9.2183674 
H 4.09904143 0.69524346 9.95317324 
C 2.06533203 2.60598726 4.18883812 
C 4.54814179 5.0852264 9.93911583 
H 5.26691455 4.24678376 9.87874786 
H 4.89662447 5.77365523 10.7306317 
C 3.76830083 1.37284137 7.92312924 
H 4.8320395 1.33603567 7.6590004 
C 1.4506361 1.8939457 7.33093424 
H 0.71271455 2.2584271 6.6068514 
C 3.32350955 8.03593509 9.60566352 
H 3.68783435 7.61547984 10.5502094 
C 3.13352968 4.55290059 10.190654 
H 2.83517191 3.84352331 9.39746202 
H 2.38544965 5.36541675 10.2056541 
H 3.08066926 4.02006486 11.1559596 
C 6.43419762 5.25220441 4.84801652 
C 6.59107348 7.49804202 7.1031406 
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Table 6.13 Continued. DFT optimized XYZ coordinates for the COTBP isomer of complex 5. 

Atom X Y Z 
H 5.76219357 7.93327523 6.53678824 
C 1.99634621 1.09972423 9.57059163 
H 1.67460429 0.82920188 10.5830973 
C 7.4188578 5.91901465 8.76106872 
H 7.24568425 5.12845326 9.49868993 
C 7.01776273 4.27020532 5.60646421 
C 3.16072398 7.98252873 7.17670335 
H 3.4094207 7.49966732 6.22380036 
C 2.40511198 9.1644814 7.20140463 
H 2.05367002 9.60201233 6.25921487 
C 2.55435113 9.21153482 9.62941711 
H 2.31680213 9.68574512 10.5894412 
F 8.78226934 3.68813006 4.12444752 
C 2.09511598 9.77911042 8.42766901 
H 1.49959716 10.6999988 8.44711693 
C 7.90663534 7.90276137 6.83176372 
H 8.09139746 8.66281344 6.0631234 
C 8.97952103 7.32253105 7.52723362 
H 10.0087184 7.63171562 7.3079587 
F 9.3440073 4.71165009 5.96434882 
C 1.04893367 1.54325816 8.62622749 
H -0.0092534 1.62078787 8.90389336 
C 4.69772636 1.4141673 4.63964322 
H 5.49387924 1.34624155 5.4033277 
H 4.26504336 0.41390801 4.4573344 
C 8.73271293 6.33273587 8.49311875 
H 9.56705156 5.86703319 9.03092718 
C 5.24997609 2.06602267 3.36587525 
H 4.46132818 2.21242799 2.60645838 
H 6.03281272 1.42475959 2.92381367 
H 5.70420623 3.04625786 3.58488121 
C 8.45650991 3.83925902 5.43256791 
C 2.24993123 5.02168711 6.52622512 
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Table 6.14. DFT optimized XYZ coordinates for the COaxial isomer of complex 7. 

Atom X Y Z 
Ru 4.44923757 4.19404094 7.04063475 
S 5.8510056 5.65502076 5.91767431 
S 3.74621585 3.64392047 4.93412174 
P 4.61301588 5.7995343 8.81247144 
P 5.71056338 2.42465404 7.77300394 
F 7.21583047 5.40777341 2.43912536 
F 5.89447785 7.1009945 2.67004411 
F 7.5248129 6.8125393 4.03136438 
O 1.99406189 2.76437554 8.03885078 
F 3.39900811 3.4391696 2.16535137 
C 5.16604578 -1.6455469 7.52295926 
H 5.50452111 -2.5099754 8.0820754 
C 5.73197718 2.09700377 9.57487671 
C 4.31035229 0.57953635 6.12497998 
H 3.97281173 1.43501223 5.55830067 
C 4.12063413 7.42535479 8.12062492 
C 5.54820391 -0.3796923 7.92991548 
H 6.16953464 -0.2815527 8.80984309 
C 4.34971613 -1.8064818 6.4124047 
H 4.04350929 -2.7973283 6.09784685 
C 3.92470422 -0.6889515 5.71645552 
H 3.28450414 -0.7937773 4.84835621 
C 6.57939458 6.16551306 3.34101619 
C 6.2857653 6.14263566 9.46503853 
C 6.72385196 2.12038208 11.7779306 
H 7.56016108 2.37817933 12.4179394 
C 5.12705255 0.75912937 7.23417068 
C 3.43535027 5.7246156 10.2906476 
C 6.7826144 2.42458773 10.4242619 
H 7.66339677 2.91696407 10.0427324 
C 4.61338321 1.46222895 10.1224136 
H 3.78233409 1.19041178 9.48315815 
C 4.58167088 8.62949071 8.64723683 
H 5.31559482 8.62804747 9.44334975 
C 2.02240225 5.96186153 9.75537855 
H 1.77411116 5.29714384 8.92739135 
H 1.87901144 6.99008215 9.42512863 
H 1.31225396 5.75942355 10.562265 
C 5.68274161 5.34650294 4.24360495 
C 7.17292261 6.90130942 8.69613173 
H 6.84548122 7.33502659 7.76097095 
C 5.61326552 1.48354183 12.3052023 
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Table 6.14 Continued. DFT optimized XYZ coordinates for the COaxial isomer of complex 7. 

Atom X Y Z 
H 5.57136589 1.24030251 13.3603675 
C 6.75062195 5.60419756 10.6630695 
H 6.10032345 5.01052547 11.2865337 
C 4.76562357 4.44038624 3.80844114 
C 3.18715517 7.46291865 7.08720716 
H 2.83049359 6.5364933 6.65126747 
C 2.72152202 8.67017336 6.59672441 
H 1.99826348 8.67718304 5.7897319 
C 4.12611442 9.83989393 8.14724026 
H 4.50657285 10.7665457 8.56077531 
F 4.71847119 4.98788337 1.49313565 
C 3.19242859 9.86361356 7.12351629 
H 2.83874289 10.8092089 6.72988059 
C 8.47712238 7.1074221 9.11280914 
H 9.14521448 7.69626207 8.49521357 
C 8.92519134 6.56663928 10.3085569 
H 9.94467808 6.73228547 10.6361295 
F 5.51305655 3.06276744 2.05273915 
C 4.55466236 1.15575664 11.4687668 
H 3.67703341 0.66008414 11.8670297 
C 7.48867208 2.42157102 7.14331613 
C 8.05498361 5.81690085 11.082643 
H 8.38706318 5.3946504 12.0241336 
C 7.3892741 2.31726223 5.62088712 
H 6.92334153 1.38103749 5.30986051 
H 8.39862399 2.34590585 5.20117006 
H 6.82487936 3.1429007 5.18981478 
C 4.59781243 3.99281755 2.37552173 
C 2.94881687 3.31094407 7.71001506 
C 8.28372154 1.22216388 7.65576312 
H 7.87630094 0.27956627 7.29283588 
H 8.34491086 1.17990231 8.74365674 
H 9.3034519 1.30826056 7.27023373 
C 3.74271254 6.80940441 11.3179915 
H 3.68940005 7.80637609 10.880286 
H 4.71958943 6.69097815 11.7868722 
H 2.98678025 6.75735237 12.1081412 
C 3.46274379 4.35129193 10.9460202 
H 3.07849301 3.58777662 10.2742104 
H 2.81508235 4.36937085 11.8276224 
H 4.4514596 4.03269624 11.2707117 
C 8.22332326 3.70853797 7.50434539 



 193 

Table 6.14 Continued. DFT optimized XYZ coordinates for the COaxial isomer of complex 7. 

Atom X Y Z 
H 7.73808799 4.58078708 7.07267019 
H 9.23312019 3.6511421 7.08863131 
H 8.32123376 3.87716912 8.57566026 
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Table 6.15. DFT optimized XYZ coordinates for the COequatorial isomer of complex 7. 

Atom X Y Z 
Ru 4.67971752 8.17199316 10.097693 
S 5.58430583 10.272366 9.95097883 
S 5.77042708 8.0421056 12.143588 
P 4.87627754 5.88370779 9.64137026 
P 2.62129794 8.27937666 11.0565 
F 8.06140925 12.0501951 12.3461465 
F 6.01844578 12.7969632 12.1852914 
F 7.23076315 12.5375476 10.403418 
F 6.65304453 8.87061657 14.676941 
F 6.6530203 11.0141546 14.3363221 
F 8.38738702 9.81224404 13.7789742 
O 3.82885862 8.61767448 7.21004579 
C 6.42096342 10.5753081 11.4463915 
C 6.94128847 11.9872814 11.5994474 
C 6.43299909 9.61387635 12.4349201 
C 7.03604164 9.82801025 13.8112438 
C 3.48606083 5.30498636 8.59532227 
C 2.35143215 4.73965258 9.2192201 
H 2.36660942 4.53507325 10.2931308 
C 1.19785361 4.43738276 8.48081404 
H 0.32928855 4.00488976 8.99277422 
C 1.15552589 4.69293444 7.09955504 
H 0.25224441 4.46298204 6.52126432 
C 2.28331107 5.24088308 6.46459644 
H 2.26830458 5.44012538 5.38610897 
C 3.43996647 5.53821364 7.20323088 
H 4.29809594 5.96960971 6.68294655 
C 6.52736071 5.68215753 8.68129691 
C 6.5601979 4.32496265 7.96270276 
H 5.78626357 4.24282024 7.18089304 
H 6.42405738 3.48917107 8.67063283 
H 7.54580271 4.19568872 7.47691396 
C 7.65648489 5.76405155 9.72674991 
H 7.67905753 4.88371905 10.3898058 
H 7.56125716 6.6715954 10.3515676 
H 8.62601049 5.81513794 9.19731968 
C 6.73098238 6.84714717 7.69372831 
H 7.68937964 6.69306063 7.16336509 
H 6.78896325 7.81181583 8.22887084 
H 5.93993738 6.93804605 6.93293261 
C 5.05240288 4.54731027 10.8967174 
C 5.72274311 4.80544938 12.1114057 
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Table 6.15 Continued. DFT optimized XYZ coordinates for the COequatorial isomer of complex 7. 

Atom X Y Z 
H 6.06994033 5.81865276 12.3298214 
C 5.93639086 3.78533765 13.0492094 
H 6.45571922 4.01733866 13.9868183 
C 5.47700181 2.48192053 12.7929889 
H 5.63260865 1.68505209 13.5307729 
C 4.8219756 2.20703402 11.5806278 
H 4.46761176 1.1925132 11.3610873 
C 4.62183091 3.22765384 10.637079 
H 4.11875386 2.98562677 9.69487947 
C 4.10050324 8.40104969 8.3515035 
C 2.69821396 9.36224301 12.5490077 
C 3.39676593 10.5854921 12.4943138 
H 3.8907353 10.8772124 11.5623281 
C 3.49798193 11.4063903 13.626726 
H 4.08153157 12.3297616 13.5630897 
C 2.8968345 11.0165677 14.8349853 
H 2.99060384 11.6479048 15.7273974 
C 2.18022954 9.80892631 14.895449 
H 1.7002141 9.49802849 15.8315361 
C 2.08195727 8.98552005 13.7620006 
H 1.52469265 8.04572199 13.8294019 
C 1.25558607 9.07211316 10.0107589 
C 0.03184463 9.37723599 10.9006572 
H -0.7709645 9.79703872 10.2660045 
H 0.28027846 10.1251898 11.6720355 
H -0.374698 8.49072599 11.4117686 
C 1.79179391 10.4111611 9.4662688 
H 2.66683788 10.2810988 8.81349732 
H 2.06406102 11.1043835 10.2788442 
H 0.99126821 10.8893614 8.8713212 
C 0.90052968 8.14159972 8.83602203 
H 0.48986935 7.17276419 9.15256312 
H 1.77249836 7.9338266 8.19888374 
H 0.14147855 8.64102296 8.20455168 
C 1.98560141 6.71601105 11.7845644 
C 2.88601668 6.05939093 12.6531273 
H 3.86100474 6.52148931 12.8468946 
C 2.54842939 4.84226023 13.2576027 
H 3.27550404 4.34402877 13.9086981 
C 1.29714768 4.25381646 13.0033323 
H 1.03736366 3.29073789 13.458313 
C 0.38126531 4.91002607 12.1644058 
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Table 6.15 Continued. DFT optimized XYZ coordinates for the COequatorial isomer of complex 7. 

Atom X Y Z 
H -0.6014851 4.46675223 11.964219 
C 0.72119411 6.13302594 11.5619985 
H -0.0113934 6.60597398 10.9057657 
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Table 6.16. DFT optimized XYZ coordinates for the COTBP isomer of complex 7. 

Atom X Y Z 
Ru 4.87617465 8.43521056 9.95123136 
S 5.66063282 10.5609437 10.3648476 
S 5.56105731 7.85096429 12.179417 
P 6.93566108 7.66628005 9.09185474 
P 2.71753479 8.56561067 10.8953229 
F 8.17264009 11.587246 13.1091642 
F 6.19375124 12.505706 13.1080195 
F 7.39687679 12.4986657 11.3005149 
F 6.41113416 8.19366778 14.8156614 
F 6.62649978 10.3509806 14.8577028 
F 8.25294475 9.10210391 14.1129979 
O 3.97388925 9.26692633 7.16229748 
C 6.43682375 10.4413347 11.943639 
C 7.05278472 11.7478542 12.3738561 
C 6.31985658 9.32343459 12.7336588 
C 6.89725921 9.24413085 14.1281989 
C 5.92171601 6.34861127 8.31717626 
C 5.10948348 5.64600353 9.26399056 
H 5.37633365 5.6665073 10.3302194 
C 3.99155023 4.909157 8.83427511 
H 3.36600401 4.39952806 9.5753998 
C 3.68696169 4.83258041 7.46623598 
H 2.8116965 4.26476287 7.12855773 
C 4.51158746 5.48020547 6.52588973 
H 4.28384715 5.40577205 5.45535695 
C 5.61262263 6.24328605 6.94379256 
H 6.21370443 6.77241186 6.19727331 
C 8.0192979 8.63031112 7.90362648 
C 8.95774853 7.68538158 7.13718438 
H 8.40706881 6.99063974 6.47910418 
H 9.5785046 7.0853778 7.82593706 
H 9.63887275 8.28306576 6.5014359 
C 8.81803782 9.59516376 8.80798365 
H 9.52053091 9.06030401 9.46904394 
H 8.13490249 10.207863 9.42509674 
H 9.40945791 10.2740735 8.16484797 
C 7.14353906 9.4685182 6.95894217 
H 7.80596612 10.0353368 6.27778663 
H 6.54251371 10.1952275 7.52898635 
H 6.45905217 8.86686167 6.34107331 
C 8.08584505 6.78240696 10.1912954 
C 8.574914 7.4294765 11.3463983 
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Table 6.16 Continued. DFT optimized XYZ coordinates for the COTBP isomer of complex 7. 

Atom X Y Z 
H 8.28068176 8.46130757 11.5621276 
C 9.43574922 6.75309021 12.2231945 
H 9.790725 7.263696 13.1250269 
C 9.80635403 5.42189184 11.9624503 
H 10.4723173 4.89173989 12.6549687 
C 9.31519472 4.76763665 10.8186807 
H 9.60078154 3.72983731 10.6090305 
C 8.45251415 5.44423138 9.93944852 
H 8.06481586 4.92734289 9.05326892 
C 4.31729392 8.93517277 8.25411141 
C 2.65888977 9.26048363 12.5900387 
C 3.38700187 10.4399152 12.8521814 
H 3.96823139 10.8965441 12.0430557 
C 3.40863831 10.9915288 14.140494 
H 4.01907709 11.8808867 14.3273932 
C 2.69168011 10.3772032 15.1816687 
H 2.71893005 10.7993828 16.1940738 
C 1.94351261 9.21472341 14.9227612 
H 1.37812106 8.73206096 15.7296023 
C 1.92683437 8.65753558 13.6333611 
H 1.35192829 7.74333966 13.4473618 
C 1.39389617 9.52103845 9.94335184 
C 0.08828405 9.59725685 10.7562112 
H -0.6737214 10.1488107 10.1740508 
H 0.23954459 10.1307442 11.7101176 
H -0.3183783 8.59733196 10.987029 
C 1.96807829 10.9415595 9.7622221 
H 2.91797276 10.9334537 9.20437599 
H 2.14676131 11.4369814 10.7313491 
H 1.23964105 11.5531846 9.19787902 
C 1.16849642 8.85597035 8.55652295 
H 0.16956839 8.39227919 8.49468273 
H 1.91285222 8.07761811 8.32156789 
H 1.23567568 9.60920412 7.75395399 
C 2.13592996 6.83060851 11.1226544 
C 2.87059758 6.02269082 12.0251999 
H 3.71243547 6.47009175 12.5683125 
C 2.54176312 4.67416459 12.2174613 
H 3.1282439 4.07150644 12.9218337 
C 1.46757392 4.09972319 11.5119347 
H 1.20779227 3.04469619 11.6610769 
C 0.7287087 4.89193165 10.6182206 
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Table 6.16 Continued. DFT optimized XYZ coordinates for the COTBP isomer of complex 7. 

Atom X Y Z 
H -0.1143394 4.46018506 10.065303 
C 1.05835379 6.24562253 10.425849 
H 0.46084693 6.83034179 9.72388526 
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Table 6.17. Structural and refinement data for complex 2. 

Empirical formula C48H44Cl2F6OP2RuS2 
Formula weight 1048.86 
Temperature/K 100.0 
Crystal system monoclinic 
Space group P21/n 
a/Å 22.0285(3) 
b/Å 10.09770(10) 
c/Å 22.3884(3) 
α/° 90 
β/° 108.0770(10) 
γ/° 90 
Volume/Å3 4734.20(11) 
Z 4 
ρcalcg/cm3 1.472 
μ/mm-1 0.659 
F(000) 2136.0 
Crystal size/mm3 0.2 × 0.2 × 0.2 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 2.266 to 50.7 
Index ranges -26 ≤ h ≤ 26, -12 ≤ k ≤ 12, -26 ≤ l ≤ 25 
Reflections collected 51983 
Independent reflections 8669 [Rint = 0.0324, Rsigma = 0.0213] 
Data/restraints/parameters 8669/17/575 
Goodness-of-fit on F2 1.046 
Final R indexes [I>=2σ (I)] R1 = 0.0367, wR2 = 0.0955 
Final R indexes [all data] R1 = 0.0419, wR2 = 0.1012 
Largest diff. peak/hole / e Å-3 2.77/-0.73 

 

Notes on refinement: One molecule of dichloromethane exhibits significant positional disorder 
in the unit cell. This was treated as two-site disorder, modeled and refined anisotropically with 
carbon-chlorine and chlorine-chlorine distances constrained. 
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Table 6.18. Structural and refinement data for complex 3. 

Empirical formula C43H28Cl10F6OP2RuS2 
Formula weight 1256.28 
Temperature/K 100.0 
Crystal system triclinic 
Space group P-1 
a/Å 11.3432(4) 
b/Å 12.7836(5) 
c/Å 17.7908(7) 
α/° 82.7760(10) 
β/° 78.0010(10) 
γ/° 75.6050(10) 
Volume/Å3 2436.72(16) 
Z 2 
ρcalcg/cm3 1.712 
μ/mm-1 1.080 
F(000) 1248.0 
Crystal size/mm3 0.2 × 0.2 × 0.1 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 3.3 to 52.904 
Index ranges -14 ≤ h ≤ 14, -15 ≤ k ≤ 15, -22 ≤ l ≤ 22 
Reflections collected 34329 
Independent reflections 10022 [Rint = 0.0319, Rsigma = 0.0332] 
Data/restraints/parameters 10022/0/586 
Goodness-of-fit on F2 1.040 
Final R indexes [I>=2σ (I)] R1 = 0.0445, wR2 = 0.1104 
Final R indexes [all data] R1 = 0.0525, wR2 = 0.1166 
Largest diff. peak/hole / e Å-3 2.52/-1.97 
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Table 6.19. Structural and refinement data for complex 4. 

Empirical formula C31H26F6OP2RuS2 
Formula weight 755.65 
Temperature/K 100.0 
Crystal system monoclinic 
Space group P21/n 
a/Å 9.9248(5) 
b/Å 14.4285(7) 
c/Å 22.0349(12) 
α/° 90 
β/° 93.158(2) 
γ/° 90 
Volume/Å3 3150.6(3) 
Z 4 
ρcalcg/cm3 1.593 
μ/mm-1 0.792 
F(000) 1520.0 
Crystal size/mm3 0.2 × 0.2 × 0.1 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 3.376 to 52.768 
Index ranges -12 ≤ h ≤ 12, -17 ≤ k ≤ 18, -27 ≤ l ≤ 27 
Reflections collected 12342 
Independent reflections 6439 [Rint = 0.0231, Rsigma = 0.0334] 
Data/restraints/parameters 6439/0/412 
Goodness-of-fit on F2 1.033 
Final R indexes [I>=2σ (I)] R1 = 0.0355, wR2 = 0.0759 
Final R indexes [all data] R1 = 0.0463, wR2 = 0.0801 
Largest diff. peak/hole / e Å-3 0.91/-0.75 

 

Notes on refinement: Rotational disorder exists about the C3 axis of one of the CF3 of 
the dithiolene ligand; this was treated as two-site positional disorder, modeled and 
refined anisotropically.  
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Table 6.20 Structural and refinement data for complex 5. 

Empirical formula C33H30F6OP2RuS2 
Formula weight 783.70 
Temperature/K 100.0 
Crystal system monoclinic 
Space group P21/n 
a/Å 10.1017(13) 
b/Å 14.5492(18) 
c/Å 22.325(3) 
α/° 90 
β/° 92.279(2) 
γ/° 90 
Volume/Å3 3278.5(7) 
Z 4 
ρcalcg/cm3 1.588 
μ/mm-1 0.764 
F(000) 1584.0 
Crystal size/mm3 0.3 × 0.1 × 0.1 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 3.342 to 51.432 
Index ranges -12 ≤ h ≤ 12, -17 ≤ k ≤ 17, -27 ≤ l ≤ 27 
Reflections collected 31464 
Independent reflections 31464 [Rint = ?, Rsigma = 0.0384] 
Data/restraints/parameters 31464/0/437 
Goodness-of-fit on F2 1.067 
Final R indexes [I>=2σ (I)] R1 = 0.0294, wR2 = 0.0676 
Final R indexes [all data] R1 = 0.0328, wR2 = 0.0689 
Largest diff. peak/hole / e Å-3 0.49/-0.37 

 

Notes on refinement: Two contributing twin components exist and were treated with the 
PLATON routine Twin.Rot.Mat and subsequently refined within the Olex2 software. Rotational 
disorder exists about the C3 axis of one of the CF3 of the dithiolene ligand; this was treated as 
two-site positional disorder, modeled and refined anisotropically. 
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Table 6.21. Structural and refinement data for complex 6. 

Empirical formula C39H40F6N2OP2RuS2 
Formula weight 893.86 
Temperature/K 100.0 
Crystal system triclinic 
Space group P-1 
a/Å 11.3418(6) 
b/Å 12.3720(6) 
c/Å 15.6817(8) 
α/° 82.532(2) 
β/° 88.038(2) 
γ/° 87.632(2) 
Volume/Å3 2179.01(19) 
Z 2 
ρcalcg/cm3 1.362 
μ/mm-1 0.585 
F(000) 912.0 
Crystal size/mm3 0.2 × 0.2 × 0.1 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 4.49 to 51.388 
Index ranges -13 ≤ h ≤ 10, -15 ≤ k ≤ 14, -19 ≤ l ≤ 19 
Reflections collected 29765 
Independent reflections 8242 [Rint = 0.0391, Rsigma = 0.0464] 
Data/restraints/parameters 8242/0/540 
Goodness-of-fit on F2 1.022 
Final R indexes [I>=2σ (I)] R1 = 0.0347, wR2 = 0.0684 
Final R indexes [all data] R1 = 0.0497, wR2 = 0.0728 
Largest diff. peak/hole / e Å-3 0.52/-0.64 

 

Notes on refinement: Rotational disorder exists about the C3 axis of one of the CF3 groups of 
the dithiolene ligand; this was treated as two-site positional disorder, modeled and refined 
anisotropically. Density attributed to a second highly disordered molecule of uncoordinated 
acetonitrile was omitted from the unit cell using the PLATON routine SQUEEZE. 
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Table 6.22. Structural and refinement data for complex 7. 

Empirical formula C38H40Cl2F6OP2RuS2 
Formula weight 924.73 
Temperature/K 100.0 
Crystal system triclinic 
Space group P-1 
a/Å 9.6923(10) 
b/Å 13.9409(13) 
c/Å 15.7231(15) 
α/° 69.532(3) 
β/° 89.543(3) 
γ/° 80.855(3) 
Volume/Å3 1962.5(3) 
Z 2 
ρcalcg/cm3 1.565 
μ/mm-1 0.783 
F(000) 940.0 
Crystal size/mm3 0.3 × 0.1 × 0.1 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 2.768 to 52.742 
Index ranges -12 ≤ h ≤ 12, -17 ≤ k ≤ 17, -19 ≤ l ≤ 19 
Reflections collected 49727 
Independent reflections 8021 [Rint = 0.0588, Rsigma = 0.0448] 
Data/restraints/parameters 8021/0/475 
Goodness-of-fit on F2 1.019 
Final R indexes [I>=2σ (I)] R1 = 0.0308, wR2 = 0.0607 
Final R indexes [all data] R1 = 0.0460, wR2 = 0.0664 
Largest diff. peak/hole / e Å-3 0.70/-0.58 
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Table 6.23. Structural and refinement data for complex 8. 

Empirical formula C47H42F6OP2RuS2 
Formula weight 963.93 
Temperature/K 100.0 
Crystal system monoclinic 
Space group P21/n 
a/Å 19.0916(12) 
b/Å 13.4073(8)  
c/Å 20.9793(11) 
α/° 90 
β/° 116.859(2) 
γ/° 90 
Volume/Å3 4790.7(5) 
Z 4 
ρcalcg/cm3 1.336 
μ/mm-1 0.537 
F(000) 1968.0 
Crystal size/mm3 0.3 × 0.2 × 0.1 
Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 3.736 to 50.7 
Index ranges -22 ≤ h ≤ 22, -16 ≤ k ≤ 16, -21 ≤ l ≤ 25 
Reflections collected 55591 
Independent reflections 8759 [Rint = 0.0577, Rsigma = 0.0481] 
Data/restraints/parameters 8759/130/585 
Goodness-of-fit on F2 1.071 
Final R indexes [I>=2σ (I)] R1 = 0.0587, wR2 = 0.1326 
Final R indexes [all data] R1 = 0.0858, wR2 = 0.1445 
Largest diff. peak/hole / e Å-3 3.42/-0.73 
 

Notes on refinement: Two orientations exist at two of the benzyl moieties. This results in 
significant disorder which was treated as two-site positional disorder with RIGU and EADP 
constraints on the benzyl rings. Furthermore, density attributed to a highly disordered molecule 
of dichloromethane was omitted from the unit cell using the PLATON routine SQUEEZE. 
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Table 6.24. Structural and refinement data for complex 9. 

Empirical formula C45H41Cl2F6OP3RuS2 
Formula weight 1040.78 
Temperature/K 100.0 
Crystal system monoclinic 
Space group P21/c 
a/Å 11.4007(3) 
b/Å 23.5110(5) 
c/Å 17.6024(4) 
α/° 90 
β/° 108.7530(10) 
γ/° 90 
Volume/Å3 4467.71(18) 
Z 4 
ρcalcg/cm3 1.547 
μ/mm-1 6.350 
F(000) 2112.0 
Crystal size/mm3 0.2 × 0.2 × 0.2 
Radiation CuKα (λ = 1.54178) 
2Θ range for data 
collection/° 6.5 to 140.554 

Index ranges -13 ≤ h ≤ 13, -27 ≤ k ≤ 28, -21 ≤ l ≤ 21 
Reflections collected 32908 
Independent reflections 8476 [Rint = 0.0493, Rsigma = 0.0410] 
Data/restraints/parameters 8476/0/544 
Goodness-of-fit on F2 1.022 
Final R indexes [I>=2σ (I)] R1 = 0.0350, wR2 = 0.0854 
Final R indexes [all data] R1 = 0.0476, wR2 = 0.0919 
Largest diff. peak/hole / e Å-3 0.93/-0.87 
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