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Abstract

Power System Simulation for Policymaking and Making Policymakers
by
Michael Ari Cohen
Doctor of Philosophy in Energy and Resources
University of California, Berkeley

Assistant Professor Duncan Callaway, Chair

Power system simulation is a vital tool for anticipating, planning for and ultimately address-
ing future conditions on the power grid, especially in light of contemporary shifts in power
generation, transmission and use that are being driven by a desire to utilize more environ-
mentally responsible energy sources. This dissertation leverages power system simulation
and engineering-economic analysis to provide initial answers to one open question about
future power systems: how will high penetrations of distributed (rooftop) solar power affect
the physical and economic operation of distribution feeders? We find that the overall im-
pacts of distributed solar power (both positive and negative) on the feeders we modeled are
minor compared to the overall cost of energy, but that there is on average a small net benefit
provided by distributed generation. We then describe an effort to make similar analyses
more accessible to a non-engineering (high school) audience by developing an educational
video game called “Griddle” that is based on the same power system simulation techniques
used in the first study. We describe the design and evaluation of Griddle and find that it
demonstrates potential to provide students with insights about key power system learning
objectives.
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Introduction

All models are wrong but some
are useful.

George Box

Box’s pithy observation about the nature of modeling is oft heard early in a student’s
education in the Energy and Resources Group (ERG) at Berkeley. ERG professors and
students are wary of an overreliance on models, especially complex, opaque or “black box”
models that dazzle with their sophistication but may provide no more useful insight than a
much simpler rendition of the system in question. And yet, some important phenomena in
the world — and the in the realm of energy and resources in particular — are truly complex,
and naive attempts to simplify them may render them so wrong as to no longer be useful.

This dissertation investigates the potential of a specific kind of modeling — ac power flow
simulation — to make predictions about the future of the electric grid, and to help educate
future engineers, business people and policymakers to manage that future grid. Power grid
modeling is irreducibly complex in two senses. First, on a physical level, the operational
conditions and behavior of any individual component in a networked power grid (e.g., loads
such as appliances, power plants, and grid control and protection equipment) is to at least
some extent dependent on the state of every connected component. That is, each network
topology is unique, and requires simulation at a fairly high level of detail to obtain a useful
result. Second, power grids are not simply physical systems, they are embedded in economic,
environmental, social, and political systems as well. Thus, when we consider evolving the grid
with certain goals in mind, such as greater environmental sustainability, we must consider
these intertwined systems carefully. They may both impact the physicality of the grid by
influencing what we build (or do not build) and also be influenced in important ways by
what is physically or technologically achievable, and at what cost.

Chapter 1 describes the physical modeling of the effect that increased deployment of
rooftop photovoltaics (“PV”; that is, solar panels) are likely to have on the local electrical
distribution network in California. Chapter 2 layers an additional economic model on top
of the physical modeling from Chapter 1 to estimate the overall economic value (or cost) of
these physical effects over the next several years within the service territory of Pacific Gas
and Electric (PG&E).
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These two chapters have attracted some interest in California electricity policymaking
circles, since they inform debates about the “value of solar” and appropriate ratemaking for
utility customers with PV. However, there have also been understandable questions about
the usefulness of the models for California as a whole, since they were necessarily created
with many untestable assumptions about future conditions. The modeling was also focused
on a sample of eight distribution feeders that, while representative, are clearly not exhaustive
of the variety of distribution system conditions actually found in California.

We might decompose this subjective uncertainty about the applicability of the model into
two components. First, the inherent uncertainty of making predictions about future inputs
into a complex sytem, and second, the unfamiliarity of the policymaking audience with the
technical details of power systems, which may leave them with little intuition about which
models to place stock in if utility experts say one thing, renewable energy advocates another,
and academics a third. While there will always be uncertainty in modeling the future, some
models, as Box suggests, are useful enough to inform policymaking, while others are wrong
enough that they should not be trusted. The risk of this increases when organizations per-
forming modeling have vested interests in arguing a particular point of view; then again,
finding completely unbiased modelers may not be realistic, and thus the policymaker (or
concerned citizen) is ultimately left in the position of evaluating the credibility of techni-
cal models whose data they may not even be able to access in full (due to nondisclosure
agreements, etc.).

This quandary is a major motivation for Chapter 3, which seeks to leverage power system
simulation in a more directly interactive way, to create a video game called Griddle that can
educate the electricity sector leaders of tomorrow. Griddle is based on the same power system
simulation techniques that were used for the rooftop PV work, but is designed to be more
transparent and to help players build hands-on intuition about how power grids actually
function and what assumptions are reasonable. While Griddle is initially targeted at high
school students, we are also exploring direct applications in educating current policymakers,
and utilizing it as a platform for power system modeling iteslf, potentially someday allowing
regulators to “play through” models prepared by different interests on a level playing field,
inspecting differences in assumptions directly, rather than relying on static, opaque reports
to aid decision making.

Power system modeling is useful — probably even necessary for decision making about
electric grids — but also difficult and uncertain. We hope that the reader of this dissertation
will come away with an appreciation of all of these qualities, and will be inspired to pursue
new ways both to develop these models, as well as to make them more accessible and useful
to those who need to understand them.



Chapter 1

Physical Effects of Distributed PV
Generation on California’s
Distribution System

This chapter was co-authored with professor Duncan Callaway.

Abstract

Deployment of high-penetration photovoltaic (PV) power is expected to have a range of
effects — both positive and negative — on the distribution grid. The magnitude of these effects
may vary greatly depending upon feeder topology, climate, PV penetration level, and other
factors. In this chapter we present a simulation study of eight representative distribution
feeders in three California climates at PV penetration levels up to 100%, supported by a
unique database of distributed PV generation data that enables us to capture the impact
of PV variability on feeder voltage and voltage regulating equipment. We find that feeder
location (i.e. climate) has a stronger impact than feeder type on the incidence of reverse
power flow, reductions in peak loading and the presence of voltage excursions. On the
other hand, we find that feeder characteristics have a stronger impact than location on
the magnitude of loss reduction and changes in voltage regulator operations. We find that
secondary distribution transformer aging is negligibly affected in almost all scenarios.

1.1 Introduction

As the deployment of distributed photovoltaics (PV) accelerates, researchers and power
industry professionals have increasingly attended to the impacts — both positive and negative
— that PV might have on the distribution system. As discussed in [35], areas of concern
include PV’s effect on:
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e System losses

Peak load (which impacts capacity investments)

Transformer aging

Voltage regulator mechanical wear

Power quality, particularly voltage magnitude

e Reverse power flow and its effect on protection systems

Prior work in this area consists largely of case studies that use simulations to examine
a selection of these issues in detail for a single feeder or a single climate, e.g. [62, 67, 82,
73, 44, 79, 4, 11]. Results in these papers range from finding that distributed PV can
cause resistive losses to increase at relatively low penetrations to finding that resistive losses
continue to decline up to very high penetrations. Of those papers that examine the impact
of PV on voltage excursions, results range from very positive (i.e. acceptable voltages at
all penetration levels [79]) to negative (i.e. unacceptable voltages at high penetration levels
44]).

However, because distribution systems are highly heterogeneous in terms of topology,
climate and loads served, it can be difficult to draw generalizations from these case studies.
Our objective is to fill this gap by studying distribution feeder operation for ranges of cli-
mates, PV penetrations and feeder topologies that have not been investigated before. We are
aware of three existing studies that examine a diversity of climates and feeder architectures.
In two [51, 32| the simulations are driven with hourly solar irradiance data from a single
location for each feeder. Therefore these studies cannot provide insight into how cloud tran-
sients and geographic diversity of distributed PV systems will influence distribution system
operation. A third study [47] is notable in that it simulates the operation of five different
feeders with spatially heterogeneous PV at fast time scales. In that study the PV production
data were synthesized with an innovative approach to produce high resolution PV data from
sky imagers. However, PV production data are synthesized with imager data from a single
location, the locations of the feeders are not revealed, and a single representative normalized
daily load profile was used for all loads and in all simulations. Though Nguyen et al do
enable new investigations into the effect of spatial diversity on feeder operation, without a
full year of simulation with geographically varying loads and PV production, one cannot
assemble a complete picture of PV’s impacts on distribution system operations.

This chapter quantifies the physical impacts of spatially heterogeneous PV over a year of
distribution system operation in different climates and on different feeders. In Chapter 2 we
will apply those physical results to an economic framework that quantifies distributed PV’s
impact on distribution system operation and maintenance costs. The specific aim of this
study is to evaluate some of distributed PV’s impacts across a diversity of conditions and
to inform policy makers and utility decision-makers regarding how extensive these impacts
might be at penetrations that are rare today but could be prevalent in the future.
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The key points of distinction from earlier studies are that we (1) run simulations with real,
spatially distributed short time scale production PV data set and (2) examine a larger number
of impacts, climates and feeder types. In addition to studying voltage excursions, resistive
losses, incidence of reverse flow and impact on peak loading — as have the aforementioned
papers, to varying degrees — we report on loss of life in secondary transformers and changes
in operation in voltage regulators. [47] is the only other study we know of that addresses
the issue of voltage regulation in detail, though only for three days of simulation. The PV
data set comprises highly distributed production from residential and small commercial PV
systems recorded over a full year at time intervals as small as one minute. By looking at all
these factors together across different climates, feeder types and PV penetrations, we gain
insight into what drives both negative and positive effects of distributed PV in distribution
systems. This chapter is based on a prior conference paper [22], and expands it by covering
more climates, adding a detailed comparison of simulated load shapes to actual load shapes,
and presenting new observations about the importance of geographic diversity.

Our central findings are as follows: As one might expect, feeder type — rather than
location — has the strongest influence on the total reduction in resistive losses. Conversely,
peak load reduction, voltage issues and incidence of reverse power flow caused by PV depend
more on location (climate) than on feeder type. As we will describe, impacts on voltage
regulators are small and can either increase or decrease relative to a baseline without PV,
depending on feeder type (and independent of location).

Though we investigate a very large range of impacts in this study, there are other im-
pacts that are outside of our scope. For example, we did not investigate the impact of the
harmonic content of PV inverters on power quality and transformer aging. We also limit
our investigation of protection equipment impact to assessing the prevalence of reverse flow
conditions. Furthermore, though our simulations captured the effect of phase imbalances
that might occur from random placement of single phase PV on a three phase network, we
did not investigate scenarios where we deliberately loaded one phase with more or less PV
than others. These omissions and others are due to space, data and modeling limitations,
and they merit further systematic investigation in future research.

1.2 Methods

In this section we summarize our simulation methods and data; please see the Appendix for
additional detail.

We used GridLAB-D to model distribution circuits due to its integration of power flow
analysis and time-varying load models, availability of representative feeder models, and open-
source license. GridLAB-D simulates house-level electrical demand based on time of day
and climate data (see Appendix A.4). The developer of GridLAB-D, Pacific Northwest
National Lab (PNNL), compiled a set of representative “taxonomy” feeders drawn from
utilities throughout the United States [65]. PNNL assembled the taxonomy set by first
collecting 575 feeder models from a range of investor- and municipally-owned utilities and
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rural cooperatives in the United States. PNNL then identified a set of 23 taxonomy models
from the set of 575 via a systematic clustering analysis. In this study we focus on taxonomy
feeders associated with California climate zones: five feeders in region 1 (R1, temperate west
coast) and three in region 3 (R3, desert southwest), see Table 1.1. Each of these feeders
comprises predominantly overhead lines. Though the original PNNL sample was neither
random nor exhaustive, these feeders allow us to explore a broad range of PV’s potential
impacts.

We simulated each of the eight feeders in three California locations — Berkeley, Los
Angeles and Sacramento — during the 366 days between September 25, 2011 and September
24, 2012, inclusive. We chose these locations and time span due to the availability of high-
resolution PV generation and weather data. California peak demand during the selected
year was fairly typical relative to the past decade, with a peak load of 46,846 MW in 2012
[14].

The PV integrator SolarCity provided us with a database of instantaneous power at
about 7,000 PV systems in California under the terms of a non-disclosure agreement. All
the inverters are single phase and provide data on the quarter hour; for this project SolarCity
also sampled a number of inverters at the fastest available time step of one minute.

We obtained one-minute temperature, humidity, and solar irradiance for Berkeley from
Lawrence Berkeley National Laboratory [27] and for Los Angeles and Sacramento from SOL-
RMAP at Loyola Marymount University and Sacramento Municipal Utility District[49]. The
temperature, humidity and irradiance data determined HVAC load in GridLAB-D but were
not used to simulate PV generation, which was instead extracted from the SolarCity data-
base. By using generation data sources located not far from the weather stations we preserved
correlation between air conditioning load and PV generation.

We used electrical connectivity and conductor lengths in combination with the graph
layout utility Graphviz to create a geographic layout for each feeder. We then used ArcGIS
to superimpose the resulting feeder layouts on the SolarCity profile sources and ran a “nearest
neighbor” query to assign each distribution transformer to the closest SolarCity profile with
acceptable data quality.

To test various levels of penetration, for each GridLAB-D run we populated only a portion
of the houses with PV, defining penetration as:

>~ (PV system ratings)
Peak feeder load from baseline run

PV penetration =

We tested PV penetration levels of 0%, 7.5% 15%, 30%, 50%, 75% and 100%. We chose
this range because 15% penetration is a “rule of thumb” for penetration levels beyond which
negative PV impacts may emerge [20], and we sought to explore penetration levels well
beyond that level. 100% penetration corresponds to between 50% and 65% penetration by
energy, as depicted in Appendix Figure 1.7.

We placed PV randomly across the available house models and used the same random
number seed for all scenarios to ensure that PV was placed at houses in the same order for
each climate (Berkeley, Sacramento, Los Angeles), and that all systems populated in lower
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(a) Normalized system losses. (b) Losses as a percentage of load energy supplied
by the grid.

Figure 1.1: System losses. See Table 1.1 for key.

penetration runs were also populated in higher penetration runs. We modeled the PV as a
unity power factor “negative load”.

The Appendix contains additional details on adjustments to PV and transformer sizing
that were necessary to run the model.

1.3 Results

System Losses

We recorded instantaneous system losses (including transformer and line losses) every fifteen
minutes. As shown in Figure 1.1a, we found that increasing PV penetration decreased
system losses, with diminishing effects at high penertations. The impact of PV on losses was
similar across the three locations, but varied considerably by topology, with losses reduced
by anywhere from 7% (R3-12.47-3) to 28% (R1-25.00-1) at 100% penetration. In particular,
feeders with higher nominal peak loads (see Table 1.1) tended to have less loss reduction
with increasing PV, though this trend was not universal. We also found, unsurprisingly,
that the feeder that experienced the largest reduction in percent losses was also the longest.
On average, reductions in Sacramento are greater than LA or Berkeley, and we attribute
this result to the fact that Sacramento has higher energy penetrations for a given capacity
penetration (Figure 1.7)

We attribute the reduced marginal effect of PV at high penetrations to the fact that
losses are proportional to current squared; the more PV reduces power (and thus current)
flow on the lines, the less effect further reductions will have on losses. For some feeders
(mainly in Sacramento) losses increased as penetration rose from 75% to 100%, presumably
because the losses associated with high “backflow” currents at certain times began to exceed
the losses “saved” at other times when net current flow was lower.
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Other studies have found that resistive losses increase with penetration [62, 79, 44, 73].
However, consistent with [47], our finding is that on most feeders we study, losses continue
to decline up to 100% penetration. We note that in the feeder / location pairs here, location
seems to determine whether or not losses begin to increase in the range of penetrations we
examined, but that the total magnitude of losses is much more strongly influenced by the
feeder type.

Figure 1.1b shows that losses as a percentage of energy consumed by loads from the
grid (i.e. as a percentage of utility wholesale power purchases) generally increase with PV
penetration. This is likely because most of the load reduction happens off-peak, when system
losses are lower than on-peak.

Peak Loading

We computed peak load as the maximum fifteen-minute rolling average of one-minute mea-
surements at the substation. The extent to which PV reduces feeder peak load depends
largely on the timing of the peaks. Clearly, peak load reduction will be greatest if peak load
is coincident with peak PV production. In California, however, load typically peaks later in
the day than PV production, and therefore peak loads are reduced by only a fraction of the
PV’s rating.

As shown in Figure 1.2, we observed that PV generally reduced peak loads by much less
than the penetration percentage. In contrast to system losses, location (i.e. climate) had
a strong effect on the peak load reduction impact of PV, with Sacramento and Berkeley
showing more significant reductions than Los Angeles. Figure 1.2a shows the normalized
peak load as a function of PV penetration, whereas Figure 1.2b shows the peak reduction
as a percentage of the solar penetration. Figure 1.2b illustrates that low penetrations of PV
can be quite effective at reducing peak loads, although this is not true in all cases. Peak
load reduction effectiveness diminishes as penetration increases because early increments of
PV tend to reduce daytime peaks, causing the new peak to be in the evening when PV
contributes less power.

Figure 1.3 illustrates trends in the timing of peaks as PV penetration increases. Without
PV, peak loads arrived in August 2012 for most Sacramento feeders and half of the Los
Angeles feeders, while Berkeley feeders generally peaked in fall 2011 or June 2012. Peak
times were widely dispersed between 14:22 and 17:18. However, a 7.5% penetration of PV
was sufficient to eliminate August peaks for all but one Los Angeles feeder, shifting their
peaks to the later afternoon during a relatively warm spell in October 2011. Berkeley peaks,
while initially shifting towards the summer, were ultimately also moved to the fall by high
penetrations of PV. Meanwhile the Sacramento peaks, driven by larger air conditioning loads,
remained in the summer at all levels of penetration, although moving noticeably later in the
afternoon. In all locations, peaks were moved later in the day as PV reduced daytime usage.

We note that these simulations cover one particular year that was chosen primarily for
PV data availability. It may not include extreme weather or other events that would drive
true system peaks in the long term. Also, because GridLAB-D produces the load shapes
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Figure 1.2: Effect of PV on peak loads. See Table 1.1 for key.
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Figure 1.3: Date and time of peak loads. The time reported is the first minute of the peak
fifteen-minute period. See Table 1.1 for key.

internally, it is important to consider how well the simulated feeder load shapes align with
feeder load shapes actually found in California. We do not have access to a large enough
corpus of load shapes to do a rigorous analysis of this issue, but a high-level comparison
will suffice to contextualize our findings. Figure 1.4 shows the average hourly load and PV
generation for each of the simulated feeders on August 13, 2012, which was the day CAISO
recorded its peak demand for 2012 [14]. It is also the peak demand day for five simulated
Sacramento feeders, though not for any Los Angeles or Berkeley feeders. Each individual
profile is normalized against the peak hour for that profile. As in the other figures, the
locational means are straight averages of the eight normalized feeder simulations, i.e. the
feeders are not weighted by their size or expected frequency of occurrence in the field. The
load plot also shows normalized CAISO system load (larger green circles) and PG&E system
load (larger blue circles).

From this figure we can see that the simulated peaks match well with the PG&E and
CAISO peaks in the 15:00-16:00 range. However, the simulated feeders universally drop in
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Figure 1.4: Normalized hourly load and PV generation profiles for August 13, 2012. Nor-
malized PG&E system load is shown by larger blue circles and CAISO load by larger green
circles [13].

demand more quickly than the CAISO system. Note from the bottom panel in Figure 1.4
that PV production goes to zero after the simulated load drops, but before any significant
drop in CAISO load. This suggests the possibility that peak demand might be relatively
unaffected by PV in the CAISO system, but strongly affected in our simulations.

This simple one-day comparison ignores several factors that are important when calcu-
lating annual peak demand reduction, such as load variation within each hour and the fact
that PV often shifts the peak to a different day, rather than a different time on the same
day. Also, the comparison to an overall system load profile greatly obscures the wide vari-
ation of individual feeder profiles that comprise it. For instance, SCADA data provided by
PG&E under the terms of a nondisclosure agreement indicates that on August 13, 2012 the
most common hours for feeders to peak were 16:00 and 17:00, but each of these hours only
accounted for about 16% of feeders, with 37% peaking earlier (including 10% before noon)
and 31% later in the evening [17]. Thus, it is likely that the simulated load shapes are a good
match to some subset of California feeders and therefore the reported peak load reduction is
achievable in some locations. However, the fact that the simulated feeder profiles are not a
good match for the general system profile in the evening indicates that it would be optimistic
to expect the simulated peak load reduction to occur universally across California.

Transformer Aging

GridLAB-D 2.3 implements the IEEE Standard C57.91 Annex G [34] method for estimating
transformer insulation aging under various loading conditions. Grid-LAB-D implements the
method for single phase center tapped transformers only. This is the most common type
of transformer on the taxonomy feeders, but one feeder (R3-12.47-2) did not have any so
it was excluded from the aging analysis. In the Annex G model, a “normal” year of aging
corresponds to the amount of insulation degradation expected if the transformer hot spot
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were at a constant 110 °C throughout the year. A transformer that is often overloaded will
age more than 1y in a year, and thus may need to be taken out of service due to insulation
degradation before its rated lifetime. On the other hand, one that is loaded below its rating
will age less than 1y per year, and will be unlikely to have its insulation fail prematurely.

In general, we observed minimal aging in all scenarios and penetration levels, with a
mean equivalent aging of up to 0.29y in one scenario (R3-12.47-3, Sac.) and all other
scenarios having mean aging less than 0.001y. We attribute this slow aging to the fact
that the transformers were conservatively sized at or above their baseline peak load (see
Section 1.A). However, in R3-12.47-3 (Sac.) at PV penetrations of 30% and above we did
observe a small number of transformers aging quite rapidly, up to 166 y during the simulated
year (all other scenarios had maximum individual transformer aging less than 0.38y per
year). These few rapidly aging transformers are likely at a location where net PV generation
is often higher than the load they were sized to handle, and in reality they would need to be
upgraded to handle this backflow.

Voltage Regulators

Tap-changing voltage regulator wear and tear is driven primarily by the number of tap
changes the device must perform and the current that it handles during operation. In our
simulations, tap changes at the substation LTC were on the order of 20 per day. However
the count was not affected by topology, climate or PV penetration, varying between 7,166
and 7,243 changes across all model runs over the year of simulation — a difference of only 1%.
This small difference is because the models did not include a transmission impedance com-
ponent, with the transmission voltage instead following a fixed schedule of values recorded
from an actual substation in the U.S. Western Interconnection (WECC). The substation
LTC operates to maintain voltage immediately downstream within the deadband despite
fluctuations in the WECC schedule, and is insensitive to downstream changes in load. Due
to the lack of a transmission model, our simulations do not provide reliable insight on LTC
response to PV.

The two mid-feeder regulators in the simulation (at R1-25.00-1 and R3-12.47-3) do have
simulated impedances and varying loads both upstream and downstream and thus exhibit
more variation. Figure 1.5a shows that PV has little effect at R3-12.47-3 until 50% penetra-
tion, at which point tap changes begin rising noticeably. This result echoes other work [41,
4] and concerns that PV variability will increase regulator maintenance needs, particularly
in studies with multi-megawatt plants embedded in distribution systems [38]. However, the
present study — which focuses on many distributed rooftop systems rather than a small num-
ber of large systems — shows a relatively small total change in the number of control actions.
We believe this is due to the fact that fast time scale variability in PV output is a relatively
small amount of the total variability in PV output [37], particularly in heavily distributed
scenarios such as ours. Consequently the number of control actions is largely driven by the
diurnal range of net load. At low to moderate penetrations, the range of net demand has
the tendency to decrease as PV reduces peak demand but does not push mid-day demand
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Figure 1.5: Line voltage regulator activity across all three phases. See Section 1.3 for dis-
cussion of broken lines.

below the night time minimum. However at higher penetrations, the range of net demand
grows as peak net demand is relatively unaffected (see Fig. 1.2) but mid-day net demand
begins to drop below the night time minimum. These results indicate that in some cases PV
could in fact reduce voltage regulator maintenance needs at intermediate penetrations.

We examined two sensitivity scenarios to study the impact that the PV data had on the
regulator results. To produce the dotted lines in Figure 1.5 we used the single PV profile
with the most one-minute data available (82% of days) at all PV sites. The dashed line shows
the same scenario with the one-minute data downsampled to fifteen-minute resolution; this
intermediate scenario helps us to distinguish the effect of the one-minute data from the effect
of eliminating geographic diversity. We limited the sensitivities to Los Angeles because this
was our source of one-minute data. Figure 1.5a suggests that geographic diversity reduces
tap change frequency (because the solid lines which include geographic diversity fall well
below their corresponding single-profile dotted and dashed lines) and that fifteen-minute PV
data is a reasonable proxy for one-minute data when studying regulator behavior (because
the dashed lines track their corresponding dotted lines closely). Note, however, that for
geographically concentrated PV or lower voltage distribution systems, faster time scale data
may still be required [12].

It is possible that with PV data on even finer time scales (faster than once per minute)
a different pattern of regulator activity would emerge. However, we hypothesize that this is
not the case for several reasons. First, as we discussed in the previous paragraph, the total
amount of regulator action appears to be driven by diurnal variability (a daily occurrence)
rather than partly cloudy conditions. Second, since regulators generally have a response lag
on the order of 30s, very brief fluctuations in PV are likely to result in voltage changes on
the feeder rather than increased regulator activity.

The effect of PV on regulator current duty was more consistent than the effect on tap
changes, as illustrated by Figure 1.5b. With PV reducing the downstream load, current
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Figure 1.6: Voltage control and minimum load (representing the magnitude of reverse power
flow). Many scenarios overlap near 0.0% in 1.6a.

through the regulator declines steadily as penetration increases. This suggests that even in
cases where PV increases a regulator’s activity, its expected lifetime may stay the same or
even increase because each tap change is less destructive under lighter current duty. Our
sensitivity runs suggest that neither geographic diversity nor the use of one-minute resolution
data has a substantial effect on regulator current duty. We note that changes in current duty
are more pronounced in Sacramento, an effect attributable to Sacramento’s higher energy
penetrations for a given capacity penetration.

Voltage Quality

We recorded voltage at all point-of-use meters at fifteen minute intervals and tabulated in
Figure 1.6a the proportion of readings falling outside of the ANSI standard range of 0.95 pu—
1.05pu. In general, voltages appear to be well-controlled, with most runs having less than
0.002% of readings out of range, and the worst case (R3-12.47-3, Sac.) having 0.32% of
readings out of range. Voltage magnitude problems are most pronounced in Sacramento,
which we attribute to Sacramento’s larger PV penetrations by energy (see 1.A) and relatively
low minimum loads relative to peak; though penetrations by power capacity are the same,
Sacramento has more hours with high PV production relative to demand.

This finding — namely that voltage impacts are usually small — is consistent with prior
work suggesting that many feeders can support high penetrations of PV without voltage
violations [32], however it may be counter-intuitive that feeders designed for one-way power
flow can host so much PV capacity without more negative voltage impacts. There are several
explanations for this. First, the feeders we investigated had relatively good voltage control
and voltage regulators rarely saturated; it is plausible that there are feeders in operation
whose control is more likely to saturate. Second, we did not model scenarios with PV
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heavily concentrated in part of a feeder — this would exacerbate local reverse power flow and
voltage rise. Finally, though the maximum penetration we investigated is relatively high,
penetrations could be on the order of 200% if systems were sized to produce as much energy
over the course of a year as each building consumes. We expect that voltage excursions
would be much more significant at those penetrations.

In general, the voltage violations that did occur took place on rural and suburban feeders
(see Table 1.1) with violations being very rare on urban feeders at all penetration levels.
Except at feeder R1-25.00-1, almost all out-of-range voltages observed were greater than
1.05 pu. As expected these high-side excursions generally become more frequent as penetra-
tion increased and the power injection from PV raised some voltages locally. At R1-25.00-1
the out of range voltages were predominantly less than 0.95 pu, with a small amount greater
than 1.05pu. Under these conditions, increasing PV penetration improved voltage quality
on the feeder by boosting some local voltages that would otherwise be low. As noted in
Section 1.3, it is possible that more brief voltage excursions would be observed with higher
resolution PV generation data.

Reverse Power Flow

Figure 1.6b shows the minimum load, as a fraction of peak demand, measured over the year
of simulation on each feeder. Negative values indicate that the feeder experiences reverse
power flow conditions. These results indicate that the amount of reverse power flow takes on
a very large range across the feeders we investigated, and that Sacramento feeders experience
the largest reverse power flow conditions. This result is due to the fact that Sacramento loads
have larger peak to mid-day demand ratios (due to air conditioning loads peaking in the late
afternoon or early evening); PV penetration is defined by peak demand but reverse power
flow depends PV production and mid-day demand.

We also investigated the incidence of negative real power flow (“backflow”) through the
substation, which can be a proxy for protection issues and higher interconnection costs.
At 50% penetration, twelve of the 24 scenarios exhibited occasional backflow, up to 1% of
the time each. At 100% penetration, all scenarios experienced backflow at least 4% of the
time. In general, backflow was more prevalent in Sacramento because PV penetration in
Sacramento was measured against a higher peak air conditioning load. This led to a larger
absolute quantity of PV generation in Sacramento but with similar low loads to Los Angeles
and Berkeley on cooler days.

Observations Regarding Geographic Diversity

We ran our sensitivity scenarios primarily to assess the effect of PV profile time resolution
and geographic diversity on voltage regulator operation (see Section 1.3). However, these
scenarios enable us to observe how other outcomes vary with the input data as well. These
observations are necessarily tentative because the sensitivities were run for only two feeders
(R1-25.00-1 and R3-12.47-3) in one location (Los Angeles).
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First, we note that for all outcomes observed, differences between the single-profile one-
minute input and that input downsampled to fifteen-minute resolution were minimal. This
implies that fifteen-minute PV data is “good enough” for a reliable study of PV’s effects on
the distribution system.

Second, for two metrics we did observe changes in outcomes when switching from the full
geographic diversity of profiles to the single profile for all PV installations. First, peak load
reduction was larger with geographic diversity than without it. We attribute this to the fact
that the diverse set of profiles includes west-facing installations that are more effective at
reducing peak load. We also noticed substantially less backflow at high penetrations with
geographic diversity. This is expected because with a single profile periods of high generation
will be completely coincident, whereas with a diverse set of profiles they will be spread out
somewhat — by system orientation if not by cloud cover differences — reducing the overall
“peakiness” of PV generation and thus backflow. Taken together, these observations suggest
that studies that do not account for the geographic diversity of PV — even on a distribution
feeder scale — may underestimate some of its benefits and/or overstate its drawbacks.

1.4 Concluding remarks

We studied how distributed PV impacts distribution systems across a variety of feeder ar-
chitectures and climates within California over a full year of operation. In contrast to earlier
studies, we ran simulations with real PV data (either 1-minute or 15-minute resolution),
which allowed us to uniquely address issues of voltage regulation on the time scale of cloud
transients. In addition to studying voltage excursions, resistive losses, reverse flow and
impact on peak loading — as have researchers before us — we examined voltage regulator
operation and loss of life in secondary transformers. We used unique PV data that captured
the impacts of fast cloud transients, array shading and spatial diversity.

At a high level, our results indicate that at penetrations up to 100%, the impacts of PV
production are generally small, with both positive (capacity benefits) and negative (voltage
regulation) effects. However we do observe important variation in impacts across feeder
types and locations that warrant further investigation.

It is worth emphasizing that, while this study is extensive in terms of its combination of
geographic scope, number of feeder types and high resolution PV data, it is not an exhaustive
assessment of all possible outcomes. We expect that a similar pattern of observations would
hold across an even larger range of California scenarios than we consider in this study.
However, though the taxonomy feeders are meant to be representative, the actual diversity
of infrastructure is large enough that there are feeders which would experience more severe
impacts from distributed PV (lower primary voltage systems, though relatively rare, are a
likely case). In this sense we regard our results to be representative of typical feeders — but
not an exhaustive representation of the possible range of impacts. The research community
would benefit from similar analyses with additional feeder models in additional locations
to generalize the results in this study. There is also a need for additional measurement



CHAPTER 1. PHYSICAL EFFECTS OF DISTRIBUTED PV GENERATION ON
CALIFORNIA’S DISTRIBUTION SYSTEM 17

and verification in real feeders to understand how well model results reflect reality in these
circumstances.

We also note that we have not studied measures to mitigate the observed impacts. For ex-
ample, if one reconfigured a feeder with new conductors or voltage regulating equipment our
results would no longer hold. There may be a number of relatively low cost modifications that
distribution engineers could employ — for example additional voltage regulating equipment
— that would improve feeder performance with respect to voltage excursions but increase
mechanical switching events. Optimal modification of feeders to facilitate distributed PV
hosting is an important area for future research.

A number of other researchers have investigated the impact of PV on resistive losses in
simulated distribution systems [62, 73, 44, 79], with a very broad range of results (ranging
from a large reduction in losses to an increase in losses). Our findings capture this range;
consistent with [47], we find that on most feeders resistive losses continue to decline up to
100 percent penetration. Other researchers have also investigated the incidence of voltage
excursions in simulation studies, and as with resistive losses our results capture the range in
the literature [73, 44, 79, 47]. However [47] is the only paper we are aware of that investigates
voltage impacts with fast time scale PV data. Our study confirms their result with many
more hours of simulation and climates: though some feeders have an increase in voltage
excursions, most do not. This suggests that, although there is a range of voltage effects,
feeders in practice will respond relatively well to high PV penetrations.

However an important caveat is that we did not model PV penetrations beyond 100%. On
the feeders we investigated this corresponds to between 50 and 65% penetration by energy:;
this suggests that penetrations by power could be as much as twice those we studied on a zero
net energy feeder. At penetrations beyond those we investigated, we expect that: resistive
losses would increase on most feeders, peak load benefits would diminish, voltage regulator
operations would continue to increase, and voltage magnitude impacts would increase. Re-
ferring to Figure 1.6a, which showed voltage magnitude problems increasing rapidly with
penetration on the highest energy penetration, we believe that voltage magnitudes could
become serious problems at higher penetrations, primarily as a result of increased reverse
power flow.

One of the distinguishing features of this study is that we have investigated a very broad
range of feeder types and locations with relatively high temporal and spatial resolution PV
data. This allows us to generalize our findings by investigating which factors — in particular
feeder type and location — most strongly influence our results. The tendency of losses to
begin increasing at high penetration appears to be driven by location, but feeder type has
a stronger influence on the total reduction in resistive losses. As one might expect, we
find that percent peak load reduction depends more on location (climate) than on feeder
type. Similarly, reverse power flow depends more strongly on location than feeder type,
and in general those locations with more reverse power flow are also those with more peak
load reduction. Some feeder types have little to no change in voltage magnitude deviations
with increasing PV penetration, while other feeders show an increase in voltage deviations;
the worst deviations occur in the same location (Sacramento). We found that impacts on
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voltage regulators are small and can either increase or decrease relative to a no PV baseline,
depending on feeder type (and independent of location).

Another unique aspect of our study was access to fast temporal resolution data from
real PV systems. However we found that results changed negligibly when we downsampled
one-minute resolution data to 15-minute resolution. This suggests that for annual time scale
studies such as ours, 15 minute data may suffice. This may not hold for studies that examine
large PV systems concentrated at a single location on a feeder (such as [47]), because in that
case the severity of short time scale fluctuations in voltage magnitude would likely increase.

Finally, we note that while changes in distribution planning are likely required as dis-
tributed generation increases, those changes may be required only on a small number of
feeders. This is because impacts — both positive and negative — are relatively small in most
cases we investigated. An important area of future research is to develop methods to iden-
tify ahead of time the locations and feeder types that will have difficulty integrating large
amounts of distributed PV and to focus advanced planning on those.
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1.A Appendix

Modeling Software

We used GridLAB-D version 2.3 (with the forward-backward sweep power flow solver) to
model distribution circuits due to its integration of power flow analysis and time-varying
load models, availability of representative feeder models, and open-source license. We used
GridLAB-D’s detailed load modeling capabilities for HVAC equipment (responsive to solar
irradiance, outside air temperature and scheduled operation), residential water heating and
pool pumps and commercial building lighting. All remaining load at each building follows
unique aggregated patterns that reflect variable occupancy and equipment scheduling. Loads
are modeled with detailed assumptions about power factor (see 1.A) and ZIP load parame-
ters; see [57] for additional detail. In this section we describe our preparation of the models
and supporting data.
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Feeder Topologies

Pacific Northwest National Lab (PNNL) has compiled a set of representative “taxonomy”
feeders drawn from utilities throughout the United States [65]. As summarized in Table 1.1,
the feeders vary along a number of important dimensions such as loads served (urban vs.
rural), peak loading, and physical length. The feeders are organized by climate region. For
this work, we selected the eight feeders originating from region 1 (temperate west coast) and
region 3 (desert southwest) as these climates dominate California.

Locations and Timeframe

We simulated each of the eight feeders in three locations — Berkeley, Los Angeles and Sacra-
mento — during the 366 days between September 25, 2011 and September 24, 2012, inclusive.
We chose these locations and time span due to the availability of high-resolution PV genera-
tion and weather data. See 1.A to 1.A for more on this data and feeder placement. Note that
the California peak demand during the selected year was fairly typical relative to the past
decade, with a peak load of 46,846 MW in 2012 versus a high of 50,270 MW in 2006 [14].
This means that the simulations do not include extreme conditions that may affect PV’s
overall value in important ways in the long run.

Feeder Loads and Power Factors

Because the taxonomy feeders specify only static planning (i.e. peak) loads, PNNL provides
a script to populate the feeders with time-varying residential and commercial loads [56].
Details of the loading process are discussed in detail in Sections 2.2-2.4 of [64]; we limit the
discussion here to a few points of relevance.

The PNNL method models end-use loads with “house” objects that have a weather-
dependent HVAC component and schedules for other types of loads such as appliances. The
schedules for each house are scaled and time-shifted to provide heterogeneity among loads.
Commercial loads are modeled as groups of “houses” with a different set of load schedules
corresponding to commercial activities.

The PNNL script applies a different distribution of load types depending on the climate
region selected; e.g. air conditioning is more common in region 3 than in region 1. In
this study, we applied region 3 loads to Los Angeles and Sacramento simulations and used
region 1 loads in Berkeley, in keeping with the actual climate zone location of these cities.

Referring to the literature [64, 66, 9], we adjusted the script-default load power factors as
summarized in Table 1.2. We also reduced a capacitor bank on one feeder (R1-25.00-1) from
150 kvar /phase to 50kvar/phase after noticing that it was overcompensating for reactive
power, possibly because it is a rural feeder and is meant to handle more pumping load.



CHAPTER 1. PHYSICAL EFFECTS OF DISTRIBUTED PV GENERATION ON
CALIFORNIA’S DISTRIBUTION SYSTEM 20

Table 1.2: Power Factors by Load Type

HVAC Residential Commercial
Base HVAC 0.97 | Water heater 1.0 | Int. lights* 0.90
Fans 0.96 | Pool pump*  0.87 | Ext. lights* 0.95

Motor losses 0.125 | Other res.* 0.95 | Plug loads* 0.95
Street lights 1.0
* Power factor was changed from the PNNL default value of 1.0.

Table 1.3: Location Characteristics

Temp (°C) Temp (°F) Max Distance
of PV Site from

Location Low Mean High | Low Mean High | PV Profiles Used | Weather Station

Berkeley 0 13 35 32 56 94 97 39km (24 mi)
Los Angeles 4 17 34 39 62 94 99 27km (16 mi)
Sacramento -4 16 43 25 61 109 101 45km (28 mi)

PV Generation Data

The PV integrator SolarCity provided us with a database of instantaneous power at each
inverter they monitor (roughly 7,000 systems, mostly in California) under the terms of a
non-disclosure agreement. All the inverters are single phase and provide data on the quarter
hour; for this project SolarCity also sampled a number of inverters at the fastest available
time step of one minute.

We performed data quality filtering to ensure we used only complete and credible profiles
in the models. To address remaining missing readings in the selected profiles, we chose a
very complete profile (with at least 365.8 days of non-zero readings between 8:00 and 16:00)
from near the center of each location. We used readings from these “filler” profiles to fill
gaps longer than one hour in other profiles from that location, scaling the filler readings by
the ratio of the two profiles’ rated capacity. Any shorter gaps we allowed to be handled
internally by GridLAB-D, which uses the last-seen generation value until the model clock
reaches the timestamp of the next reading.

Weather Data

Table 1.3 summarizes the weather data we used in this study. We obtained one-minute tem-
perature, humidity, and solar irradiance data for Berkeley from Lawrence Berkeley National
Laboratory [27] and for Los Angeles and Sacramento from SOLRMAP at Loyola Marymount
University and Sacramento Municipal Utility District [49]. The Los Angeles and Sacramento
data, having been quality controlled at the source, appeared to be quite complete and reliable
and was used with only minor reformatting.
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The Berkeley data required the following edits: We calculated direct solar irradiance
from global and diffuse irradiance using the solar zenith angle. Also, when irradiance data
were missing or zero during the daytime, if less than an hour of data were missing we
interpolated between adjacent values (for a total of 30 hours). For longer gaps (totaling
37.4 days) we copied in data from nearby days with similar cloud conditions as measured at
Oakland Airport, 18 km (11mi) south [48]. We also filled sub-hourly gaps in temperature
data (totaling 5.5 days) by interpolation and longer gaps (totaling 25.6 days) directly with
hourly measurements from Oakland Airport.

The temperature, humidity and irradiance data determined HVAC load in GridLAB-D
but were not used to simulate PV generation, which was instead extracted from the SolarCity
database. By using generation data sources located not far from the weather stations we
preserved some (if not all) of the correlation between air conditioning load and PV generation.
Given that buildings have significant thermal mass (resulting in a lagged and smoothed
response to weather) and our goal was to preserve broad correlations between PV output
and building load, we believe that the necessary corrections to the Berkeley weather data
are acceptable and do not substantially affect the results.

Geographic Assignment of PV Profiles

We sought to attach PV profiles to GridLAB-D houses in a way that reflects the diversity of
solar generation over the area of a distribution feeder. This geographic diversity is driven in
part by variations in cloud cover, but also by differences in PV system orientation, technology
and shading — all of which are reflected in the SolarCity data set.

The GridLAB-D taxonomy feeders are anonymized and therefore we do not know their
physical layout. However, the models do contain electrical connectivity for all components
and lengths for each overhead and underground line segment. We used this information and
the graph layout utility Graphviz to create a geographic layout for each feeder subject to
these constraints. These layouts are available online [21].

We then used ArcGIS to superimpose the resulting feeder layouts on the SolarCity profile
sources. We manually placed the feeders in locations with high densities of generation profiles
to capture as much spatial diversity as possible. We then ran a “nearest neighbor” query
to assign each distribution transformer to the closest SolarCity profile with acceptable data
quality. As Table 1.3 shows, at each location roughly 100 profiles were used (that is, matched
with a transformer) with at least one feeder. Table 1.1 breaks down the number of profiles
used in each individual scenario.

Penetration Levels and PV Placement

For each GridLAB-D run, we populated only a portion of the houses with PV, to test various
levels of penetration. To define “penetration” we first needed to establish a baseline loading
for each feeder. To this end, we executed a baseline run for each feeder (with no PV) in each
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Figure 1.7: PV energy penetration as a function of penetration by capacity.

location and recorded its peak load. We then defined penetration as:

> (PV system ratings)
Peak feeder load from baseline run

We tested PV penetration levels of 0%, 7.5% 15%, 30%, 50%, 75% and 100%. We placed
PV randomly across the available house models and used the same random number seed
for all scenarios. Using the same seed ensured that PV was placed at houses in the same
order for each climate (Berkeley, Sacramento, Los Angeles), and that all systems populated
in lower penetration runs were also populated in higher penetration runs. This allowed
us to make comparisons across climates and penetration levels. We modeled the PV as a
unity power factor “negative load”. Each house’s PV generation followed the time-varying
load profile associated with its distribution transformer (as described in 1.A), scaled to an
appropriate size for the building as described in 1.A. Because GridLAB-D simulates three
phase power flow and we randomly assigned PV systems to single phase points in the system,
we are naturally capturing any phase imbalances that would occur from distributed PV in
the specific case of random placement. To the extent these imbalances influence voltage
magnitudes, they influence our results in Sections 1.3 and 1.3.

Figure 1.7 shows PV energy penetration as a function of PV capacity. Variation in the
ratio of energy to power capacity is driven primarily by variation in load factor (average
demand divided by peak demand) which in turn is driven by variation in climate and load
composition.

All penetration levels should be treated as approximate for two reasons. First, our
denominator for penetration was the baseline peak load during the test year, rather than
the long-run feeder peak load which would typically be used in situations where more data
was available. Second, due to transformer scaling (see 1.A) and other minor adjustments,
the peak loads from the final 0% penetration runs differ slightly from the peak loads of our
baseline runs. In general this difference is small, with the 0% penetration runs having peak
load ranging between 3.9% lower and 2.9% higher than the baseline runs. However, in one

PV penetration =
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scenario (R1-12.47-3, Berk.) the final peak load was 8.0% lower than the baseline peak load.
So in this worst case scenario the nominal 100% penetration might more accurately be read
as a 108.7% penetration.

PV Generation Profile Scaling

All of the selected PV generation profiles appear to be residential-scale, with system ratings
ranging from 1.68 kW to 13.16 kW. To establish a reasonable installation capacity for each
building, we first used the following formula from PNNL’s load population script [56]:

building PV rating estimate = A x 0.2 x 92.902

where A is the floor area of the building in square feet, 0.2 is a rough estimate of the rated
efficiency of the installations, and 92.902 W /ft? is the “standard test conditions” insolation.

We scaled up all commercial PV generation profiles so that their ratings matched this
rating estimate. For residential installations, we scaled down the generation profile if its
rating was higher than the rating estimate for the house. We did not scale up residential
profiles with ratings smaller than the rating estimate since it is common for residential
installations not to occupy the entire roof space. We note that we did not simulate the
effect of even larger standalone “utility scale” (multi-MW) PV systems. Had we done so, we
expect that voltage and reverse flow problems would be more severe than those we present
in Sections 1.3 and 1.3.

Transformer Scaling

Transformer aging is one of our outcomes of interest, and it depends not on absolute loading
of the transformer but loading relative to the transformer’s rating [34]. While the simulated
loads are roughly scaled to the planning load value listed at each transformer in the taxonomy
feeders, the loads may be somewhat larger or smaller than the planning loads due, for
instance, to our use of different weather data at the three locations. This means that, unless
corrected, some transformers would be sized inappropriately for the loads attached to them.

To address this issue, we assembled a “menu” of distribution transformers in standard
kVA sizes based on the units present in the taxonomy feeders and manufacturers’ data [29,
2]. We then replaced each transformer with the smallest transformer from the menu with a
rating greater than the observed peak apparent power for that transformer from the baseline
run. This is a conservative size estimate for distribution transformers given that in practice
many carry power over their ratings during peak periods [34].

Note that to some extent the concern about transformer sizing also applies to conduc-
tor sizing; some taxonomy feeder line conductors may not be sized appropriately for the
simulated loads. Because conductor sizing was not a focus of this work, we did not under-
take to resize the conductors in the way we did the transformers, and indeed when we run
GridLAB-D we occasionally observe warnings that conductors are modestly overloaded. This
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may slightly distort the absolute results for line losses. To address this we instead report the
percent change in losses between penetration scenarios. The percent change should not be
affected significantly by conductor size since line resistance is a linear scaling factor on line
losses and all penetration levels use the same conductors.

GridLAB-D Configuration

All of the taxonomy feeders have an on-load tap changer (LTC) at the substation, and two of
them feature additional line voltage regulators. During the baseline runs, we observed that
the upper bound of the LTC and regulator deadbands were set at approximately 1.05 pu,
right at the edge of ANSI standards for end-use voltages. This contributed to a significant
number of voltage violations due to time lag in regulator response when voltages rose outside
the deadband. We therefore lowered the top of the LTC and regulator deadbands to 1.04 pu
(maintaining the bandwidth) for our production model runs. The controller deadband is
+0.008 pu on all voltage regulators and LTCs.

GridLAB-D runs with an adaptive time step, meaning that it runs the power flow solver
only when an input to the model (such as weather or PV production) changes or a simulated
element within the model is expected to change (for example a building model). As described
above, the PV data we used were sampled at most once per minute, and we used 1 minute
resolution weather data. Because the data inputs change no more than once per minute,
simulated voltage regulating equipment will not change position more than once per minute.
Therefore to contain run time we set the minimum simulation time step to 1 minute. We
note that in practice voltage regulating equipment may have shorter delay times (e.g. 30
seconds); as we address in the results section (Sec. 1.3), we believe that limiting the time
step to 1 minute does not significantly affect the results.

See [58] for additional detail about GridLAB-D configurations.
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Chapter 2

Economic Effects of Distributed PV
Generation on California’s
Distribution System

This chapter was co-authored with Paul Kauzmann and professor Duncan Callaway.

Abstract

The economic value of distributed photovoltaic (PV) electricity is affected both by its correla-
tion with transmission level energy prices and by a host of effects it may have on distribution
systems. In this study we combine detailed physical simulation of distribution circuits with
budgetary information provided by Pacific Gas & Electric (PG&E) to estimate PV’s value
with respect to avoided wholesale energy expenditures, avoided distribution system capacity
upgrades, and increased expenditures to manage voltage magnitudes. We find that favorable
timing of generation and the potential to defer capacity investments both increase PV’s value
on average by a small amount. We use circuit-level loading and load growth data to show
that distribution circuit capacity value is very heterogeneous: PV shows very little capacity
value on most circuits but substantial (over $60/kW-yr, nearly half of the near-term target
for the cost of distributed PV) on 1 percent of circuits at low penetrations. We examine some
other distribution system impacts of PV, including voltage regulator operations and voltage
quality, and find that they are also likely to be very small on average, with the caveat that
there are some impacts (such as the effect of reverse power flow on protection equipment)
that we have insufficient data to assess. In much the same way that dynamic pricing tariffs
capture PV’s value in time, our results point toward the importance of tariffs that recognize
the heterogeneity of PV’s impacts on distribution systems across different locations.
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2.1 Introduction

Distribution systems were designed to deliver power from high voltage transmission net-
works to customers. When photovoltaics (PV) are embedded in distribution systems, they
fundamentally change power flow conditions: power transfer could go from one customer
to another, or from customers back to the transmission system. This has created concern
among distribution engineers, regulators and researchers as to whether distribution systems
will be able to accommodate very high penetrations of PV — and if so, what the associated
costs will be. There are a number of areas where PV could have important impacts, in-
cluding: resistive losses, peak load (which impacts distribution capacity investments), and
voltage levels at the point of utilization, transformer aging, voltage regulator mechanical
wear, and the ability of protection systems to properly identify fault conditions.

A number of studies quantify various engineering impacts of PV in distribution systems,
e.g. [62, 67,82, 73,44, 79, 51, 32, 22], but relatively little research has been done to translate
the full range of engineering impacts into economic values. Indeed, the California Public
Utilities Commission (CPUC) rejected the possibility of valuing PV’s non-energy economic
impacts, especially its possible deferral of generation, transmission and distribution capacity;,
on the basis of limited evidence [16, p. 34]. On the other hand, at CPUC’s order, California’s
regulated utilities have recently filed “Distribution Resource Plans” outlining strategies to
identify the hosting capacity of distribution circuits in each utility’s service area (e.g. [54]).
However we are unaware of any available utility-wide analyses of the economic impacts that
PV could have on distribution systems. This chapter aims to fill this gap.

This chapter builds on Chapter 1, which quantifies the physical impacts of PV in dis-
tribution systems. Here, we apply those physical results to an economic framework that
quantifies distributed PV’s impact on distribution system operation and maintenance costs.
We assess these costs using a combination of (1) assumptions about growth in demand and
PV capacity, and their interactions with one another, (2) a model of how PV capacity defers
investment in distribution capacity infrastructure and (3) a unique set of data on distribution
capacity expenditures and feeder-level growth rates from Pacific Gas and Electric (PG&E).

Our key findings are as follows: First, PV provides distribution circuit capacity deferral
value of up to $6/kW-yr when averaged across the potential impact on all feeders in PG&E
service territory. This is a very small fraction of the installed cost of PV (approximately
$380/kW-yr using historical cost estimates, or $110/kW-yr if near-term Department of En-
ergy projections are met). However roughly 90% of these feeders receive no distribution
capacity upgrade benefit from PV because their peak load is much less than their peak MW
(or MVA) capacity or their load growth is low. We find that PV’s capacity value (i.e. its abil-
ity to defer distribution system capacity upgrades) on the remaining 10% of feeders ranges
from $10/kW-yr to more than $60/kW-yr at very low penetrations. This range suggests
that the value on some circuits could be a significant fraction of the installed cost of PV. We
also find that these benefits decline relatively quickly as additional PV is installed on each
circuit; at 50% penetration, capacity value is halved relative to low penetrations.

Second, based on our engineering simulations of PV impacts on distribution circuits
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(Chapter 1) we find PV’s impacts on voltage magnitudes and voltage regulator operations
are relatively small. If we assume that voltage regulator maintenance scales linearly with the
frequency of operation, results in this chapter indicate that distributed PV would increase
PG&E’s annual costs by $442,000 if all circuits in PG&E territory had 100% PV penetration
— an extremely small amount of PG&E’s roughly $6 billion operations and maintenance
budget. Though we do not have circuit-level data to quantify the heterogeneity of the cost to
address voltage issues, our earlier engineering simulations showed feeder location and design
can significantly impact the likelihood that PV will create voltage problems, suggesting that
proactive distribution planning may enable utilities to prevent these voltage problems before
they occur.

Overview of PV economics

The first component of distributed PV’s value is avoided costs of energy production from
other generators. The second has to do with PV’s impact on the performance and require-
ments of generation, transmission and distribution infrastructure. At the distribution level
these impacts can be both positive and negative, including reducing line losses, avoiding
the need to build distribution system capacity and also increasing voltage regulation prob-
lems. Third, PV reduces pollution and possibly other negative externalities associated with
conventional generation. We also note that incentives for PV capacity may have positive
externalities; incentivizing deployment might lead to otherwise unattainable economies of
scale and technology learning.

Ideally, the price paid to PV owners would include accurate assessments of all of the above
components of PV’s value. Unfortunately, the second and third components are difficult to
measure or estimate, and this uncertainty leads to controversy over the appropriate magni-
tude of incentives. This chapter addresses these uncertainties by providing new estimates of
the value of PV’s energy and its effects on distribution systems.

Our analysis relies on simulated distribution system impacts. The advantage of this
approach is that we can study high levels of PV penetration while taking into account
important factors such as the smoothing of aggregate generation profiles due to small-scale
geographic diversity of PV production. It also allows us to examine effects that cannot be
addressed without a physical model, such as voltage quality. On the other hand, the detailed
nature of the simulations limits our scope — in this case to one utility’s territory, to a small
but representative set of engineering models of distribution systems, and to one year of PV
production and weather data.

Prior studies on system-level economics of PV

Three recent studies have examined how PV deployment might affect distribution capacity
upgrades in California: [24, 26, 7]. [24] used existing estimates of PV’s transmission and
distribution capacity value (i.e. its ability to defer T&D capacity upgrade investments) but
noted that capacity value is highly uncertain (ranging from 0.1¢/kWh to 10¢/kWh). They
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also noted that accounting for avoided line losses increases the value of PV above wholesale
generation costs, though not by a significant amount [24, pp. 40-42]. The Crossborder
Energy study [7] allocates capacity credit (i.e. production in peak conditions) to distributed
PV by examining its output during the hottest hours of the year, which generally correspond
roughly to the hours with the most energy usage. These capacity credit allocations are
multiplied by an estimated marginal cost of T&D capacity from utility rate cases to find a
total capacity value [7, pp. 23-28 of appendix B-2|. E3 [26] uses a more granular method that
estimates distribution capacity upgrade costs from specific projects forecasted by PG&E.
They estimate the present value of PV for deferring those distribution capacity projects
by crediting PV production in any hour that a generic substation load profile is within
one standard deviation of its peak [26, pp. C-40-C-44]. None of these studies investigate
the distribution capacity value of PV at the circuit level and for different quantities of PV
installed on each circuit.

In addition to these California-based studies, we are aware of a several other studies that
address the economic impacts of distributed PV on distribution systems. These address
the value of deferred distribution capacity upgrades and to a lesser degree avoided energy
purchases [81, 31, 30, 55].

This chapter builds on prior work in several important ways. First, by working with
circuit-level load growth assessments for each of PG&E’s 3,000 feeders, we investigate the
full range of distribution capacity benefits on a feeder-by-feeder basis. Second, because we
build our economic assessments up from a power flow model that uses real PV production
data as inputs, we can assess the economics of other engineering impacts of PV in distri-
bution systems (most notably voltage impacts). Third, we investigate the impacts of PV
on distribution circuits at a large range of penetrations (PV capacity ranging from 7.5% to
100% of feeder peak demand); this allows us to quantify the declining distribution capacity
benefits of PV as circuit-level net load peaks get pushed later in the day when PV production
is low.

2.2 Simulation and utility data inputs

In this section we summarize the most relevant aspects of our study region and data inputs.
We include a more detailed summary of the methods, as well as a summary of the results
of the physical simulations, in the Appendix. Chapter 1 describes the physical simulation
results in detail.

Our study focuses on climate, photovoltaic production and infrastructure representative
of PG&E’s territory (Northern California). PG&E accounted for 38.3% of California’s total
energy consumption in 2012 [15]. We ran simulations over the 366 days between Septem-
ber 25, 2011 and September 24, 2012, inclusive. In this chapter we focus on results for
Berkeley and Sacramento, because they are representative of PG&E’s two major climate
regions (coastal and interior, respectively). We used production data from approximately
200 distributed PV systems in the study regions. We define PV “penetration” as the ratio of
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installed PV capacity to peak demand in the baseline (no PV) case. Due to variation in load
shape and PV capacity factor across feeders and locations, energy penetration ranges from
0.3 to 0.6 times the PV capacity penetration across our study regions. See the Appendices
for this chapter and Chapter 1 for additional detail.

We studied feeders using a simulation tool developed by Pacific Northwest National
Laboratories (PNNL) called GridLAB-D. The specific feeders we studied in come from a
set of “taxonomy” models provided by PNNL. PNNL assembled the taxonomy set by first
collecting 575 feeder models from a range of investor- and municipally-owned utilities and
rural cooperatives in the United States [65]. PNNL then identified a set of 23 taxonomy
models from the set of 575 via a systematic clustering analysis. In this study we focus
on taxonomy feeders associated with PG&E climate zones: five feeders in region 1 (R1,
temperate west coast) and three in region 3 (R3, desert southwest). Though the original
PNNL sample was neither random nor exhaustive, these feeders allow us to explore a broad
range of PV’s potential impacts. See Table 1.1 for a summary of the feeders.

Deployment Timelines and Financial Discounting We compute the net present cost
or value of PV installed over a ten year horizon® using 2012 dollars, discounting with PG&E’s
weighted average cost of capital (WACC) of 7.6% less a combined inflation plus project
escalation rate of 2.5% [17], yielding a net discount rate of r = 5.1%.

We define penetration as follows:

where 0 < p(t) < 1 is the penetration in year ¢, X is the final penetration and T is the
year in which to reach the target penetration (ten, in our case). Figure 2.1 illustrates how
p(t) depends on the shape parameter a. a < 0.4 is likely the most reasonable range (with
installations spread out over ten years), but we present results for 0 < o < 1 for comparison.
When p(t) did not correspond exactly to penetration levels that we modeled in GridLAB-D,
we interpolated linearly between the the two nearest penetrations that we had modeled.

PG&E Feeder Data We obtained feeder-level capacity and peak loading data from 2012
and projected annual load growth percentages for 2013-2017 for 2,987 feeders in the PG&E
service territory under the terms of a non-disclosure agreement [17]. PG&E classifies feeders
in two major regions: coastal (36.3% of all feeders) and interior (63.7%). We used peak
demand projections (based on one-year-in-two weather data) provided directly by PG&E.

! Although we only look at 10 years of PV deployment, we account for the value of capacity deferral for
25 years, see Section 2.3.
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2.3 Economic Results

Energy and Transmission Value of PV

PV’s energy and transmission value is increased by PV production’s positive correlation with
electricity prices, and its tendency to reduce system losses.? Furthermore, to the extent PV
causes distribution voltage magnitudes to change, voltage-dependent loads will change their
consumption and this could increase or reduce energy expenditures. In this chapter we quan-
tify the combined economic effect of these factors with locational marginal prices (LMPs).
Because LMPs include energy, transmission congestion and transmission loss components,
they implicitly capture both the energy and transmission value of PV at specific locations.

We calculated the net locational marginal price (LMP) benefit for each feeder as the
difference between the cost to supply energy at the substation at 0% PV penetration and
the cost to serve the substation at the given PV penetration:

C;(X) =(feeder j energy cost without PV)
— (feeder j energy cost with X% PV)

= XjaDj(0) = NjuDju(X) (2.1)
t

where j indexes the taxonomy feeder, D is simulated hourly demand at the feeder head,
and A;; is the hourly LMP for the feeder’s location. Because LMP patterns will very likely
change over ten years, depending on fuel and carbon prices and generation infrastructure —
including solar generation, which will tend to suppress prices when solar radiation is high
— the results we present here should be extrapolated into the future with caution. We

2Additional details on resistive loss reductions are available in Section 1.3.
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obtained hourly LMPs from the California Independent System Operator’s (CAISO) day-
ahead market for nodes CLARMNT_1_.N001 (Berkeley locations) and WSCRMNO_1_N004
(Sacramento locations) [13]. We compared several nodes in the general area of Berkeley and
Sacramento and chose these two arbitrarily after confirming that differences in price relative
to neighboring nodes were very small.

We calculated a weighted average energy benefit within and across regions as follows:

Cu(X) = pr1 Y f;Ci(X)
jERL

+prs Y fC5(X), (2.2)

JER3

where X denotes the penetration level, R denotes region (R1, coastal; R3, interior), j indexes
the taxonomy feeders, f; denotes the frequency of feeders within each region (see Table 2.1),
and we used pr; = 0.363 and prs = 0.637 to define the frequency of feeders in PG&E’s
coastal and interior zones, respectively (see Section 2.2). This provides a representative
estimate of the energy benefit across all penetration levels. We computed PV energy for the
representative sample, Epy oy (X) in the same way.

Next, we calculated the ratio of PG&E consumption to that in our sample (see 2.C)
denoted s, with y indexing years. The ratio ranged from s; = 5,720 to s19 = 6,453.3 Then,
using the same method as in [52], we levelized the energy benefits by dividing the net present
value of C,, by the sum of discounted PV generation, Epy ay:

10 S Cav(X )
Zy:l y(l—l—r)yy (2 3)
10 SyEPV,aV(Xy) ’
y=1" (1+r)¥

Levelized Avoided Cost of Energy =

For all locations, feeders, penetration levels and deployment rates we found the average
levelized energy value to be between $0.0349/kWh and $0.0351/kWh. The small variation
across scenarios was due to random variations in which PV generation profiles were chosen
and where they were placed on the feeders (see Section 2.2). The weighted average LMP
between Berkeley and Sacramento during our test year was $0.0297/kWh,* meaning PV was
about 18% more valuable than a resource with constant production and no effect on losses
or voltage-dependent loads. This percentage is consistent with prior work, e.g. [8].

3While the calculated multiplier was on the order of 6,000, there are approximately 3,000 feeders in
PG&E’s system. This implies that the average PG&E feeder uses about twice as much energy annually
as our weighted average simulated feeder. Since the sample is being scaled to the full system size this
discrepancy does not affect the overall magnitude of the results.

4$0.0297/kWh is roughly half the levelized cost of energy from combined cycle gas fired generators [75],
suggesting that the market is not in long-run equilibrium. This is likely because natural gas prices in the the
U.S. in late 2011 and 2012 were extremely low. But it may also reflect the fact that a portion of generators’
levelized costs are paid for via resource adequacy capacity contracts. This highlights the fact that both the
basic energy value and the size of the PV “premium” depend on energy market conditions; they may be
larger or smaller in future years.
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Figure 2.2: Schematic showing how the value of distribution capacity investment deferral is

calculated for an individual feeder at a given PV penetration.

Distribution Capacity Value of PV

If PV reduces peak net load, it could defer investments in higher capacity distribution equip-
ment such as transformer banks and conductors; this section seeks to quantify this deferral
value.

Projects and Feeder Data

We compute distribution capacity benefit with an approach similar to [31, 55, 26, 81] and
depicted in Figure 2.2. We first establish a baseline estimate of the year in which distribution
capacity projects would occur in the next ten years. Then, based on simulation results, we
compute the year in which the same project would occur in the presence of PV. We continued
to account for the cost of deferred projects for 25 years and considered projects deferred
beyond 25 years to be completely avoided. Using a WACC of 7.6% (our nominal case), a
project deferred from year 1 to year 25 would decrease in present cost by 71%.

We used feeder-level MW capacity and peak loading data for 2012-2017 (Section 2.2), and
carried the 2017 growth rates forward for a rough prediction of future trends. We assumed
each feeder project occurs in the year its peak load reaches 100% of rated MW capacity. In
practice, other factors can affect project timing; see Section 2.3 for further discussion.

We eliminated the following categories from our analysis:

e Feeders operating at or below 4.16kV (2.4% of PG&E MW capacity). These are
smaller, older, idiosyncratic feeders that PG&E engineers felt would be inappropriate
to include in this general analysis [17].

e Feeders exceeding 10% PV penetration (7.6% of PG&E MW capacity). Because peak
load growth forecasts for these feeders are likely affected by existing PV, their forecasted
growth rates do not provide a good “control” against which to apply further peak load
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reductions due to PV. These feeders are relatively similar to the population (2012 peak
demand average of 7.0 MW versus 7.7 MW for the population; average voltage of 14.5
kV versus 14.1 kV for the population; and 31.4% coastal / 68.6% interior versus 36.3%
/ 63.7% for the population).

e Feeders already loaded over their rated MW capacity (1.7% of total capacity).

We used demand growth data to estimate which of the remaining feeders would require
a capacity upgrade project within ten years. This left 296 feeders (roughly 10% of the 2,987
feeders, and 20% of the total 20,600 MW of capacity, for which we received data). At roughly
30 projects per year, this is consistent with the number of PG&E feeders that actually reach
capacity annually [17].

Applying Model Runs to PG&E Feeders

We permuted each R1 result that was simulated with Berkeley weather data with data for
each feeder in PG&E’s “coastal” service territory, and each R3 result that was simulated
with Sacramento weather data with each feeder in PG&E’s “interior” territory. For each
combination of taxonomy feeder and PG&E feeder that would require a capacity upgrade
project within ten years, we computed savings as a ratio (p) between the net present savings
and the original project cost:

p (X a) . NPCOriginal project — NPCdeferred project
1,J ’ -

NPCoriginal project
Creal (14 7) % — ereat(1 4 1) ¥ 50 (2.4)
Creal (1 + r)_y?,j
=1-(1+ T)(y?,j*y?,j(x»a))

where NPC denotes net present cost, c.ea denotes the real project cost, ¢ indexes the PG&E
feeder and j indexes the simulation results of each GridLAB-D taxonomy feeder (in the
appropriate climate), r is the discount rate, and yg ; 1s the originally estimated year of the
capacity upgrade project. ygf g (X, ), the deferred year, depends on the year ten penetration
level X and deployment scenario «.”

We then calculated paggregate, the total weighted average normalized savings in net present
value across all GridLAB-D taxonomy feeders in the coastal and interior zones:

- Zz‘ERLjERl fipij + ZieRS,jeR3 fipi 9
paggregate - N ) ( 5)

where N = 296 is the number of feeders we estimate will require a capacity upgrade project
in the next ten years, R denotes region (R1 / coastal; R3 / interior), f; is the regional
taxonomy feeder frequency from Table 2.1, and N is the total number of feeders across all

5Note that the real project cost, assumed to be independent of time, cancels from the ratio.
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regions. Because p;; values are ratios of present value to original value, Eq. (2.5) weights
high- and low-cost projects equally. Therefore we have implicitly assumed that there is no
correlation (negative or positive) between the cost of a project and its ratio p. We did
not have access to the data required to test this assumption; to the extent project cost
might be positively (negatively) correlated with p, our paggregate measure will underestimate
(overestimate) the distribution capacity deferral value of PV.

Scaling to PG&E’s Distribution Capacity Budget

We calculated the financial benefit of project deferral by multiplying paggregate by the fraction
of PG&E’s distribution budget that could reasonably be affected by PV. We determined
this fraction from PG&E records and forecasts of line and substation capacity upgrade
expenditures in major work categories (MWC) 06 and 46, respectively [1, Workpaper Table
12-5]. Appendix 2.C explains which portions of these categories we included. Altogether,
the categories deemed sensitive to PV impacts on peak loading constitute 93% of PG&E’s
2012 distribution capacity budget ($133 million). For 2013-2016 we used nominal budget
projections directly from [1, Workpaper Table 12-5] and found that 83-89% of the budget
in those years is projected to be sensitive to PV peak load reduction. The percentages are
lower than in 2012 because the excluded work categories are projected to grow somewhat
more quickly than the included categories. For 2017-2022 we used the average PV-sensitive
budget for 2013-2016. The total net present cost of the expenditures deemed PV-sensitive
is $1.2 billion (using r = 5.1%).

By normalizing the model’s results and applying them to the entire PV-sensitive distri-
bution budget, the approach we use implicitly captures all measures — including those less
expensive than full replacement of equipment, such as switching loads to different feeders — in
the historical budget and forecasts. The analysis effectively assumes that the distribution of
actions taken in response to PV penetration will not change, even if the number of capacity
shortfalls does. Furthermore the analysis does not consider uncertainty in distribution ca-
pacity value forecasts, which are themselves a function of PG&E’s own uncertainty on future
distribution system maintenance activities and the limitations of working with a single year
of PV and weather data (see discussion in Section 2.3).

Value of Capacity Deferral

Figure 2.3 displays the net present value of distribution capacity project deferral, computed
by multiplying pageregate by the estimated peak-load-sensitive PG&E distribution budget.
The total value of deferral increases at a decreasing rate, because low penetrations of PV
push peak net load later in the day, when further PV provides less distribution capacity
benefit. Though value increases with deployment rate, there is relatively little difference
between immediate and intermediate rates. The total NPV of deferral is up to half of the
estimated 10 year distribution capacity budget. Note also that if the large industrial “GC”
feeders (discussed in Appendix 2.A) accrue PV-related capacity benefits similarly to the
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weighted average of the feeders we modeled, the total value of deferral across all penetration
levels and deployment trajectories would be about 19% higher.
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Figure 2.3: PG&E system-wide capacity benefit.

Energy-levelized capacity benefit. To put the overall capacity project deferral benefit into
perspective, we can levelize the capacity benefit across the kWh of PV generated throughout
the ten year horizon. As with other levelized statistics we discount future energy production
in addition to costs:

Energy-levelized  net present value of deferral

. = P 5 , (2.6)
capacity benefit Z;OZ L (Pl\ir)g y)

where we compute energy production in year y as the total PG&E-wide PV production
associated with each particular deployment and final penetration scenario.

Figure 2.4 shows the result of this calculation. As with the total benefit, capacity project
deferral benefit rises with PV penetration but with diminishing returns. Overall the range
of levelized benefits is between 0.05¢/kWh and 0.21¢/kWh; this is roughly 0.3% to 1.5% of
the average retail tariff in PG&E. These numbers are slightly less than previous estimates
(e.g. 0.1¢/kWh — 10¢/kWh in [24]).

Recall, however, that we evaluated the present value of capacity deferral only on those
feeders identified as having a capacity project in the first ten years of analysis. This subset of
feeders is 10% of the number of feeders, and 20% of total MW capacity, in PG&E. Therefore if
one assigned the capacity value only to those PV systems on feeders with deferred projects,
the levelized value of those systems would be roughly five times greater (1/0.2) than the
numbers reported in Figure 2.4, or 0.25¢/kWh to 1¢/kWh (roughly 1.8% to 7.5% of the
average retail tariff).

Though earlier deployment always improves the NPV of the capacity benefit, the effect
on the energy-levelized benefit is slightly different. As one might expect, levelized bene-
fit is greatest with intermediate rates of deployment, where solar deployment (and energy
production) roughly follows the feeder load growth trajectories.
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Figure 2.4: Energy-levelized capacity benefit, computed with Eq. (2.6) and r = 5.1%.

Annualized capacity benefit. As an alternative, we normalized per kW of installed PV
with the following metric:

oV — annualized capacity benefit
" (per unit of PV capacity)

net present value of deferral
__ target PV penetration on all feeders

N annuity factor

Y

where we annualize in order to facilitate comparisons with annual distribution fixed charges
as well as generation capacity costs at the conclusion of this section. To compute the annuity
factor we used the same discount rate as before (r = 5.1%). We also assumed benefits accrue
over n = 25 years because, although we compute deferral benefits for feeders that require
projects in the first ten years in the absence of PV, we count the cost of deferred projects
for up to 25 years. With these assumptions the annuity factor is W = 13.95 years.
Figure 2.5 shows the result, with values ranging from nearly zero to more than $6/kW-
yr. As one would expect, the value declines with increasing penetration and increases with
the rate of deployment. As a point of comparison, at $5.30/W (the 2012 average price
for residential systems [6], the annualized cost of PV was on the order of $380/kW-yr in
2012. Moreover, if DOE’s SunShot 2020 goal of $1.50/W for residential solar is met [74], the
annualized cost would be roughly $110/kW-yr. These numbers suggest that, for an average
feeder, capacity value is unlikely to be a major contributor to PV investment decisions.
However, as mentioned in Section 2.3, we found that only 10 percent of feeders would
require a project within ten years. Therefore dividing by PV capacity on all feeders dilutes
the value of PV on feeders that would have projects. We computed the following metric to
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Figure 2.5: Average annualized capacity benefit, computed using Eq. 2.7. Note that the
benefit is normalized by total PV capacity, rather than PV capacity on only the deferred
feeders.

capture the capacity project deferral value on feeders with deferred projects:

CVieferrea = deferred feeder annualized capacity benefit

present value of capacity deferral
target PV penetration on deferred feeders

= . (2.7)

annuity factor

We then estimated feeder-specific capacity project deferral value as follows, where ¢ and j
denote deferred PG&E feeders and GridLAB-D taxonomy feeders, respectively:

ZjeRi ijz’,j

aggregate

CVi = CVaeferred (2.8)
where the normalized NPV of deferral, p; ;, is defined in Eq. (2.4), f; is the regional taxonomy
feeder frequency from Table 2.1, R; is the subset of taxonomy feeders with the same regional
designation (either interior or coastal) as PG&E feeder i, and paggregate is defined in Eq. (2.5).
This metric weights the average deferral value by the ratio of each feeder’s normalized NPV
of capacity deferral to the normalized average NPV of capacity deferral — in effect this gives
the feeder-specific deferral value. Figure 2.6 shows percentiles of capacity project deferral
benefit on the subset of feeders with projects in the first ten years for the fast ramp scenario
(. = —50). Because we find that roughly 10% of PG&E feeders would require capacity
projects within ten years, the percentiles in this figure are roughly ten times larger than they
would be if computed across all feeders in PG&E. These numbers compare more favorably
to current and and projected annualized costs of PV, though on most feeders (and all in the
percentiles we show) the benefits remain well below the cost of PV.

We can also compare these annualized numbers to the size of possible fixed charges on
customer bills. Fixed charges (measured in dollars per month) allow utilities to collect
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Figure 2.6: Capacity benefit percentiles on deferred feeders. Because we find that roughly
10% of PG&E feeders would require capacity projects within ten years, the percentiles in

this figure are roughly ten times larger than they would be if computed across all feeders in
PG&E.

revenue for their fixed costs without relying entirely on volumetric charges (measured in
¢/kWh), which sum to very small amounts for customers whose net energy consumption is
very low due to installed photovoltaics. In 2013, California’s AB327 authorized its Public
Utility Commission to approve a charge of up to $120 per year, partially in recognition of
the fact that owners of PV use less energy but still place burdens on infrastructure. However
our results suggest that PV systems located where they help to defer distribution capacity
projects could have benefits for infrastructure of the same order as the fixed charge. For
example, at a low feeder PV penetration (7.5 percent) a 5 kW system would create $50 to
over $300 per year benefit in terms of avoided distribution capacity upgrades; even at 100
percent penetration the benefit could be as high as $100 per year.

Though earlier studies suggested a large range of PV capacity values depending on model
assumptions (e.g. [24]), in this case the input data themselves (circuit loading and peak load
growth statistics) produce a large range of values, holding model assumptions constant. As
we will discuss in the conclusions, this suggests that location-specific compensation for PV
capacity benefits may be an effective strategy to minimize utility-wide distribution capacity
upgrade costs. Implementing this type of tariff could be challenging from a regulatory and
process perspective, though we note that Minnesota’s recently approved “Value of Solar
Tariff” methodology includes a location-specific capacity value, and it has received both
positive [e.g. 25] and negative [e.g. 59] comments from utilities.

2.C describes a discount rate sensitivity analysis; as one would expect higher discount
rates result in lower deferral values; sensitivities in percent terms (e.g. the percent change in
benefit due to increasing or decreasing WACC) are comparable for all WACC / deployment
trajectory combinations.
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Caveats

Uncertainty in the output of distributed solar may prevent some capacity project deferral
benefit from being realized during the investment planning process. For instance, utilities
may conservatively overbuild distribution capacity to be prepared for an emergency that
temporarily takes PV offline. Also capacity upgrade projects may be initiated sooner than
absolutely necessary to economize on personnel and equipment in the area for other work.
We view characterizing the magnitude of these effects as an opportunity for future research;
for further discussion of these issues from a utility perspective see [53].

A related concern is that all results are based on one year of simulation, and cloudy or
partly cloudy conditions could coincide with peak load conditions in another year. Based
on historical solar radiation data and the timing of CAISO system wide peak demand, we
estimate that the coefficient of variation of solar availability during peak demand is below
5% in both locations (seeAppendix 2.C for detail). Though additional analysis is required
in this area, we believe this variability is sufficiently low to suggest that our results apply
outside of our year of analysis.

Finally, we were not able to validate the peak load shapes produced by GridLAB-D
against actual feeder-level load shapes in the PG&E service territory. Our analysis in Sec-
tion 1.3 compares GridLAB-D load shapes against load data from all of PG&E, all of CAISO,
and an overall distribution of feeder peak loading times provided by PG&E under a non-
disclosure agreement. Those results show that simulated peak times match well with PG&E
and CAISO’s actual late-afternoon peak times, but simulated loads drop off faster than
PG&E and CAISO loads in the evening. This suggests that our simulations may overesti-
mate the average peak load reduction as PV pushes peak times later in the evening. On the
other hand, the comparison with PG&E’s peak time distribution shows that many individual
feeders peak mid-day; on those feeders PV will be more effective at reducing peak load. On
the whole there are likely to be many feeders where PV capacity value is significant. Identi-
fying these feeders will require attention to existing distribution capacity and projected load
growth as well as load patterns on high demand days.

Voltage Regulators and Voltage Quality

As explained inAppendix 2.B, PV can impact voltage regulator operation patterns. To
the extent this increases or decreases regulator switching, maintenance requirements (and
distribution company costs) could change. Using our physical results for voltage regulators
(Section 1.3) we can make general estimates of how regulator maintenance expenses might
change.

2.C describes the PG&E major work categories (MWC) related to voltage regulating
equipment. We conclude that, from PG&E’s 2012 budget, $1,382,000 could be affected
by changes in tap-change activity. As we explained in Section 1.3, GridLAB-D captures
the effect of PV on changes in line regulator switching but not substation LTCs. If we
assume that substation LTC switching changes in percentage terms in the same way as line
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regulators (this is a strong assumption because LTCs will respond more to transmission level
variation in voltage), we can extrapolate our line regulator results to the system and estimate
how much PV might affect overall regulator expenses. From Section 1.3, at the high end
(100% penetration), PV increased regulator operations by 32%. Assuming line regulator
and LTC maintenance requirements increase linearly with the number of tap changes, then
maintenance expenses would also increase by 32%, or roughly $442,000 in 2012. In a more
optimistic scenario where regulator operations decreased by 8% due to the presence of PV
(in line with our “best case” simulation results) across the system, regulator maintenance
expenses might decrease by $111,000. In reality both penetration scenarios might exist on
different feeders in the system, in addition to intermediate and perhaps even more extreme
cases. Therefore overall expense changes are likely somewhere between these bookend values.
Note that the overall impact will be more favorable if the reduced current duty brought about
by PV also extends regulator lifetime, but the sensitivity of regulator lifetime to reductions
in current is heavily dependent on the regulator model and its pre-PV current duty, so we
lack the data to estimate the magnitude of this effect. In any case, we conclude that any
regulator maintenance cost changes — whether they are positive or negative — will be very
small in comparison to the energy cost and capacity project deferral value of PV.

For comparison, PG&E’s budget for addressing Voltage Complaint Projects Involving
Secondary Distribution (MWC 06G) was forecast to be $2,800,000 in 2012; some fraction
of MWC 06E (Circuits Reinforcement — Project Services Managed, forecast at $36,941,000
in 2012) is also dedicated to “primary distribution voltage correction work” [1, p. 12-20].
As noted in Section 1.3, voltage quality on our simulated feeders was only mildly affected
by PV, although we expect that in the field there will be some feeders where it will be a
significant issue. Though our data are not sufficient to make a conclusive estimate of how
frequently PV will actually trigger complaints or create serious enough problems to require
additional work in the above mentioned MWCs, they suggest that these costs will also be
relatively small.

Transformer Aging and Backflow /Protection

As noted in Section 1.3, we observed minimal transformer aging across all of our simulated
scenarios, with little change due to PV except with one particular feeder/climate combination
(R3-12.47-3, Sac.). We do expect that PV will have some effect on transformer lifetimes in
areas where they are loaded at or above capacity. In most cases, lifetime is likely to be
extended as daytime transformer loading is reduced by generation on the secondary side.
In some cases transformer lifetime may be decreased by large reverse power flows. Given
uncertainty about existing transformer load shapes and ages it is difficult to estimate the
size of the benefit (or cost) that PV could provide.

Similarly, we refrain from drawing conclusions about the effect of backflow caused by
high PV penetrations (see 2.B). The main concern regarding backflow is that it may require
modifications to protection systems that were designed with only one-way power flow in
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mind. Determining whether such corrections are necessary on any given feeder requires a
specialized protection analysis which is beyond the scope of this study.

2.4 Conclusions

We found that PV provides a capacity deferral value of up to $6 /kW-yr when averaged across
the potential impact on all feeders in PG&E’s service territory. However, when we disaggre-
gate the results by feeder — some of which are much closer to requiring a capacity upgrade
project and have load shapes that are better correlated with PV production — the capacity
project deferral value can be as much as $60/kW-yr on a small subset of feeders. Though
additional research is needed to understand how uncertainty in solar resource availability
and future capacity upgrade expenses could impact these results, in general our modeling
points toward significant capacity value heterogeneity across locations and feeders.

When viewed against a possible connection fixed charge (proposed to be on the order
of $120/yr in California’s AB327), the capacity deferral value of PV could be significant
in some cases and inconsequential in others. Also when viewed against the cost to install
PV ($380/kW-yr at the end of our study period [6], but possibly as low as $110/kW-yr
if the DOE’s SunShot goal of $1.50/W is met), the capacity deferral value of PV could
be a significant incentive for some customers to install PV. There is some precedent for
recognizing the capacity value of distributed PV (for example Minnesota’s “value of solar”
tariff or VOST, or capacity-based incentives for preferred locations [45]); our findings give
strong evidence that location-specific credits are appropriate. In places without a such a
program in place we suggest that this spatially heterogeneous value of PV could be embedded
in retail fixed charges. This process could be streamlined with substation-level loading, load
growth and capacity data. A full analysis of equity implications and administrative costs
would be needed to determine the feasibility of locational credits.

Our physical feeder modeling indicates that voltage regulator operations could increase
by 32% at the highest PV penetrations we studied. If voltage regulator maintenance scales
linearly with the amount of operation, our results in this chapter indicate that annual costs
would increase by $442,000 if all circuits in PG&E had 100% penetration — an extremely
small amount of PG&E’s roughly $6 billion operations and maintenance budget in 2012, and
much smaller than the roughly $30-$40 million annual capacity project deferral benefit we
estimate that PV would provide at the same penetration. Though we do not have data to
assess the heterogeneity of these impacts, our physical simulations suggest feeder location
and design can significantly impact whether PV will create voltage problems, suggesting that
proactive distribution planning may enable utilities to avoid these problems.

Overall our results suggest that average distribution-level economic impacts we measure
are small and slightly positive. A large part of those positive impacts seem to be concentrated
in a small number of circuits. Therefore to the extent these benefits could be reflected in
incentives to customer-sited PV, we do not anticipate that they would support a significant
expansion in total PV capacity in our study region. This suggests that significant PV
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penetration in distribution systems will be economically justified only when the energy value
—ideally including environmental externalities such as CO5 — reaches parity with the levelized
cost of PV.
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2.A  Summary of Inputs to Physical Simulations

Physical Simulation Inputs. Our study focuses on climate, photovoltaic production
and infrastructure representative of PG&E’s territory (Northern California). We chose this
region in part for the prominence of distributed photovoltaics there and also because of
California’s ongoing policy debates on issues of net metering and retail tariff design. We also
chose this region because we had access to feeder-level load growth rates. PG&E accounted
for 38.3% of California’s total energy consumption in 2012 [15]. As explained in Chapter 1,
we ran simulations over the 366 days between September 25, 2011 and September 24, 2012,
inclusive. In this chapter we focus only on results for Berkeley and Sacramento, because they
are representative of PG&E’s two major climate regions (coastal and interior, respectively).
California peak demand during the selected year was fairly typical relative to the past decade,
with a peak load of 46,846 MW in 2012 versus a high of 50,270 MW in 2006 [14].

We generated simulation results — as described in Chapter 1 — with GridLAB-D. GridLAB-D
simulates distribution system operation over time, capturing load variation due to building
occupancy patterns and ambient conditions. It models distribution system equipment in-
cluding capacitors, voltage regulators, on-load tap changing transformers, and secondary dis-
tribution transformers. We used GridLAB-D version 2.3 with the forward-backward sweep
power flow solver.

As discussed in Section 2.2, we modeled the 8 PNNL distribution taxonomy feeders that
correspond to the climate zones in our analysis. We chose not to model PV on General
Industrial Case (GC) feeders (9-20% of feeders, according to PNNL) because they consist
essentially of one industrial or commercial load and we did not have available an appropriately
representative set of commercial and industrial load shapes. The feeder taxonomy also does



CHAPTER 2. ECONOMIC EFFECTS OF DISTRIBUTED PV GENERATION ON
CALIFORNIA’S DISTRIBUTION SYSTEM 43

Table 2.1: Assumed frequency of R1 and R3 feeders, adapted from [65]

Feeder Assumed frequency, f;
R1-12.47-1 21%
R1-12.47-2 23%
R1-12.47-3 19%
R1-12.47-4 17%
R1-25.00-1 11%
R1 Gen. Case - Industrial* 9%
R3-12.47-1 30%
R3-12.47-2 30%
R3-12.47-3 20%
R3 Gen. Case - Industrial* 20%

* For our main analysis we conservatively assumed
these feeders had no PV installed, because we
lacked detailed load data needed to model them
effectively.

not include networked urban cores, which represent 5-10% of the distribution system [65].
Frequencies for the remaining feeders, taken from [65], are listed in Table 2.1.
We define PV “penetration” relative to a baseline (no PV) loading for each feeder as:

>~ (PV system ratings)
Peak feeder load from baseline run

PV penetration =

We populated houses at random with PV as necessary to vary penetration from zero to 100
percent. To isolate the effect of penetration from the effect of placement, we used the same
random number seed in each scenario to ensure that houses with PV in lower penetration
scenarios were a strict subset of those populated in higher penetration scenarios. We used
the same random ordering of houses for PV placement in each test location, and modeled
PV as a unity power factor “negative load”.

2.B Summary of Simulation Engineering Results

System Losses. By serving loads locally, system losses decrease with PV penetration. As
with prior studies [62, 79, 44, 73] we found that on some feeders losses begin to increase
at very high penetrations due to heavy reverse flow conditions. On most feeders, losses
continued to decrease to the maximum penetration level we studied (100%), and feeder type
had a stronger influence on the total magnitude of losses than did climate.

Peak Loading. At 100% penetration, PV reduced peak load by 6-35%. Load reductions
are well below the penetration level because peak demand occurs later in the day than peak
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PV production. In general we found that location (which drove load and PV production
profiles) had a stronger influence on peak load reduction than feeder type.

Transformer aging. Transformer aging is driven by thermal degradation; higher loading
results in greater losses and accelerated insulation aging. In general, we observed minimal
aging in all scenarios and penetration levels, with a mean equivalent aging of up to 0.29y in
one scenario (R3-12.47-3, Sac.) and all other scenarios having mean aging less than 0.001y.
We sized transformers at or just above their baseline peak load [22]; aging would have been
faster if the transformers were undersized.

Voltage regqulators. Voltage magnitude on a conductor typically declines in the direction
of power flow, and as power flow increases, voltage declines further. There are three basic
types of equipment that maintain voltage within prescribed bounds in a distribution circuit:
on-load tap changers (LTC) located at distribution substations, capacitor banks and voltage
regulators. LTCs and voltage regulators automatically adjust voltage by changing the “turns
ratio” on an in-line transformer to maintain voltage within a prescribed range. We only stud-
ied voltage regulator impacts. We neglected LTC impacts because their operation is a strong
function of transmission level voltage and because GridLAB-D does not model transmission
impedance (meaning LTC output voltage is minimally affected by PV variability); we ne-
glected capacitor bank switching because, to the extent it occurs, is often scheduled (rather
than based on a voltage measurement). See [22] for more discussion. Overall we found that
the change in the number of tap changes on the regulators ranged from negative 10 percent
to positive 30 percent.

Voltage quality. In general, across all penetrations and feeders, we found voltages to be
relatively well-controlled, with most runs having less than 0.002% of readings out of the ANSI
standard range (virtually unchanged from the base case), and the worst case (R3-12.47-3,
Sac.) having 0.32% of readings out of range at 100% penetration. This is consistent with
prior work suggesting that many feeders can support high penetrations of PV without voltage
violations [32]. Across the scenarios we investigated, the propensity for voltage excursions
to occur was most strongly driven by location.

Reverse power flow. We studied the incidence of negative real power flow (“backflow”)
through the substation, which can be a proxy for protection equipment problems and higher
interconnection costs. At 50% penetration, 8 of the 16 scenarios exhibited occasional back-
flow, but no more than 1% of the time in any one scenario. At 100% penetration, all scenarios
experienced backflow at least 4% of the time.

2.C Economic calculation details

Comparing Simulation and PG&E End-use Consumption

For each feeder, we calculated end-use consumption by subtracting system losses from sub-
station energy at 0% PV penetration and we then computed a weighted average end-use
consumption for the sample using the same weighted average approach as in Eq.(2.2).
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We factored in future load growth by scaling consumption to the 2012-2022 projections
for PG&E published by the California Energy Comission (CEC) ([63, p. 6], [15, pp. 36-
40]). These projections include net load reductions due to customer sited PV, since the
CEC assumes that a higher percentage of generation will come from this source over time.
The CEC provides high and low estimates of customer PV generation, with a midrange of
1% of PG&E’s consumption in 2012 and 2% in 2022 [63, p. 6, 28]. To convert the CEC
consumption figures to end-use consumption, we multiplied the CEC’s “CED 2011 Revised-
Mid” forecasts by one plus the solar generation ratio, scaled linearly from 1-2% over the 10
year period.

The ratio of PG&E consumption to that in our sample, denoted s, with y indexing years,
ranged from s; = 5,720 to s;9 = 6,453.

Portions of PG&E Capacity Upgrade Budget Affected by PV

In consultation with PG&E [17], we assumed the following subcategories are influenced by
PV’s contribution to peak loading: MWC 06A (Feeder Projects Associated with Substation
Work), MWC 06D (Circuits Reinforcements (DE Managed)), MWC 06E (Circuits Reinforce-
ments (PS Managed)) and MWC 46A (all projects). We excluded some smaller expenses
that would not likely be influenced by PV’s peak load reduction: 06B (Overloaded Trans-
formers), 06E (Reinforce Circuit > 6000 customers per feeder), 06E (Complete Mainline
Loops per Standard), 06G (Voltage Complaints (Includes PEV)), and Line Voltage Regula-
tor Revolving Stock.

Portions of PG&E Voltage Maintenance Budget Affected by PV

There are several PG&E major work categories (MWC) related to voltage regulators. MWC
BK (Distribution Line Equipment Overhauls) is a category that includes needed overhauls
for line reclosers and regulators; in 2012 expenses of $2,645,000 were forecast for this purpose
[1, p. 5-34]. Regulators constitute about 41% of the total units of line equipment (regulators
+ reclosers) [17]. Under the coarse assumption that the unit cost to overhaul a regulator is
the same as the unit cost for a recloser, regulator overhaul expenses are roughly $1,085,000.
MWC 48 (Replace Substation Equipment) includes several “Subprograms < $1M”, includ-
ing a line item for regulator replacements projected to be $297,000 in 2012 [1, Workpaper
Table 13-16]. Some LTC replacement work also takes place under MWC 54 (Distribution
Transformer Replacements) which had an overall forecasted value of $61,005,000 in 2012 [1,
p. 13-14]. However, most of this expense is for general substation transformers not LTCs,
and projects are usually triggered by factors unrelated to the LTC such as dissolved gas
analysis of the transformer oil; in these cases the LTC is replaced in the course of a larger
project rather than due to wear on the LTC itself [17]. Therefore we conclude that MWC
54 expenses are unlikely to be affected by changes in LTC operation triggered by PV. This
leaves us with a total projected 2012 regulator budget of $1,382,000 from MWC BK and 48
that could be affected by changes in tap-change activity.
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Discount Sensitivity Analysis

Because capacity value benefits depend on events that occur in the future, the magnitude of
the benefit depends on the assumed WACC (or discount rate). Therefore we ran the model
for different values of a (PV deployment rates) and using a WACC of 5.0% and 10.0% (less
and greater than the originally assumed WACC of 7.6%). Figure 2.7 shows the result. As
expected, higher discount rates make deferral more desirable. Though immediate deployment
(fast ramp) has the highest sensitivity in absolute terms, sensitivities in percent terms (e.g.
the percent change in benefit due to increasing or decreasing WACC) are comparable for all
WACC / deployment ramp combinations.
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Figure 2.7: Sensitivity of capacity benefit to discount rate.

Annual Peak Solar Variability

To quantify solar variability in peak demand conditions we collected annual peak demand
times for CAISO [14] and computed solar availability in each year’s peak demand hour from
data from the National Renewable Energy Laboratory’s National Solar Radiation Database
(NSRDB) [50]. The closest NSRDB stations to our analysis regions are Oakland Interna-
tional Airport and Sacramento Metropolitan Airport. For each year that CAISO reported
peak demand and NREL reported solar radiation (1998-2009), we computed the ratio of
global horizontal radiation to extra-terrestrial horizontal radiation. We then computed the
coefficient of variation (CV) of that ratio (i.e. the standard deviation divided by the mean)
for each location, with the results being CVoanana=4.4% and CVgacramento=4.8%.
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Chapter 3

Griddle: Video Gaming for Power
System Education

This chapter was co-authored with professors Greqg Niemeyer and Duncan Callaway

Abstract

The motivation and training of a proficient and diverse pool of power engineers, system
operators and policymakers is an important challenge for the electric industry. Power system
experts are increasingly in demand globally to facilitate transitions to more environmentally
friendly energy systems. More generally, citizens with a basic understanding of load balancing
and renewable energy sources are more effective partners in increasingly complex power
economies and political decisions. To address the need for an accessible general introduction
to power systems, we are developing Griddle, an educational video game that introduces
secondary school students to the basics of power system design, scheduling and operation.
We describe the design of Griddle’s gameplay and underlying simulation, improvements made
in response to user feedback, alignment with emerging teaching standards, and a high school
classroom evaluation (n=178) of Griddle’s significant transformative impact, with the goal of
validating the game-based learning approach and sharing “lessons learned” with designers of
related tools. We find that Griddle is effective at engaging students and present evidence that
it helps students integrate key concepts, and we identify areas where further development
and study are needed.

3.1 Introduction

Providing modern energy services to an ever-greater fraction of the human race while also
managing climate change requires that we revamp our power grids for sustainability. Studies
have shown that reaching climate stabilization targets will require not only transitioning
our existing electricity supply to low-carbon sources, but also adding generation capacity
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to meet transportation and heating needs presently served by on-site combustion of fossil
fuels [80, 78|. Fortunately, decades of research combined with an increasing concern for
the environment have converged to provide us with many tools for managing the grid’s
contribution to global warming, such as lower-cost solar and wind power, electric vehicles,
and smart grid technology.

While these advances are promising, with them come new challenges, such as working
with the intermittency of renewables, managing electric vehicle charging, and integrating
distributed generation, storage and demand response capabilities into a reliable, cost-effective
and environmentally acceptable system. These challenges are ultimately human challenges,
and they will need to be solved by engineers, policymakers and concerned communities with
broad support — or at least consent — from the public. However, researchers have recognized
that our current educational systems are not providing an adequate introduction to power
systems that would support systematic decision-making and motivate students to specialize
in these important areas [33], and experts predict that a shortage of power engineers is
likely [76].

In response to the need for an inspiring and rigorous introduction to power systems, we
have developed Griddle, a video game that puts players in charge of a simulated electric
grid. In Griddle, players design, schedule and operate their own power systems with loads
(cities), transmission lines and a variety of generators. The game’s introductory levels focus
on major system design and operation challenges, such as maintaining reliability, controlling
costs and limiting COy emissions. Our vision is that ultimately each level will present a
real, specific power system challenge from around the world, such as meeting California’s
renewable portfolio standard (RPS) while keeping costs under control, or keeping Japan’s
power system as stable as possible in the aftermath of the 2011 earthquake.

Griddle is initially targeted at high school students and has been pilot-tested primarily
with that audience, though we have designed the underlying simulation to be compatible
with university level power engineering curricula (see Section 3.2). We have focused our
development so far on the Windows and Mac platforms since these are available in our test
classrooms. However, the prototype has been developed using the Unity game development
toolkit, which enables relatively straightforward “porting” to tablets, web delivery, and other
platforms.

Prior Work

Research in the learning sciences suggests that simulation video games can be an effective
way to encourage students to engage with complex systems and better understand them. For
instance, researchers have found that SimCity facilitates critical thinking when integrated
into U.S. university urban planning curricula [3, 28|, and one study found it effective on its
own at changing attitudes towards urban planning among Turkish adolescents [71]. Civi-
lization IIT has also helped to promote engagement and understanding in U.S. high school
students struggling in history class [69].
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Other researchers have explored how best to design explicitly educational games to teach
middle and high school physics topics, such as Newtonian mechanics [19] and electrostat-
ics [70]. More broadly, Kolodner has shown that “learning by design” (that is, by designing
solutions similarly to a real practitioner in the field) is a powerful way to help students
understand science and engineering practices and content [36]. Because power systems are
large, complex, expensive and dangerous, it is not realistic for any significant fraction of stu-
dents to engage with them hands-on, and this provides a particular motivation to investigate
“virtual” power system experiences that provide opportunities for problem solving, creative
design and a rapid feedback cycle while scaling inexpensively.

Some prior studies have specifically explored ways to introduce power system concepts
to broader, precollege audiences, leveraging simulation technology to varying degrees. For
example, the FREEDM ERC precollege programs provide summer experiences for teachers,
high school and middle school students that introduce them to power system concepts such
as solar home design [33]. Another team has created lesson plans and applets that guide
students through home energy use as well as networked power system topics [72], and re-
searchers have also experimented with adapting distribution hardware labs for a precollege
audience [43]. Finally, the Siemens Power Matrix game is notable for its efforts to introduce
city-level electric supply management with an accessible, browser-based game, though the
simplifications it makes for gameplay and marketing purposes make it dubious as a teaching
tool [60].

We believe that there is unexplored territory at the intersection of these lines of inquiry,
and that there is a need for further research on educational strategies that: 1) focus from
the outset on a precollege audience, 2) deal rigorously with grid-scale power systems, going
beyond household-scale, 3) are evaluated for their achievement of learning objectives, going
beyond surveys of student enjoyment or interest, and 4) are designed to be self-guiding so
that they can scale easily (though as we note in Section 3.4, the current prototype of Griddle
does not yet meet this ideal).

This article begins to fill this gap by investigating whether video game design be leveraged
to teach the fundamentals of power system design and operation to a secondary school audi-
ence, and presents initial evidence from a formal learning evaluation that this is a promising
strategy. Past research on power system education (with few exceptions, e.g. [43]) has tended
to rely on informal observation and student self-reporting to validate the effectiveness or ap-
peal of an approach [33, 72]; we hope that the more rigorous method of measuring learning
described in Section 3.4 will be of interest to other researchers studying this topic.

3.2 Design Process and Game Description

Design Research

The work described in this paper falls under the paradigm of “design research” in educa-
tion [5, 10, 23]. A full description of design research is beyond the scope of this article, but
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a brief introduction to some key points will help to situate the work. In particular, design
research:

e Seeks to contribute both products and theory, often codified as “design principles”
e Studies educational interventions with authentic educators in authentic contexts

e Often uses mixed methods (qualitative observations and quantitative data collection)
to “triangulate” conclusions

e [s generally an iterative process of theorizing, designing and evaluating

Griddle’s design is motivated by constructivist theories of learning, and in particular
Knowledge Integration (KI) [40], which emphasizes that students bring many intuitive ideas
about science to the classroom that can and should be leveraged to help them build towards a
normative (that is, expert) understanding of the topic. Rather than simply presenting “cor-
rect” ideas — which may be memorized for a test but not integrated for application outside of
school — KI recommends giving students opportunities to distinguish between new ideas and
their existing ones (e.g. through inquiry activities such as designing experiments) and to con-
solidate their understanding by reflecting upon their learning (e.g. by explaining a concept
to a hypothetical naive peer). Griddle embodies normative information about power sys-
tems, but it also provides an environment in which students can test their pre-existing ideas
by experimenting with their own management strategies and observing outcomes. Written
reflection is not directly supported by the game, but was facilitated between levels by the
Web-based Inquiry Science Environment (WISE) [39].

Studying an educational intervention in an authentic context (in this case, existing high
school classrooms) allows us to observe whether and how the intervention works in practice,
under conditions similar to those in which it is likely to be deployed, i.e. in a full social
context of peers, teachers and local computing resources. The use of mixed methods helps
to mitigate the “messiness” of design research by enabling us to validate (or qualify) our
observations with quantitative data, or vice-versa.

Learning Objectives

In the course of playing Griddle, students become familiar with a variety of facts and data
relevant to power system design and operation, such as operating characteristics of different
types of generators and typical daily load profiles. However, beyond these “facts and figures”,
we identified three systemic learning objectives that we consider essential to understanding
power systems and appreciating their challenge, complexity and beauty, and that we focused
on highlighting with the Griddle prototype. These are illustrated in Figure 3.1 and described
below.
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Figure 3.1: Schematic representation of Griddle’s three key learning objectives.

1. Supply/demand balance. Because electrical storage is currently limited and expensive,
electric generation must be almost exactly equal to demand at every instant. This
makes the integration of less-controllable renewable generation non-trivial.

2. Multiple objectives. The contemporary grid operator is tasked with a knotty three-way
optimization where maintaining reliability, controlling costs, and limiting pollution are
all important. Sometimes actions can be taken that improve the system on two or even
all three of these dimensions, but often trade-offs need to be made, and in such cases
there is generally not a single “correct” approach; the grid we create depends not just
on our engineering and economic constraints, but on our values.

3. Interdependent time scales. Power system planning and operating are characterized
by decision making on very different time scales that are nonetheless tightly coupled.
That is, we must plan years in advance to build the resources we will need to schedule
and operate in hours and seconds later on; conversely, our planning now is strongly
influenced by our anticipated operational needs in the future [77, pp. 260-268].

We believe that a game is an ideal way for students to grapple with these learning
objectives because taking charge of a system helps them to experientially distinguish the
“hard” constraints of the system from the interesting design choices, and to integrate their
preconceptions with a more sophisticated view of power systems. For instance, students tend
to have an intuitive sense that generating more power than is being used is a “bad idea”,
but do not understand that it can have immediate and severe consequences for the stability
of the system — in other words, supply/demand balance is a requirement for a functional
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power system, not merely desirable. Conversely, students concerned about the environment
may see building as many renewable energy sources as possible as an unqualified mandate,
without considering the larger design space in which the cost and reliability characteristics
of renewables are also important. Iteratively “playing through” their ideas gives students an
opportunity to explore both the limits and the possibilities of the power system design space,
building useful intuition about the consequences of various decisions as well as confidence in
their engineering abilities.

Simulation Design

Although the initial target audience for Griddle is high school students, we designed the
underlying powerflow simulation to be highly detailed to support a realistic operational
experience and potential future use as a more technical training tool. We began with a
standard ac fast decoupled load flow solver and implemented a distributed slack bus [18,
42, p. 95] to allow multiple generators to participate in balancing the difference between
scheduled generation and demand, as is typical in real power systems. We then extended
the solver to a pseudo-steady-state model where generation and demand values at each
bus can vary from timestep to timestep in response to schedules, simulated weather, and
player control actions. The simulation timestep adapts to the simulation speed set by the
player (from real-time up to 3600x acceleration) but is capped at one minute of simulation
time per frame to avoid compounding simulation errors or “stepping over” important short-
timescale phenomena. This choice reflects a compromise between accurately simulating
system dynamics at operational timescales and keeping the game responsive and playable.

While levels in Griddle are intended to represent grids on the scale of states, countries,
and even multi-country regions, they are greatly simplified in terms of number of busses,
from hundreds or thousands of busses to tens. Thus, a single load bus might represent
an entire metropolitan region. This is both to keep levels manageable for a single game
player, and also to keep the simulation responsive. Levels should nonetheless provide more
than enough detail to study important topographical and geographical concepts such as
transmission constraints and the advantages of geographic dispersion of renewables. (The
simulation allows for differing weather conditions on different parts of the map.)

In order to highlight the role of system frequency as a key indicator of supply and demand
balance, we further extended the simulation by adding terms representing generator inertia
to the simulation, illustrated in Figure 3.2, as well as a basic secondary frequency regulation
control loop. The player chooses how much generator capacity to commit to frequency
regulation; if they schedule insufficient regulation to compensate for the difference between
demand and scheduled supply in a given timestep, the extra power needed (or excess power)
is withdrawn from (or deposited into) the inertia of the generators, and the frequency is
recalculated based on the new rotational energy in the system.

If frequency deviates too far from nominal for a given level, the player is informed that
protection systems have tripped, triggering a blackout (we are planning a more detailed
simulation of protection actions on a per-bus basis in future versions). On the other hand, if
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Figure 3.2: Flow chart outlining Griddle’s variable-frequency power flow solver. Gray steps
comprise the standard Newton-Raphson load flow algorithm, while a green tint marks the
custom “outer loop” for Griddle’s variable-frequency pseudo-steady-state solver. For each
generator in each time step, P_reg is its contribution to regulation power needs, P _inertia
is power withdrawn from (or contributed to) the generator’s rotational inertia, and « is a
participation factor that allocates system power needs to the individual generators.
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Figure 3.3: Detail from the first design iteration of Griddle; before (left) and after (right).

the player manages to stabilize the system and return to a condition where excess regulation
capacity is available, the secondary control will automatically attempt to restore the system
frequency to nominal. This allows students to experience some realistic effects of imbalance
without getting bogged down in making a manual correction every time they make a mistake.

Because Griddle is currently targeted at high school students, the physical details of
ac power transfer such as complex voltages and reactive power flows are hidden from the
interface, in favor of focusing attention on the systemic learning objectives outlined in Sec-
tion 3.2. However, all of these values are calculated by the Newton-Raphson solver (to within
a tolerance of 1 W) and could be exposed in future versions, enabling Griddle to be used
to explore the more technical aspects of power flow in a university engineering context, a la
PowerWorld [61].

Game Design

Our initial Griddle prototype focused purely on the operational challenge of balancing supply
and demand by using the up and down arrow keys to adjust the output of fossil generators
to follow the time-varying load of a city, later with the addition of a wind farm so that
players could experience balancing the net load with renewables. This first iteration of the
game focused on learning objective one from Section 3.2: supply and demand must always
be in balance. During this period, we made some key improvements to the game design in
response to informal testing.

First, we completely redesigned the power flow visualization. The original design (Fig-
ure 3.3, left) indicated power being generated with blue bars rising above a baseline, power
being consumed with red bars extending below a baseline, and power flowing along trans-
mission lines as animated, textured tubes. Because the representations of power in these
different states were so different, players often did not perceive that they were actually all
aspects of the same power transfer process. That is, they did not understand that the power
being generated at the power plant was the same as the power traveling along the transmis-
sion line, which was the same as the power being consumed in the city. To address this, we
developed a new visualization using growing, moving and shrinking “sparks” (spheres) to il-
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Figure 3.4: The Griddle prototype as it appeared during the spring 2015 field trial, discussed
in Section 3.4.
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lustrate all stages of power transfer (Figure 3.3, right). The spheres grow larger in the power
plants, travel along the transmission lines, then shrink when they enter a city, presenting a
unified depiction of power transfer.

Second, we added a tutorial window with explanatory text (seen in the lower-right of
Figure 3.3) to begin to make the game self-guiding rather than requiring explanation from
the designers. We further developed the tutorial system by:

e Supplementing the descriptive text with highlights and arrows that explicitly show the
player where to click next

e Adding basic character headshots and story line so that the tutorial feels more narrative
and less purely instructive

e Adding “just-in-time” guidance capabilities to the tutorial system, so that hints can
be provided at the moment they are most salient (when problems arise)

Third, we found that the “feel” of the purely-operational game did not clearly communi-
cate the challenge of renewables integration, and we hypothesized that a slower-paced design
experience would free up players’ attention to focus on aspects of the simulation beyond the
supply /demand imbalance indicator, as well as allowing us to present trade-offs explicitly in
numerical or graphical format. Thus, we decided to de-emphasize the real-time operation
aspects of the game and accelerate the development of our planned “design” and “sched-
ule” modes, described below. In addition to its pedagogical advantages, planning-oriented
gameplay also better reflects the way power systems are actually operated under normal
conditions.

Figure 3.4 shows the phases of the game at the time of its classroom evaluation. Each
level is built around a three-step sequnce in which players design their grid by building
power sources and transmission lines, schedule the generators’ hourly output and regulation
contribution for a simulated day, then operate the system for that day to ensure that demand
is met and to get feedback on cost and pollution metrics.

Figure 3.5 illustrates the sequence of activities in the prototype Griddle curriculum, which
alternates between playing levels and writing brief predictions and reflections in WISE, the
Web-based Inquiry Science Environment [39]. The Basic Training level introduces game me-
chanics and the fundamental need for supply /demand balance. In Cost Control players focus
on minimizing funds spent on capital projects, fuel, and regulation services. In COy Con-
trol students attempt to minimize emissions and must grapple with the basics of renewables
integration such as the potential for overgeneration at night-time (with excess wind power)
or in the mid-day (with excess solar power). The Your Grid level asks students to set their
own goals around controlling cost and emissions, and to see how well they can co-optimize
with these technologies and at what point trade-offs become inevitable. In the prototype,
players could choose to build coal, gas turbine, combined-cycle gas, wind or solar generators
in these levels. Wind and solar generators were not controllable (or curtailable), whereas the
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Figure 3.5: Sequence of activities in the Griddle lesson plan. Blue segments are levels
within Griddle, while the green WISE segments represent written prediction and/or reflection
activities in WISE. Pre-test and post-test responses were also collected in WISE.

fossil generators could be dispatched on an hourly basis subject to maximum and minimum
generation and ramping constraints, and could also be scheduled to perform regulation.

3.3 Alignment With National Standards

In order to maintain a clear connection between Griddle’s content and broader secondary
education priorities, we designed the game to align with the Next Generation Science Stan-
dards (NGSS) [46], developed by a consortium of 26 U.S. states and currently adopted by
13. These standards encourage simulation-based learning as a way to introduce students
to real-world engineering concepts and skills. Table 3.1 illustrates the alignment of Griddle
gameplay elements with specific Next Generation Science Standards for high school.

In addition, the particular content of Griddle’s simulation reinforces concepts in Energy
(NGSS HS-PS3), e.g. by illustrating conservation of energy and energy conversion processes
(power plants convert fuel, flowing water, sunlight or wind to electricity, which is then
converted to useful services like light and climate control at the load).

3.4 Evaluation

In the spring of 2015 we brought Griddle to a large, urban California high school for a field
trial. We partnered with two Advanced Placement (AP) environmental science teachers
and their seven classrooms, with a total of 178 students for four class periods each — one in
March, one in April and two in May. The dispersed schedule, which was driven by scheduling
constraints related to the classes’ regular curriculum, presented some disadvantage in terms of
continuity of instruction, but also provided opportunities to fix bugs and adjust instructional
approaches between encounters, which was valuable.

Classroom Observations

Many students embraced the game eagerly, and our teachers remarked that some students
who normally struggled to stay focused on school work were exceptionally enthusiastic about
Griddle throughout the trial. On the other hand, some students became frustrated due to
early bugs that impeded their progress and/or a learning curve that felt too steep to them.
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Table 3.1: Summary of Griddle’s Alignment with the Next Generation Science Standards
(NGSS) for High School (HS) in the Categories of ” Engineering, Technology and Applications
of Science” (ETS) and "Earth and Space Sciences” (ESS)

NGSS Performance Expectation

Relevant Game Affordances

HS-ETSI1-1: Analyze a major global chal-
lenge to specify qualitative and quantitative
criteria and constraints for solutions that ac-
count for societal needs and wants.

Providing clean, affordable, reliable energy is
a major global challenge. The game provides
a clear representation of the relevant metrics
and constraints for students to explore.

HS-ETS1-2: Design a solution to a complex
real-world problem by breaking it down into
smaller, more manageable problems that can
be solved through engineering.

Students focus on a narrow challenge in each
level, e.g. with one focused on cost contain-
ment and another on pollution. This builds
systemic understanding and comprehensive
solutions incrementally.

HS-ETS1-3: Evaluate a solution to a com-
plex real-world problem based on prioritized
criteria and trade-offs that account for a range
of constraints, including cost, safety, reliabil-
ity, and aesthetics as well as possible social,
cultural, and environmental impacts.

Students propose varying solutions to in-
game challenges, while observing that some-
times trade-offs are inevitable; e.g. less pol-
luting power sources may be more expensive
or less reliable. The lack of a clear optimum
facilitates discussion of the interplay between
values and technology.

HS-ETS1-4: Use a computer simulation to
model the impact of proposed solutions to a
complex real-world problem with numerous
criteria and constraints on interactions within
and between systems relevant to the problem.

The game inherently embodies such a simula-
tion and provides rich, immediate feedback on
student ideas. Few such complex real-world
simulation platforms presently exist.

HS-ESS3-2: Evaluate competing design solu-
tions for developing, managing, and utilizing
energy and mineral resources based on cost-
benefit ratios.

Students model alternative generation port-
folios and have access to quantitative data
about their costs and benefits.

HS-ESS3-4: Evaluate or refine a technolog-
ical solution that reduces impacts of human
activities on natural systems.

A transition to a less carbon-intensive energy
infrastructure is essentially a (partial) techno-
logical solution to humanity’s climate change
impacts.
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At our suggestion, the teachers asked the students to put their best scores (for low cost
and low CO, emissions) on the board. This provided motivation for some students who were
competitively inclined, but more importantly helped all students to understand the range
of achievable scores. Seeing their peers succeed motivated some students to break through
“plateaus” or local optima in their design strategies.

The students in our sample strongly preferred to delpoy renewables in their designs,
which impacted our instructional sequencing in unexpected ways. Most students began by
building large amounts of wind and solar power as soon as they were able to, in the Cost
Control scenario. This had two major effects: 1) it took them longer to arrive at a low-cost
solution than we anticipated because solar power was expensive and they were reluctant to
experiment with, e.g. coal in place of solar, and 2) most students grappled with the basic
issues of renewables integration (e.g. overgeneration at night caused by on overreliance on
wind power) in the Cost Control level rather than in the CO5 Control level. As a consequence
of these two factors, the Cost Control level occupied more than half of the class time rather
than the roughly %1 we anticipated. In the end all planned concepts were covered, but the
“bunching” in the Cost Control level may have created some unnecessary confusion and
difficulty for students.

Finally, we learned that despite our earlier improvements (see Section 3.2), the tutorial
system still did not provide adequate guidance; many students ignored it and attempted to
learn the game by “clicking around” experimentally. Because of the complexities involved,
this tended to lead to an inability to proceed, and frustration. In the classroom the teacher
and first author worked around this by briefly walking through the tutorial for the day on
a projector at the beginning of each class. This ensured that students were exposed to the
basic information needed for the day at least once, which improved their ability to progress
and enjoyment of the game. We are continuing to experiment with tutorial guidance features
as well as the organization of introductory levels to address this issue. In the long term, a
spoken or video tutorial might help to ease the learning curve of the game, especially for
students not reading at grade level.

Section 3.5 discusses our planned design responses to the issues discussed above.

Learning Evaluation

As noted in Figure 3.5, we developed a pre/post test to assess student learning over the course
of the curriculum. In order to save the available class time for gameplay and instruction,
our classroom teachers decided to assign the pre- and post-tests as homework. We agreed
with this approach at the time, but unfortunately the student rate of homework completion
was lower than we expected, and only about %3 of students completed each of the tests with
17% (N = 30) completing both and forming our comparable sample. Clearly this sample
raises concerns about self-selection; these 17% of students are likely to be more engaged
in school than average and therefore perhaps more likely to show learning gains from any
intervention than the rest of the class. And, of course, AP environmental science students
may not be representative of the general secondary school population. Therefore, we present



CHAPTER 3. GRIDDLE: VIDEO GAMING FOR POWER SYSTEM EDUCATION 60

our learning evaluation as suggestive of the kinds of learning that a power system video game
may be able to provide rather than as evidence that it can presently provide these gains to
all students.

Although the results must be interpreted tentatively, we believe that they contribute to
the field by, A) identifying what kinds of understanding we can reasonably expect high school
students to develop about power systems, B) suggesting ways to measure this knowledge,
and C) identifying unexpected trends in student responses that can inform the development
of improved learning assessments in the future.

Following the Knowledge Integration (KI) [40] approach, our pre- and post-questions
(which are identical) ask students to provide a brief, written response to an open-ended
question, which the researchers then score according to a rubric that assesses the extent to
which students are integrating “normative” ideas into their worldview (that is, ideas that
are considered true by practitioners in the field). In the present study, the responses were
independently scored by the first author and a research assistant using a rubric developed
by the first author. For question two, initial inter-rater agreement was poor (less than 85%)
due to ambiguities in the rubric; the first author revised the rubric and both raters re-rated.
Subsequently agreement on all questions was greater than 85% and remaining disagreements
on individual responses were resolved through discussion. The following paragraphs sum-
marize the questions and changes in responses from pre- to post-test among the students
completing both tests.

Supply and Demand Balance

“What do you think happens when the electric generators on a power grid produce more
power than customers are using at that moment?” This question addresses our key “supply
and demand” learning objective and implicitly assesses whether students are understanding
the central role of system frequency. A complete answer might be, “The generators speed
up so the frequency goes up and the generators disconnect and there’s a blackout,” with
answers rated partially correct if they noted that the frequency would change or that there
could be a blackout. We considered answers such as “it is wasted”, or “it is stored” to be
non-normative.!

On the pre-test, only one student gave a partially normative answer, whereas on the post-
test over half (17/30) gave at least partially normative answers, a statistically significant
change (p < 0.001; all p values in this section are based on two-tailed t-tests). While
this result is encouraging, we believe that the game can do more to help students reach
a fully normative understanding of supply and demand balance and system frequency; see
Section 3.5 for discussion.

L4t is stored” could be a realistic answer for some systems if energy storage capacity is available; however,
no students mentioned a mechanism capable of providing grid-scale storage (e.g. pumped hydroelectric) and
therefore we feel it is most reasonable to interpret this answer as lacking a clear understanding of the
importance of supply and demand balance and the limited availability of storage. Future versions of this
item should state clearly that storage is unavailable in order to avoid this ambiguity.
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Generation Technology Trade-Offs

“Let’s imagine that you’ve been asked to design a system to provide electric power for a city,
and you have a choice about what sources of power to use. Of the following [fossil-fired plants,
wind turbines, or a combination] which would you prefer? Why?” This question addresses
our second holistic learning objective related to the three-way trade-off between reliability,
cost and environmental preservation. We did not score students on which option they chose,
but rather by whether their explanation identified factors relevant to the decision. Full
credit was given for answers that recognized both the benefits and drawbacks of a particular
technology, or that two different technologies had contrasting benefits, e.g. “I would choose
wind because it pollutes less, even though it might make the system harder to control.”
Partial credit was given for answers that identified one or two relevant characteristics of a
technology but without considering any counterpoints.

From the pre-test to the post-test there was a significant shift from students giving non-
normative or partial answers to answers that fully explored a trade-off (p < 0.001); 16
students fully articulated a trade-off on the post-test versus only three on the pre-test. As
noted in Section 3.4 students in the classes we worked with tended to favor deploying renew-
ables regardless of the game objectives. This bias also impacted the way they answered this
question, with many choosing a combination of wind and fossil generation and then writing
answers justifying why they did not choose 100% wind power without actually mentioning
the presumed advantages of wind. E.g. “I made this choice because traditional power plants
can provide energy at peak times and wind turbines don’t always produce.” This answer
clearly identifies the reliability advantages of fossil generation, but because it does not ex-
plicitly mention any advantages of wind generation it does not fully articulate the trade-off
that the writer probably had in mind. We are considering ways to revise this question so
that it better elicits all of a student’s relevant knowledge.

System Planning

The third question addresses our learning objective related to long-term planning for operational-
time-scale needs. “You have a meeting with a commissioner at the California Public Utilities
Commission to discuss how California’s electric grid will work in the year 2020. In 2020,
there will likely be much more wind and solar power connected to the grid. She asks you:

‘Is there anything we should start planning to do now so that the grid operators are able to
manage the additional wind and solar power in 20207 We want to be ready, but we don’t
want to spend money on improvements that aren’t necessary.”’” Answers received credit for
addressing any of the following issues:

e Accelerated installation of renewables may lead to overcapacity, and therefore fossil
generation will need to be retired (alternative solutions like building storage and cap-
ping renewable installations were accepted)
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e The retirement of fossil generation provides opportunities to improve the overall effi-
ciency of the fleet, therefore we should consider ways to encourage the least efficient
and/or most polluting generators to retire first

e The intermittency of renewables will require retaining some fossil capacity (or storage)
for balancing?

We scored answers as partially normative if they mentioned one of the problems discussed
above without offering a solution. On the pre-test, all but two students had non-normative,
irrelevant ideas (or wrote “I don’t know”), whereas on the post-test 13 (43%) were able
to articulate one of the above challenges, and four among those (13%) also presented a
relevant solution, a statistically significant improvement (p < 0.02). The chief confusion for
this question was that some students believed that the commissioner was concerned about
spending money to build wind and solar generation rather than to integrate it. This led
them to try to convince her of the value of renewable energy, rather than thinking through
its consequences. Future versions of this item could make it clearer that the wind and
solar are being developed privately (and/or in response to a settled policy goal) so that the
question is really about how operators should prepare.

3.5 Conclusion

In developing and evaluating Griddle, we have demonstrated a promising, novel way to
introduce a high school audience to important power system concepts, and discussed the
medium’s potential advantages for engagement, pedagogy and scalability. We have also
gained some insight into the design of effective educational technologies for this purpose,
which we summarize here as provisional design principles:

Start simple and focus on one concept at a time. The “level” structure of video games
lends itself well to introducing concepts gradually, rewarding students for incremental mas-
tery, and ensuring that basic concepts are grasped before being able to move on to more
advanced content.

Provide meaningful choices that motivate engagement with a variety of content. The
introduction of the design phase led to more sustained interest from students than the prior
strictly operational version that focused on reactive button-pushing. It also ensured that they
had the time and motivation to look into the operational qualities of different generators.

Integrate prediction, reflection and evaluation into the game rather than using a separate
instrument. In a school setting, this will ensure that students do the reflection necessary
to consolidate their learning, and also provide more reliable data to researchers. Capturing
game data to assess learning via the evolution of student solutions (“stealth assessment” [68])
is a promising further step in this direction that we are exploring.

2We note that the listed challenges have other reasonable solutions (e.g. planning for curtailment of
renewables during periods of overgeneration, or expanding demand-side management capabilities) but since
these strategies do not yet appear in the game, no students mentioned them.
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Invest in tutorial design and testing. If the technology is being used to support a knowl-
edgable teacher in-game tutorials may not be as critical, but given that few high school
teachers are power system experts, having in-game guidance that supports both teachers
and students is essential.

Future Work

We are continuing to develop Griddle in a number of ways in anticipation of an eventual
public release:

Narrative

The game engine already supports dialog among game characters (see Figure 3.4) but the
narrative in the prototype is thin. We are developing a story around a diverse team of
power experts who travel the world saving ailing grids, in the hopes that students from all
backgrounds will have an opportunity to picture themselves as power professionals.

Simulation

Griddle already supports discussion of some important topics suggested for future work by
prior studies, such as environmental impacts, capital versus marginal costs, and the chal-
lenges of renewables integration [72]. However, there are a number of important concepts and
technologies that could be added in order to provide a comprehensive introduction, including
demand response; per-bus protection systems; voltage- and frequency-dependent loads; re-
serves (spinning, non-spinning); more generation technologies such as hydroelectric, nuclear,
solar thermal and biomass; non-CO, environmental impacts; and supportive technologies
such as electricity storage and carbon capture and sequestration.

Interface

In order to improve Griddle’s communication of the importance and meaning of system
frequency. We are experimenting with new ways of visualizing power flow that more clearly
communicate that the frequency is “everywhere” within the system (see Figure 3.6).

Pedagogy

We are in the process of refactoring our introductory levels to be more granular, to avoid the
situation we encountered where pro-renewables players were grappling with the challenges
of renewables integration and cost control at the same time (see Section 3.4).
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Figure 3.6: Mockup of a new power flow visualization for Griddle. In this paradigm, mag-
nitude of power flow is shown by the amplitude of the waves, and when system frequency
changes all waves stretch or contract accordingly.
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3.A Griddle Learning Evaluation Materials

This section provides additional detail about the pre- and post-test questions presented to
students during the Griddle field trial, how responses were scored, and (where applicable) the
distribution of scores. Questions 1-3, previously introduced in Section 3.4, cover Griddle’s key
learning objectives and provided useful data for assessing learning. Questions 4-6 address
some additional topics that we hoped to cover and provided some intriguing preliminary
data but ultimately were not useful for assessing learning. Generally this was due to some
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combination of A) not having time to cover the necessary material in the time available
for the curriculum, and B) questions that in retrospect were phrased in a way that did not
successfully elicit the knowledge we were hoping to measure. We include a discussion of these
less-informative questions in the hope that they will be a helpful starting point for future
research on pre-college student understanding of power systems.

A Brief Introduction to Learning Evaluation in the Knowledge
Integration Framework

In brief, the idea of a Knowledge Integration (KI) assessment is to track the trajectory of a
student from “non-normative” ideas about science (that is, ideas that are not what a scientist
would say) to “normative” ideas about science (that is, something a scientist would say) [40].
The KI approach suggests that merely presenting “correct” ideas to students is not enough,
it is necessary for the students to consider, test, and perhaps partially incorporate their old
ideas — otherwise they will likely just memorize for the test but not actually understand the
subject in a general way.

For learning evaluation purposes, normative ideas are often broken down into “links”
between concepts, and answers are assessed based on the number of links the student de-
scribes. In the sections that follow we provide these links, rubrics and results for the Griddle
pre/post-test assessment. Some important general notes about scoring in this study:

e We are not assessing wording, spelling or grammar, just content.

e In general, we give each answer the highest score that it qualifies for, since we expect
students to retain some non-normative ideas along with their normative ideas as they
are learning, and therefore retention of some old ideas should be seen as compatible
with the learning process (even if they are “wrong”).

e If words appear in a rubric [in brackets] it means that they are optional. They make the
answer better (more complete) but are not required to get the point for that link (or
partial link). However, if a student writes something directly contradictory to what’s
in the brackets, that suggests a lack of understanding of that link and the point is not
awarded. For example, if the rubric states that “the frequency changes [increases|”
credit is given for writing that the frequency changes or that it increases, but not for
writing that it decreases.

e Getting a point for a full link requires clearly mentioning both sides of the link, i.e.
cause and effect. If an answer mentions a relevant cause or effect but doesn’t connect
them, that is scored as a “partial” link. Since we assign students the best score they
qualify for, describing one full link and one partial link is scored as one full link.
Mentioning two partial links without connecting them in a cause/effect releationship
gets the “partial link” score.
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e An answer can get a point for one full link if it mentions a related cause and effect,
even if it skips some link steps between the initial cause and final effect.

e When we ask a multiple-choice question and then ask for the student to explain the
choice, we only assess the explanation, not the initial answer. The multiple-choice part
is provided simply to prompt the student to make a clear choice that they can then
consider how to explain.

Question One
Question

What do you think happens when the electric generators on a power grid produce more
power than customers are using at that moment?

KT links

e Generators spin faster — changes [increases| electric frequency

e Changed [increased] electric frequency — equipment disconnects [for safety] (or is dam-
aged)

e Equipment disconnection/damage — blackout

Rubric
Score Description Examples
1 Don’t know / nonsense “I don’t know”
2 Non-normative idea(s)  “It is stored”, “It is wasted”
3 Partial link “There is a blackout”
4 One link “The frequency goes bad and there is a blackout”
) Two or more links “The generators speed up so the frequency goes

up and the generators disconnect and there’s a
blackout”
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t < 0.001, two-tailed t-test. See Section 3.4 for discussion.

Question Two
Question

Let’s imagine that you've been asked to design a system to provide electric power for a city,
and you have a choice about what sources of power to use. Of the following, which would
you prefer?

A. “Traditional” power plants that burn natural gas or coal to generate electric power
B. Wind turbines (windmills) that generate electric power from the wind

C. Some combination of traditional power plants and wind turbines (could be half and
half, or a different mix — it’s up to you!)

Why did you make that choice?

Note: this is not a traditional KI question. Here we are trying to assess students’ ability
to identify strengths/weaknesses/trade-offs of different generation types, which does not
fall neatly into the “links” paradigm. Instead, we enumerate some normative “categories
of difference” between energy technologies that we would like for students to demonstrate
understanding of, listed below. For this question we do not assign any points for non-
normative answers.
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Categories of Difference

e Environmental (“renewable”, “emissions”, etc.)

Capital cost
Fuel cost
Total (levelized) cost

Reliability / timing / controllability

Rubric

Score Description Example

0 No  answer or irrelevant/non- “I would choose coal because it makes
normative/incomplete reasoning,. electricity.”

1 Answer that highlights one or more “I would choose wind because it does
categories of difference that all argue not pollute.”
for one source over the other(s). The “I would choose coal because it’s reli-
source that is being contrasted to may able and cheap”
be explicitly mentioned or implicit.

2 Answer that mentions trade-offs inher- “I would choose wind because it pol-
ent in a power source or between power lutes less, even though it might make
sources, touching upon at least two cat- the system harder to control.”
egories of difference. “I would choose mostly traditional

power plants because they make the
system easier to control but would also
use some wind power because it pol-
lutes less.”

Clarifications

When rating responses to this question we encountered some ambiguities that we resolved
as follows.

e We had to exercise some judgment when students described technologies in possibly
accurate but vague ways. In general, answers that mentioned “the environment” or
that wind turbines are “renewable” or “sustainable” were considered to have addressed
the environmental category of difference. We considered a reference to wind turbines
being “natural” as too vague to address that category since it is more philosophical and
doesn’t relate to the practical advantages of renewables (additionally, it is questionable
whether wind turbines are really more “natural” than coal mines). Likewise, writing
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that a power source was (or are not) “efficient”, “effective”, “necessary” or simlar
words did not add to an answer’s score; A specific strength or weakness related to one
of the normative categories of difference had to be mentioned.

e No points were assigned for claiming that wind is more expensive than traditional
sources! It was not true in the game that students played and is not generally true in
reality (though it may be in some places).

e Answers relating to fossil plants “supplying enough energy” (or renewables not sup-
plying enough energy) were not assigned a point. The fossil plants do have higher
capacity in the game, but building more renewables will provide the same amount of
energy. The true issue is with the timing of the energy production, so answers needed
to mention something specifically about this to be counted as addressing the reliability
/ timing / controllability category.

e Similarly, no points were granted for simply saying that fossil plants are needed as a
“backup”, unless there was additional discussion of reliability and/or timing (i.e. why
a backup would be needed).

Results
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p < 0.001, two-tailed t-test. See Section 3.4 for discussion.
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Question Three
Question

You have a meeting with a commissioner at the California Public Utilities Commission to
discuss how California’s electric grid will work in the year 2020. In 2020, there will likely be
much more wind and solar power connected to the grid. She asks you:

“Is there anything we should start planning to do now so that the grid operators are able
to manage the additional wind and solar power in 20207 We want to be ready, but we don’t
want to spend money on improvements that aren’t necessary.”

How do you answer her question?

KI Links

e Renewables lead to excess capacity — fossil generation will need to be retired (or
storage needs to be built, or we need to cap the amount of wind and solar built)

e We want to improve the overall efficiency of system during this transition — replace
least efficient [in terms of cost and/or pollution] generators first

e Intermittency / non-controllability of renewable generators — require some fossil ca-
pacity (or storage) [for balancing]

Answers that reference one of the problems above but don’t offer solutions get a “3” for
a partial link.

Score Description Example

1 Don’t know / nonsense “I don’t know”

2 Non-normative or very vague idea(s) “I would tell her to build more grid”

3 Partial link — often these are vague an- “Solar and wind power aren’t available
swers that hint at one of the problems all the time”
in the links but don’t offer solutions. “We should balance supply and de-

mand” (this could be a part of the first
or third link depending on how it is in-
terpreted)

4 One link “Build a coal plant so we have some
power when the sun isn’t shining and
wind isn’t blowing”

5t Two links “Shut down the dirtiest power plants
since we won’'t need them but keep
some gas generators around for days
when solar and wind aren’t strong”
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p < 0.02, two-tailed t-test. See Section 3.4 for discussion.

Question Four
Question

In your state, there is currently a regulation that says that any given city can get a maximum
of 15% of its power from rooftop solar panels. The governor would like to raise this limit
and eventually allow unlimited rooftop solar panels in cities. Do you support this proposal?
Why or why not?

Discussion

This question was intended to probe students’ understanding of the differences between
central station solar generation (where system operators generally have good visibility into
how much power is being produced and the ability to disconnect the generator if necessary)
and distributed solar generation (which system operators have little ability to monitor or
control); it might also spur discussions about the challenges of managing “backflow” from
cities if they generate more power than they are using. Unfortunately, we did not have
enough classroom time during our field trial to play through levels featuring distributed
solar power, and therefore students had no basis upon which to develop more sophisticated
answers to this question. This also makes it difficult to develop a meaningful rubric. Most of
the post-test answers rehash the general strengths (or sometimes weaknesses) of solar power.
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A number of students also touched upon the possibility of a “utility death spiral”® (without
necessarily using those words) especially on the pre-test.

Question Five
Question

You work for an electric grid system operator. Currently, generators are scheduled to produce
a certain amount of power for an entire hour at a time (with brief “ramping” periods between
each hour). A co-worker has made a proposal to schedule generators every half-hour instead
of every hour. Do you support this proposal? Why or why not?

KI Links

e Supply schedule more closely tracking demand — less regulation needed

e Less regulation needed — saves money

Rubric

Score Description Example

1 Don’t know / nonsense “T don’t know”

2 Non-normative / vague “It would produce too much energy”
“All the changing will waste energy”
“It would be more efficient”
“It’s better for safety”

3 Partial link “We can match supply and demand
more closely”

4 One link “We can save money by matching sup-
ply and demand”

5 Two links “If we use a shorter time span to gen-

erate the right amount of power all the
time, then we can use less regulation
and that saves money”

3The utility death spiral is a scenario in which utilities start seeing decreased revenues because more
customers are generating their own power on their rooftops, forcing them to raise rates on the remaining
power sold in order to cover the fixed costs of maintaining the grid. This price increase drives more customers
to install distributed generation, and so on until the utility is bankrupt.
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Discussion

A preliminary analysis (with only one rater) suggested that there may be statistically signif-
icant learning gains on this question, but the effect was small and driven mostly by students
changing from “I don’t know” responses (score 1) to non-normative guesses (score 2), which
indicates an increase in confidence but not knowledge. The question seems to have con-
fused many students in a way that suggests that the scheduling interface is not being fully
comprehended, even after players “get it” enough to play the game successfully.

A review of student responses suggests that the chief confusion was in conflating the
time scale over which a generator is scheduled with the time scale over which it is run. For
example:

“It takes time for the generators to ramp up, so there may be power outages during
that time.”

“No because there is no need to change the schedule. By changing the schedule to
every half hour we are using up more energy.”

e “Generators take more energy to start back up, so by having them run for smaller
periods of time, we are ultimately using up more energy.”

e “We could be producing more energy than we actually need. If we are fine with
producing energy every hour than we shouldn’t change it. Unless we need more energy
we shouldn’t be producing more than the necessary amount of energy.”

In the version of Griddle that students played, they were able to schedule generators
on an hourly basis, but were free to keep a generator running at the same level from hour
to hour to avoid any of the issues with overgeneration or “seams” alluded to in the above
responses. Apparently many students did not perceive that the scheduling process worked
this way, or (less likely) for some reason did not think that the same approach could be
taken with a half-hour schedule. A few students also mentioned not understanding what the
“ramping period” was, so that may require elaboration. In future work it will be helpful
to have more in-depth interviews with players about their understanding of the scheduling
interface (and/or their interpretation of this question) to better understand how to make
the advantages of a shorter scheduling period clearer, and to clear up confusion about these
imagined disadvantages.

Question Six
Question

In your state, most of the generators are in the north, but most of the demand for electricity
is in the south, and there is limited transmission capacity between the two regions. Since
demand has been growing in the south over the years, your co-workers are predicting that
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it will soon be impossible to supply the south with all the power that it needs on the “peak
days” when demand is the highest. You've been asked to brainstorm a few different ideas
about how to solve this problem — at least three if possible. What are your ideas?

Note: this is also not a typical KI question; we are trying to assess whether students under-
stand that power systems consist of three basic “parts” — supply, demand and transmission
— and that any of these could potentially be tweaked to solve this problem.

Rubric

There are four categories of ideas that we consider normative:

e Increase supply [in the south]
e Reduce [peak] demand [in the south]
e Increase transmission capacity between north and south

e Build storage [in the south]

We score one point per category mentioned, so the final score will be 0-4 points. Men-
tioning two (or three) ideas in the same category is only worth one point.

Clarifications

e Ideas like “move more energy north to south” (or “build more power plants in the
north”, or “access power plants in another state”) are not considered normative unless
they also mention how the power will get to the south.

e “Move generators from the north to the south” is not a practical course of action, but
it does at least indicate an understanding of the problem so we give it a point for the
“increase supply” category. We may want to explicitly rule this out in a future version
of the question.

e Likewise, “move people to the north” is not practical but demonstrates an understand-
ing of the need to change demand, so it gets a “reduce demand” point.

e Ideas that begin “figure out a way” or “find a way” are almost always too vague to
earn a point; the answer must suggest a concrete (even if unrealistic) way to achieve
the goal, not just state the goal.
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Discussion

Preliminary analysis (with one rater) of this question indicated almost no change in the
distribution of pre- and post-test responses, with scores predominantly in the 1-2 range. We
tentatively attribute the lack of observed improvement to two main causes:

First, when the question was written we had hoped to have levels covering transmission
constraints included in the curriculum, but in practice we did not have time to cover this
topic during the field trial. Thus, while students were able to see power flowing along lines
during the game and develop some sense of their importance, they never had the experience
of dealing with a situation where there was not enough transmission capacity to serve a city
or group of cities.

Second, in retrospect the question does not clearly elicit the full variety of students’
knowledge about the various solution categories. Many students responded simply by naming
three kinds of generators that could be built, e.g. “solar panels, wind turbines, combined gas
power”, which is a reasonable (if minimal) answer to the question as stated. Future versions
of this question might ask for two or three ideas besides building generation of any kind,
since almost all students have that idea first, and it is the one most likely to be repeated with
minor variations. We believe this framing of the question would spur students to articulate
a greater variety of ideas.
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Conclusion

All models are wrong, but some
are more wrong than others.

Alezandra (Sascha) von Meier

In this dissertation we have investigated the application of ac power flow modeling to
making policy decisions about distributed solar energy and to designing a video game with
the potential to educate the next generation of policymakers. We have seen that power
system modeling is useful, in that it enables us to make predictions of important future grid
conditions with significant economic impacts, but also that like every complex model it is
limited by uncertainties and available data. We saw in the final chapter that the complexity
of power system modeling can support rich learning experiences, but that it is naturally
difficult to create an experience that communicates these complexities in an intelligible way:.
We hope that the reader is inspired by the potential of power system simulation to shape
and inform our future, and that researchers will continue to take up the challenge of making
power system simulations both less wrong and more accessible to the audiences that rely
upon them.
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