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Challenges for density functional theory: calculation of 
CO adsorption on electrocatalytically relevant metals†

Christianna N. Lininger, ab Joseph A. Gauthier, ab Wan-Lu Li,ac

Elliot Rossomme, c Valerie Vaissier Welborn,cd Zhou Lin,ac

Teresa Head-Gordon, *abce Martin Head-Gordon *ac and
Alexis T. Bell *ab

Density Functional Theory (DFT) is currently the most tractable choice of theoretical model used to understand the mechanistic 
pathways for electrocatalytic processes such as CO2 or CO reduction. Here, we assess the performance of two DFT functionals 
designed specifically to describe surface interactions, RTPSS and RPBE, as well as two popular meta-GGA functionals, SCAN and 
B97M-rV, that have not been a priori optimized for better interfacial properties. We assess all four functionals against available experi-

mental data for prediction of bulk and bare surface properties on four electrocatalytically relevant metals, Au, Ag, Cu, and Pt, and for 
binding CO to surfaces of these metals. To partially mitigate issues such as thermal and anharmonic corrections associated with 
comparing computations with experiments, molecular benchmarks against high level quantum chemistry are reported for CO 
complexes with Au, Ag, Cu and Pt atoms, as well as the CO–water complex and the water dimer. Overall, we find that the surface modified 
RPBE functional performs reliably for many of the benchmarks examined here, and the meta-GGA functionals also show promising results. 
Specifically B97M-rV predicts the correct site preference for CO binding on Ag and Au (the only functional tested here to do so), 
while RTPSS performs well for surface relaxations and binding of CO on Pt and Cu.

The electrochemical reduction of CO2 offers a powerful means
for converting this greenhouse gas into useful chemicals and
fuels through a closed carbon cycle that utilizes renewable energy
(wind and solar) to drive the reaction. Experimental studies of the
electrochemical CO2 reduction reaction (CO2RR) have been
devoted to identifying the catalyst compositions that exhibit
high activity and selectivity for forming desired products, such
as CO/H2, HCOOH, CH4, C2H4, and C2H5OH.1–5 However, it has

proven more difficult for experiments to probe the detailed
mechanisms and kinetics by which CO2 reacts to form the
observed products due to the (very) low concentrations of
adsorbed intermediates and the lack of adequately surface-
sensitive spectroscopic techniques. By contrast, the application

Fig. 1 (left) Fuel cell for CO2 reduction. (right) Cartoon for the electrode-
electrolyte interface with CO molecules at the atop position of a (111)
metal surface.
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interactions. We have characterized these DFT functionals over
a range of metals with different surface properties, Au, Ag, Cu, and
Pt, in order to capture strong binding (Pt), intermediate binding
(Cu), and relatively weak binders (Au and Ag) to CO. B97M-rV
includes the rVV10 non-local correlation, which has been shown
to more accurately reproduce weakly bound systems.43,45

We have chosen to benchmark the properties of CO since it
is observed along CO2 reduction pathways as an end product on
Ag, Au, and Zn5,46–48 or as an intermediate in the formation of
C1+ products on Cu.5,47,48 We also note that there are many
experimental studies of the heats of adsorption, vibrational
frequency, and structural changes to both CO and the metal
surfaces upon CO adsorption. For these reasons, CO adsorption
on metals has served as a benchmark for many surface-science
theoretical studies.49 We also note that errors in predicting the
strength of CO adsorption, the site preference for CO adsorp-
tion (atop vs. bridging vs. hollow sites), and the resulting
vibrational frequencies, can have significant influence on the
calculated free energies relevant to the multi-physics model and,
hence, on the kinetics of CO hydrogenation to hydrocarbons and
oxygenated products.

The results of our investigations serve to identify the short-
comings as well as the strengths of DFT calculations targeted
for input into multiscale/multiphysics models of the CO2RR.
We assess the errors attributable to the choice of functional
and/or theoretical framework used to describe bulk metal
parameters, surface relaxations, and adsorbate binding properties.
These results also provide a general framework for developing a
more complete solid–liquid interface model not only for the
CO2RR but also for other electrochemical processes, such as the
oxygen reduction reaction.

2 Methods
2.1 DFT methodology and functionals

We have used the Vienna Ab-Initio Simulation Package (VASP)50,51

to perform the Kohn–Sham DFT calculations. The VASP50,51

projector augmented wave (PAW)51 methods are as follows. The
exchange–correlation potential was described with four different
functional forms, RPBE,33 RTPSS,41 SCAN,44 and B97M-rV.43 The
plane-wave basis set cutoff and k-points scheme were determined
for each functional independently, such that the energy converged
to less than B3 meV per atom. The cutoffs utilized were 800 eV for
RPBE, 750 eV for B97M-rV, and 850 eV for both RTPSS and SCAN.
The Methfessel–Paxton smearing scheme of order 1 was used to
sample the Brillouin zone with a g-centered grid,52 and a broad-
ening parameter of 0.2 eV was used. The appropriate pseudopo-
tentials for the levels of theory were utilized; specifically, as SCAN,
RTPSS, and B97M-rV are all meta-GGA’s, they require information
on the kinetic energy density of the core electrons in the pseudo-
potentials, while RPBE as a GGA uses a pseudopotential that does
not incorporate the kinetic energy density of the core electrons.

Benchmarking tests to determine the best practice for surface
supercell construction were performed on the Ag(110) surface with
the RPBE functional in VASP. The results of these benchmarking

of theoretical methods have proven far more effective in providing 
mechanistic insights.

Fig. 1 shows an electrochemical cell used to conduct the 
CO2RR in an aqueous electrolyte. CO2 is fed into the cathode 
compartment and products are removed in the effluent. The 
right-hand side of the figure depicts a cartoon of the electrode–
electrolyte interface. A complete theoretical description of the 
CO2RR requires a multiscale, multiphysics model that includes 
the rates of elementary processes occurring on the catalyst 
surface, a representation of the electrostatic field created by 
charge imbalance in the Helmholtz double layer, and (at high 
current densities) a description of the rates of ionic and neutral 
species transport through the mass-transfer boundary layer at 
the electrode–electrolyte interface. However, it is very difficult to 
test the accuracy of the whole model because the number of 
experimental observables is limited, the primary observable 
being the macroscopic measurements of product current 
density versus applied voltage. Therefore, each level of theory 
making up the components of a multiscale model needs to be 
validated for its intrinsic accuracy.

To illustrate the difficulties, we note that multiphysics 
models require the evaluation of the free energy of activation to 
determine the rate coefficients for elementary reaction, which 
are then incorporated into a micro-kinetic model of the 
reactions leading from reactants to final products.6–9 These free 
energies are typically obtained from Density Functional Theory 
(DFT) calculations10 at the level of the semi-local generalized gradient 
approximation (GGA). It has become more standard for DFT 
simulations to also include the implicit effects of liquid solvent 
through (modified) versions of the Poisson Boltzmann equation 
(PBE),7,11–14 or employing explicit molecular solvent as part of 
the PBE description.15–17 A number of recent DFT studies, have 
also enabled prediction of the reaction energetics as a function 
of applied bias.14,17–24

Previous theoretical investigations have revealed some of the 
shortcomings of the GGA functionals for molecular and surface 
chemistry.25–37 Such effects originate from the inexact form 
of the exchange–correlation functional, which leads to the well-
known fractional charge and fractional spin errors.38–40 

For surface-adsorbate systems, predicted properties with GGAs 
have known problems in accurate prediction of barrier 
heights,29 surface energies,31 and band gaps.32,39 Issues 
relevant to the modeling of CO2 reduction in particular are 
poorly described adsorption energies33–35 and the inability 
to correctly predict adsorption-site preference.31,34,36,37

The aim of the present study is to investigate the accuracy of 
newer DFT functionals for determining the structural and 
physical properties of metals commonly used for the CO2RR 
and their interactions with a catalytically relevant adsorbate, 
CO. More specifically, we examine two DFT functionals that 
have been explicitly modified for better reproduction of surface 
interactions, the GGA RPBE33 and the meta-GGA RTPSS.41 We 
also examine two new meta-GGA functionals, B97M-rV42,43 which 
performs well for weak interactions and molecular systems,10 and 
SCAN,44 which performs well for condensed matter problems. 
Neither B97M-rV nor SCAN is modified explicitly for surface



tests were then applied to the other VASP calculations herein. The
adsorption energy for CO on Ag(110) as a function of the total
number of layers in the cell was calculated with four, six, or eight
total layers. In addition, for each case (four, six, and eight), either
two or three Ag surface layers were allowed to relax. Results
indicated that the adsorption energy did not vary significantly as a
function of two or three free layers at the surface (o0.1 kcal mol�1).
However, there was a B1 kcal mol�1 difference in adsorp-
tion energy between a four-layer cell and a six-layer cell, and a
B0.2 kcal mol�1 difference between a six-layer and an eight-layer
cell. Additionally, the adsorption energy was calculated as a function
of surface coverage and found to vary by o0.1 kcal mol�1

between one CO adsorbed on a 2 � 2 surface and one CO
adsorbed on a 3 � 3 Ag(110) surface. To optimize both accuracy
and computational cost, the VASP surface supercells used herein
consisted of five total layers of 2 � 2 metal atoms, with the top
two layers allowed to relax, while the bottom three layers were
frozen at the bulk structure. For comparison with low coverage
experimental measurements35,53–55 all adsorption calculations
reported herein use a surface coverage of y = 0.25.

To validate some of the VASP results presented here, we
performed computations on molecular metal monocarbonyls
(MCOs, M = Ag, Au, Cu, Pt) using the Q-Chem package,56

following previous work.57 (ESI† in Section S1). DFT computa-
tions were completed with the RPBE,33 SCAN,44 B97M-rV,43 and
oB97X-V58 density functionals; coupled cluster with single,
double, and perturbative triple excitations [CCSD(T)]59 were
also performed. Unrestricted wave functions were used in all
cases, and solutions were ensured to be stable with respect to
mixing of the occupied and virtual orbital spaces. Self-consistent
field (SCF) iterations were converged to a DIIS error of at most 10�10

Hartree, and CCSD(T) computations were taken to be converged
when errors in the energy and magnitude of the T-amplitudes
were at most 10�8 Hartree and 10�6, respectively. For a given
level of correlation, MCO complex geometries were optimized
using the def2-TZVPD basis set,60,61 and the absence of imaginary
harmonic vibrational frequencies, determined through diagona-
lization of the full Hessian matrix, were used to confirm that each
structure was a minimum. Single-point energy computations at
these geometries were completed using the def2-TZVPPD60,61 and
def2-QZVPPD60,62 basis sets. The def2-QZVPPD energies were
taken to approximate the complete basis set (CBS) limit for
Hartree–Fock and DFT energies, but a two-point CBS extrapola-
tion scheme was used to determine the limiting behavior of the
correlation energy, viz.

ECBS(X) = EX � AX�3, (1)

where X is the cardinal number of the basis set, ECBS is the CBS 
energy, and A is a constant that is determined through comparison 
of the def2-TZVPPD and def2-QZVPPD results. A representative 
metal carbonyl cluster is shown in Fig. 2c.

2.2 Surface supercell construction and benchmarking

Each bulk metal was fully relaxed for each DFT functional in VASP. 
Each metal surface was then created from the fully relaxed bulk 
metal lattice constant with the pymatgen package in 
Python.63

We note that the equilibrium lattice constant for a given metal
varies with exchange–correlation functional, and the surface
supercell was therefore scaled according to the lattice constant
for each respective functional. We relaxed the top two layers of
only one of the surfaces in the supercell, while the rest of the
atoms in the supercell were fixed at the equilibrium bulk
structure. In Fig. 2, this corresponds to relaxing layers labeled
1 and 2 and freezing layers 3–5. In addition, the cell dimensions
were fixed. A 30 Å vacuum was imposed above the surface to
inhibit periodic image interaction. Additionally, the dipole correc-
tion flag in VASP was utilized to minimize interaction between
periodic images. A representative surface supercell is shown in
Fig. 2a.

2.3 Surface energies and potential of zero charge

The surface formation energy was calculated as:

g = [E(M) � nE(Mbulk)]/(2A), (2)

where E(M) was the energy of the entire surface supercell
relaxed according to the methods described in the previous
section, E(Mbulk) was the energy of one metal atom in the bulk,
n was the number of metal atoms in the entire surface supercell,
and A was the area of each surface allowed to relax.64 The
potential of zero free charge (PZFC) was calculated for each
metal surface as the difference between the work function for the
metal solvated with VASPsol in an implicit 1 M electrolyte,
following the protocol by Zhuang et al.65 Note that when we
refer to a DFT calculated PZC, we mean the PZFC without any
species adsorption.

2.4 CO adsorption and vibrational frequencies

The energy for CO adsorption was calculated for the single metal
atoms and on the (111) surfaces of Au, Ag, Cu, and Pt using
VASP. For the surface adsorption, the CO molecule was placed at
the atop, bridge, fcc-hollow, and hcp-hollow sites, carbon side
down, and allowed to fully relax along with the top two layers of
the metal surface, while the bottom metal layers were frozen at
(functional dependent) bulk positions. The adsorption energy
was calculated based on the reaction: M + CO(g) - M–CO*,
where M is the bare but relaxed metal surface, CO(g) is the fully
relaxed CO molecule in vacuum, and M–CO* is the metal surface
with adsorbed CO molecule where only CO and the top two
layers of the metal have been allowed to relax. The adsorption

Fig. 2 Depiction of (a) (111) (b) (110) surfaces showing d12, d23, and dbulk

definitions and layer numbers and (c) the metal carbonyl complex motif
showing rCO, the distance between the carbon and oxygen and rMC, the
distance between the lone metal atom and the carbon atom.

https://doi.org/10.1039/d0cp03821k


strength per 1% surface strain was found. This dependence of
adsorbate interaction on the metal surface strain was attributed
to the dependence of metal d states on the material strain. Since
the metal d states are responsible for the bonding with the CO
molecule, changes in those states will affect adsorption energetics
and trends.69 This effect can be leveraged experimentally to
induce surface reactivity by controlling surface strain through
deposition of metals with differing lattice constants. However,
this effect can also lead to incorrect site-preference results in
theoretical calculations that do not accurately simulate the metal
surface.

Metal surface properties: surface relaxations. Fig. 5 and
Table 1 present the calculated layer–layer relaxations as percent
changes relative to the functional dependent layer–layer distances
in the bulk. The distance between the first and second layers and
the second and third layers, d12 and d23, respectively, as well as the
total relaxation of the first two surface layers, d13, were compared
to experiment. For the Ag(111) surface, the experimental measure-
ments are either reported as d12 at �2.5% and d23 at �0.6%,70

shown with black data points in Fig. 5, or the relaxations are
reported as d12 at o�2%,71 shown with a black line in Fig. 5.

B97M-rV consistently overestimates the relaxation for all
surfaces. As shown in Fig. 5, with the exception of B97M-rV,
all functionals tested predicted very little relaxation of the d12

and d23 layers for Ag(111). Other theoretical studies of the d12

interlayer relaxations for Ag(111) are similarly in the range of
�0.03% to �1.86%72–75 for d12. For d23, the sign of the inter-
layer change, expansion(+) or contraction(�), varies in the
literature, but is generally quite small, less than 0.3% in
magnitude.72,75 Since functionals are known to over or under
predict atom–atom spacing, as shown above with the reporting
of percent error for bulk metal lattice constant, we assess
functionals by comparing the computed ratio of d23/d12 inter-
layer relaxations to the experimentally measured ratio for all
surfaces (Table 1). Due to experimental uncertainty, this error
was computed without the inclusion of the Ag(111) and Au(111)
surface. On this basis, we find that RPBE and RTPSS performed
the best.

Metal surface properties: potential of zero charge. Another
property of electrochemical interest is the potential of zero
charge (PZC) for understanding the effects of the double layer
phenomena. The PZC is defined for ideally polarizable surfaces
undergoing no charge transfer. Under these conditions, the
PZC is the potential at which a metal surface in contact with a

Fig. 3 DFT calculated bulk metal lattice constants compared to experimental
values. The raw data is listed in Section S2 of the ESI.†

Fig. 4 Surface energy g in eV Å�2 for each metal surface in Table 1.

energy was calculated as DEads = E(M–CO*) � E(CO(g)) � E(M). 
Herein, adsorption energies are always reported per mole of 
CO and the surface coverage was always y = 0.25.

The adsorption energy was calculated analogously for the 
adsorption of CO to single metal atoms (Au, Ag, Cu, and Pt) 
based on the reaction: M(g) + CO(g) - M–CO(g), where  M(g) is the 
ground state for the single atom, CO(g) is the relaxed CO molecule, 
and M–CO(g) is the relaxed metal CO complex. The adsorption 
energy was calculated as DEads = E(M–CO(g)) � E(CO(g)) � E(M(g)).

All vibrational frequencies reported herein used the 
harmonic approximation. VASP was used to calculate all 
vibrational frequen-cies for all DFT functionals.

3 Results and discussion
3.1 Bulk and surface metal properties

Bulk metal properties. We first compare the different DFT 
functionals to predict the bulk and surface properties of Au, Ag, 
Cu, and Pt. Lattice constants and percent differences from 
experimental values for the bulk metals were calculated and are 
reported in Fig. 3 and are tabulated in Section S2 of the ESI.† 
The error in the lattice constants calculated with RPBE (GGA) is 
worse than that for the three meta-GGA’s, but all functionals 
yielded acceptable results.66,67

Metal surface properties: surface energy. The surface energy 
has been shown to be correlated with catalytic activity of 
transition metal and elemental metal catalysts for the hydrogen 
evolution reaction (HER). This correlation between surface energy 
and catalytic activity has been attributed to the surface energy 
serving as reporter for coordination saturation at the surface and 
therefore the surface reactivity.65 Therefore, the ability of a DFT 
functional to reproduce experimentally observed surface energy 
trends has bearing on the ability of the functional to predict 
trends in adsorption energies.

Fig. 4 and Table 1 report surface energies for Ag(110) and 
Ag(111) as well as for the (111) surfaces of Au, Cu, and Pt. The 
experimental68 surface energy differences between the (110) and 
(111) surfaces of Ag are small, with the (111) surface being 0.005 
eV Å�2 more stable. Overall, RPBE and B97MrV had the 
minimum error with respect to the experimental values.

In a study examining the effect of surface strain on the reactivity of 
CO on Ru(001) surfaces,69 a 0.15 eV increase in CO interaction

https://doi.org/10.1039/d0cp03821k


solution is electrically neutral and has no excess charge. In 
experimental systems, uncertainty in the PZC can arise due to 
adsorbed species from the electrolyte or from contaminants 
that introduce charge transfer to/from the surface. Due to this 
uncertainty, the potential of zero free charge (PZFC) is differ-
entiated from the potential of zero total charge (PZTC). The 
PZFC is the potential at which an adsorbate-free electrode 
surface is neutral, and thus is an intrinsic property of the 
metal, whereas the PZTC includes the effects of adsorbed 
surface species.76–78 We calculated the PZFC and compared it 
to the experimental results, shown in Fig. 6. The experimental 
reference potential is commonly the standard hydrogen electrode 
(SHE). A convenient computational reference potential is the 
electrostatic potential in the bulk of an electrolyte, as this is zero 
in an electrolyte that is described by the Poisson–Boltzmann 
equation, which we evaluated with VASPsol.79 To compare the 
calculated PZC to the experimentally measured PZC, a computa-
tional SHE voltage would then be calculated and used as a 
reference. However, we note that this procedure would shift the 
predicted potentials (since the current reference potential is in the 
electrolyte and is 0V); therefore, we have not included the SHE. 
Instead, we show the calculated PZC value correlated with the

experimentally measured PZC in Fig. 6. For RPBE and RTPSS the
PZTC is under predicted, while SCAN over predicts the PZTC, and
B97M-rV both under and over predicts the value.

Summary for bulk and bare surface properties. Fig. 7 sum-
marizes the metal and surface properties predicted by each
functional as measured by the mean relative error percent for
each property, n, averaged over all metals, m:

MRE% ¼ Average
nm;theory � nm;exp

nm;exp

� �
: (3)

The RTPSS functional performs best overall for the bulk and
surface metal properties examined here. RPBE and B97M-rV
track fairly consistently for errors, with the exception of surface
layer relaxations, where their absolute value of error is commen-
surate but the sign inverted. SCAN is primarily dominated by
larger errors in surface energy and PZFC trends and RPBE and
B97M-rV dominated by large errors in the interlayer relaxations.

3.2 Properties of free and adsorbed CO on metal surfaces

Free CO properties. The equilibrium bond length and vibra-
tional frequency for the free CO molecule were calculated for
each functional using VASP (Fig. S2, ESI†). The error for the

Table 1 Surface formation energy and surface relaxations for M = Ag, Au, Cu, and Pt. See Fig. 2 for dbulk, d12, and d23 distance definitions80

RPBE RTPSS SCAN B97M-rV Expt.

Ag(110) dbulk (Å) 1.50 1.45 1.44 1.45 1.44
d12 (Å) 1.31 (�12.5%) 1.35 (�7.5%) 1.30 (�9.6%) 1.44 (�0.7%) 1.33 (�7.6%)81

d23 (Å) 1.50 (+0.3%) 1.49 (+2.5%) 1.55 (+7.4%) 1.54(+5.9%) 1.50 (+4.1%)81

d23/d12 (Å) 1.15 1.10 1.19 1.07 1.13
2dbulk (Å) 2.99 2.91 2.88 2.90 2.89
d13 (Å) 2.81 (�6.1%) 2.84 (�2.5%) 2.85 (�1.1%) 2.97(+2.6%) 2.79 (�3.5%)81

ES (eV Å�2) 0.04 0.07 0.08 0.07 0.08268

Ag(111) dbulk (Å) 2.44 2.38 2.36 2.37 2.36
d12 (Å) 2.47 (+0.1%) 2.36 (�0.1%) 2.35(�0.3%) 2.45 (+3.4%) o�2%,71 �2.5%70

d23 (Å) 2.42 (�0.1%) 2.36 (�0.1%) 2.36 (0.0%) 2.41 (+1.7%) �0.6%70

d23/d12 (Å) — — — — —
2dbulk (Å) 4.89 4.76 4.71 4.74 4.72
d13 (Å) 4.89 (0.0%) 4.71 (�0.1%) 4.70 (�0.1%) 4.86 (+2.6%) �1.5%
ES (eV Å�2) 0.03 0.05 0.06 0.07 0.07768

Au(111) dbulk (Å) 2.42 2.39 2.37 2.39 2.36
d12 (Å) 2.45 (+1.2%) 2.41 (+1.0%) 2.39(+1.2%) 2.48 (+3.8%) 1.5%82

d23 (Å) 2.41 (�0.5%) 2.38 (�0.3%) 2.35 (�0.5%) 2.43 (+1.5%) —
d23/d12 (Å) — — — — —
2dbulk (Å) 4.85 4.77 4.73 4.78 0.7%
d13 (Å) 4.86 (0.3%) 4.79 (+0.3%) 4.75 (+0.3%) 4.91 (+2.7%) 4.71
ES (eV Å�2) 0.03 0.05 0.05 0.07 0.09468

Cu(111) dbulk (Å) 2.13 2.08 2.06 2.04 2.09
d12 (Å) 2.11 (�0.2%) 2.07 (�0.4%) 2.04(�0.8%) 2.09 (+2.4%) 2.08 (�0.7%)83

d23 (Å) 2.10 (�0.8%) 2.08 (0.0%) 2.05 (�0.3%) 2.08 (+1.9%) 2.08 (�0.6%)83

d23/d12 (Å) 1.00 1.00 1.00 1.00 1.00
2dbulk (Å) 4.25 4.16 4.12 4.08 4.18
d13 (Å) 4.22 (�0.5%) 4.15 (�0.2%) 4.09 (�0.6%) 4.17 (+2.1%) 4.16 (�0.5%)
ES (eV Å�2) 0.06 0.08 0.09 0.11 0.11168

Pt(111) dbulk (Å) 2.31 2.29 2.26 2.28 2.27
d12 (Å) 2.34 (+1.3%) 2.32 (+1.6%) 2.30(+1.8%) 2.33 (+2.5%) 2.31 (+1.6%)84,85

d23 (Å) 2.29 (�0.8%) 2.28 (�0.3%) 2.25 (�0.4%) 2.29 (+0.7%) 2.27 (0.0%)84,85

d23/d12 (Å) 0.98 0.98 0.98 0.98 0.98
2dbulk (Å) 4.62 4.57 4.52 4.55 4.54
d13 (Å) 4.63 (+0.2%) 4.60 (+0.6%) 4.55 (+0.7%) 4.63 (+1.6%) 4.58 (+0.9%)
ES (eV Å�2) 0.07 0.09 0.09 0.12 0.15568

https://doi.org/10.1039/d0cp03821k


calculated equilibrium bond length compared to the experi-
mental value of 1.13 Å86 was as follows: SCAN and B97M-rV 
were both under 1% error, with SCAN at 0.6% and B97M-rV at

0.3%. RPBE and RTPSS were both under 2% error, with RPBE at
1.8% and RTPSS at 1.4%. The DFT calculated harmonic vibra-
tional frequencies were compared to the experimental value of
2169 cm�1.87,88 The errors for SCAN, B97M-rV, RTPSS, and
RPBE were 0.8%, 2.6%, �2.3%, and �3.2%, respectively.

Energetics of adsorbed CO on metal surfaces. Many GGA
and meta-GGA functionals such as PBE,89 PBEsol,90 TPSS,91

revTPSS,92 SCAN,44 and PW9131,35,41 are known to overestimate
chemisorption energies, the so called ‘‘over-binding problem’’.
Some functionals have been explicitly corrected for over-
binding, such as RPBE,33 a modified version of PBE. By design,
RPBE therefore performs well for strongly bound molecules at
surfaces.35 Similarly, RTPSS41 is a modified TPSS functional
and shows similar improvement in the magnitude of adsorp-
tion energy.

The theoretical and experimental adsorption energies for
CO on each metal surface are shown in Fig. 8 for all tested
functionals. The experimental trend for the strength of CO

Fig. 5 DFT calculated interlayer relaxations for all metal surfaces compared
to experimental values. Data is reported in Table 1. RPBE results are reported
as green hexagons, RTPSS as red triangles, B97MrV as teal diamonds, SCAN
as blue squares, and experiment, where available, is in black circles.

Fig. 6 Theoretical vs. experimental PZC for 111 surfaces of Au, Ag, Pt, and Cu.

Fig. 7 Mean relative error for each functional. Lattice constant is the bulk
metal lattice constant, Esurf. is the energy of formation for the surface,
PZTC is the potential of zero charge, and d23/d12 is the ratio of the d23 to
the d12 interlayer spacings.

Fig. 8 DFT calculated adsorption energies for CO on M = Pt, Cu, Au, and
Ag compared to experimentally observed adsorption energies, where
available.
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adsorption to the (111) metal surfaces is Ag53,55 B Au54,55 o 
Cu93 o Pt.35,94 For the stronger binding metals, Cu and Pt, RPBE 
and RTPSS produce the correct magnitude of the adsorption 
energies. However, both SCAN and B97M-rV, which have not 
been explicitly corrected for the over-binding problem, overbind 
CO on Cu and Pt.

For the weaker binding metal surfaces, Au and Ag, no energe-
tically stable binding states could be identified with RTPSS, nor 
with RPBE. By contrast, SCAN and B97M-rV predicted energeti-
cally stable binding states, in the same range as the adsorption 
energy found experimentally, consistent with previous findings.95 

Although SCAN does include some intermediate range dispersion, 
it does not include the true long range dispersion that B97M-rV 
does, and SCAN (as well as RPBE) have therefore been found to 
perform poorly for intermolecular interactions.10 Further illustra-
tion of the importance of long range dispersion is apparent when 
the rVV10 non-local interaction is added to SCAN, in which case 
the functional performs well for surface relaxations and adsorp-
tion of benzene to metal surfaces.45

Site preference for adsorbed CO on metal surfaces. The 
experimentally observed lowest energy adsorption site on the
(111) surfaces of Au, Ag, Cu, and Pt is the atop site.35,53–55,93,94 

It is well-known that semi-local GGAs fail to accurately reproduce 
the experimentally observed adsorption site preference,36,96 

which suggests that such functionals do not properly capture 
the interactions between the adsorbate, CO, and the metal. One 
issue is that semi-local GGA functionals do not accurately align 
the HOMO and LUMO levels of CO with respect to the metal 
Fermi level.96,97 In addition, the HOMO–LUMO gap in the adsor-
bate can be underestimated due to self-interaction errors,98 which 
may lead to the computed energetic preference for two- and three-
fold coordination environments over the experimentally observed 
singly coordinated sites.99 Many possible solutions94,96,97,100–104 

have been suggested for this problem, of varying success and 
computational complexity. This drawback has been thoroughly 
studied for CO on various metal surfaces, with Pt(111) probably 
the most well characterized.31,34,37,96 CO is found experimentally 
to adsorb on the atop site of a Pt(111) surface, semi-local GGA DFT 
calculations at 0 K predict the two-fold or three-fold adsorption 
sites to be preferred. The effects of temperature on this site 
preference will be investigated in a future publication.105 Like-
wise, experiments for CO adsorption on a Rh(111),100 and Ag(111) 
and Au(111)94,103 show that CO prefers to adsorb at the atop sites, 
whereas theory predicts CO to adsorb at multi-coordinated sites.

In Table 2, the preferred adsorption site is shown in bold. 
For the strongly binding metals, Pt and Cu, all functionals 
examined herein predicted a preference for a multi-coordinated 
sites over the atop site. For the weakly binding metals, only 
SCAN and B97M-rV predicted adsorption. SCAN predicted 
multi-coordinated site preference over the atop site, however 
B97M-rV correctly predicted the atop site to be preferred on 
Ag(111) and Au(111). We note that RTPSS has previously been 
reported to predict preferred adsorption at the atop site,41 but 
we were not able to reproduce this result and believe it is due to 
differences in bulk atom spacing used here versus the earlier 
theoretical work. For the Cu(111) surface, the experimental

range of adsorption energies between that for multi-coordinated
sites and that for the atop site is 0.11 eV/CO or 2.5 kcal mol�1, which
is a small energy span. A similar range of adsorption energies is
calculated for CO adsorption on Cu(111), 0.13 eV/CO, 0.11 eV/CO,
0.24 eV/CO, and 0.09 eV/CO for RPBE, RTPSS, SCAN, and B97MrV,
respectively. Given that adsorption site preference for DFT func-
tionals has historically been wrong, it is promising that B97M-rV
correctly predicts the atop adsorption site as the preferred site on Au
and Ag. While it is troublesome that the adsorption trends cannot be
predicted correctly for the other metal surfaces for all functionals, the
calculated energy range for the different adsorption sites can be
leveraged as a range of uncertainty for theoretical predictions of CO
reduction pathways. This suggests that competing species in a
predicted CO2RR pathway that have calculated energy differences
less than the difference between a multi-coordinated site and the
atop site cannot be meaningfully differentiated.

Vibrational frequencies for adsorbed CO on metal surfaces.
Finally, we consider the vibrational frequencies for CO on M = Au,
Ag, Cu, and Pt. The equilibrium bond lengths and harmonic
vibrational frequencies for the CO molecule are shown in Section S2
of the ESI† for each functional compared to the experimental
equilibrium bond length and harmonic vibrational frequency.86

The black data points in Fig. 9 show the difference between the
experimentally observed C–O stretching frequency, where the
data are available, and the vibrational frequency for CO in
the gas phase. The vibrational frequency trends for CO on Pt
and Cu follow the experimental trends of atop at 1990–2100 cm�1,
bridge at 1830–1880 cm�1, and hollow at 1750–1810 cm�1.94,96

Table 2 Adsorbate site preference DFT predictions compared to experimental
adsorption energies, where available, for Pt(111)(top) and Cu(111)(bottom).
The DFT predicted preferred site is in bold. The last row represent the
energy difference between the most stable and least stable sites

RPBE RTPSS SCAN B97M-rV Exp.

Pt(111)
Atop �1.35 �1.23 �1.82 �1.63 �1.38
Bridge �1.43 �1.29 �1.89 �1.66 —
Fcc �1.42 �1.27 �1.83 �1.66 —
Hcp �1.43 �1.26 �1.83 �1.65 —
E range 0.08 0.06 0.07 0.03 —

Cu(111)
Atop �0.32 �0.30 �0.72 �0.73 �0.50
Bridge �0.35 �0.34 �0.93 �0.76 �0.39
Fcc �0.45 �0.41 �0.94 �0.82 �0.46
Hcp �0.43 �0.39 �0.96 �0.80 �0.45
E range 0.13 0.11 0.24 0.09 0.11

Ag(111)
Atop — — �0.15 �0.18 �0.28
Bridge — — �0.14 �0.13 —
Fcc — — �0.16 �0.13 —
Hcp — — �0.18 �0.13 —
E range — — 0.04 0.05 —

Au(111)
Atop — — �0.27 �0.15 �0.4
Bridge — — �0.27 — —
Fcc — — �0.28 — —
Hcp — — �0.28 — —
E range — — 0.01 0.15 —
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The corresponding frequency shifts with respect to the gas phase
for CO on metals as follows: 400–475 cm�1, 340–380 cm�1,
and 300–350 cm�1 for the atop, bridge, and hollow sites,
respectively.96 The CO stretching frequency generally decreases
with increasing coordination on metal surfaces. This observation
is commonly used to identify adsorption site by IR frequency.94,96

The change in frequency for CO upon surface adsorption is
shown in Fig. 9. For Pt, the red shifts calculated in the harmonic
approximation using the RPBE, SCAN, and B97M-rV functionals
are in good agreement with those seen experimentally, whereas
RTPSS predicts higher red shifts for CO adsorbed in the atop
position than observed experimentally. For Cu, RPBE and RTPSS
predict comparable red shifts and both predictions are larger
than what is observed experimentally, whereas SCAN predicts a
lower shift than is seen experimentally. Part of the deviations
between computation and experiment is likely due to the
harmonic approximation.

Summary for metal–adsorbate surface interactions. The
mean relative errors in predicting the properties of molecular
CO and of CO adsorbed on to Ag, Au, Cu, and Pt are presented
in Fig. 10 for each functional. The MREs for the prediction of
the bond length and vibrational frequency of adsorbed CO are
small for all functionals. While SCAN is able to reproduce the
magnitude of the adsorption energies for Au and Ag surfaces
accurately, this functional leads to very large errors for the
stronger binding metals, Cu and Pt. The scenario is similar for
B97M-rV, which is analogously able to reproduce the magnitude
of adsorption energetics for Au and Ag but overbinds Cu and Pt,

leading to large errors for this functional. This behavior is
expected for local/semi-local DFT. RPBE and RTPSS are both
corrected for overbinding and as a result suffer from lessened
adsorption energetic errors in Fig. 10. CO frequency shifts upon
adsorption for the atop site of Cu(111), and all sites for Pt(111)96

are best predicted by RPBE at 8%, SCAN and B97M-rV perform
similarly at �19% and 23% error, respectively. RTPSS performs
more poorly (78%) due primarily to the poor agreement for the
atop site on Pt(111).

3.3 Further insights from related molecular systems

The preceding data provide insight into the performance of
DFT for modeling the interaction of CO with a metal surface.
Nevertheless, the complexity of these systems limits our ability
to provide robust computational benchmarks, because such
systems are too large to be treated with the systematically
reliable computational methods from wave function theory,
and there are ambiguities in comparing with experiment.
However, this difficulty is not present for molecular metal
monocarbonyls (MCOs). We therefore report comparison of
density functionals against wave function theory benchmarks
for MCOs corresponding to the metal surfaces of present
interest (M = Cu, Ag, Au, and Pt). The work here follows
previous work of some of us, which addresses the
importance106–108 of charge-transfer in metal–carbonyl
interactions.57 Here, we also consider water–water and water–
CO interactions, as a prerequisite for balanced treatment of the
solid liquid interface. We compare B97M-rV, RPBE, and SCAN
results to those computed using both CCSD(T) and oB97X-V, a
range-separated hybrid GGA109 previously shown to perform
well against experiment for a broad range of MCOs.57

Focusing first on the binding energies, Fig. 11 presents a
comparison of B97M-rV, RPBE, and SCAN results against
CCSD(T) benchmarks, as well as the conventional PBE func-
tional. The best agreement with the benchmark is obtained
with B97M-rV, which shows good performance for both weak
and strong-binding metal atoms. By contrast, SCAN and PBE
exhibit strong overbinding, while RPBE is significantly better.
Turning to a broader range of properties, we compare MCO
geometries, binding energies, and harmonic vibrational fre-
quencies in Fig. 12 and Tables S2–S4 in the ESI,† respectively.
The results for M–C bond lengths of these complexes (Fig. 12(d))

Fig. 9 DFT calculated changes in harmonic vibrational frequency for CO
from gas phase to adsorption at the atop, bridge, fcc, or hcp sites on the
(111) surfaces of M = Pt and Cu.

Fig. 10 Mean relative error for each functional. Eads. is the energy of
adsorption for the CO molecule and ‘Vib. Frequency’ is the shift in the
adsorbed CO vibrational frequency, both on the metal surface.

Fig. 11 DFT calculated adsorption energies for CO on single metal atoms
(Ag, Cu, Au, and Pt) compared to benchmark CCSD(T) results. The B97MrV
functional performs best on this assessment, while PBE and SCAN show
most overbinding.
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are broadly similar to the binding energies. Specifically, SCAN is 
seen to overbind the complexes, while B97M-rV and RPBE 
provide satisfactory results.

We further benchmark these methods using both the absolute 
CO harmonic frequency in MCOs and the shift in this frequency 
upon  complex formation  (Fig. 12(b)  and (c), respectively). The  
performance differences in these two observables are interesting: 
B97M-rV and SCAN achieve the best agreement with CCSD(T) in 
terms of the absolute frequencies, but oB97X-V is the only 
functional in this set that reproduces CCSD(T) frequency shifts 
with any fidelity. We understand these conflicting results in 
reference to the harmonic frequency of isolated CO predicted by 
each functional, indicated by the circles in 12(b). The agreement 
that B97M-rV and SCAN achieve with CCSD(T) for absolute MC–O 
frequencies is inconsistent with their predictions for isolated CO, 
which are blue-shifted by over 50 cm�1 relative to CCSD(T). We 
note that the calculated CCSD(T) frequency for CO (2157 cm�1) 
agrees with the experimentally observed harmonic value of 
2170 cm�1 to 13 cm�1. The oB97X-V absolute frequencies, how-
ever, are more-or-less consistently blue-shifted relative to 
CCSD(T), rendering agreement in the frequency shifts excep-
tional (Fig. 12(c)). By either metric, the RPBE CO frequencies 
are significantly red-shifted relative to CCSD(T).

It should be noted here that a previous study by some of us57 

indicated that oB97X-V and CCSD(T) geometries, binding energies, 
and harmonic CO frequency shifts compared favorably with experi-
mental results across a series of 17 different MCOs. Hence, the 
agreement between results from RPBE and B97M-rV with those 
from CCSD(T), particularly in binding energy predictions, is quite 
promising. Still, the failure of these two functionals to provide

accurate CO harmonic frequency shifts illustrates that neither can
be viewed as performing ideally.

Solution effects at the electrochemical interface have shown
to be important to the overall performance of CO2R fuel cells.
Some studies have included these effects with implicit water,
but there also exists the possibility of utilizing explicit water in
MD-DFT simulations. To this end, we have assessed the ability
of the functionals examined to capture the H2O dimerization
energy from the S22110 molecular DFT benchmark dataset. We
found B97M-rV, RPBE, SCAN, and RTPSS to perform at o0.2%,
�28%, 8%, and �34% errors compared to the CCSD(T) bench-
mark computed previously110 and found here to be �0.22 eV.

Similarly, water–CO interactions must be treated consistently
with water–water interactions, and M–CO interactions to describe
the solid–liquid interface with adequate fidelity. A recent study
of the water–CO potential energy surface reports a bench-
mark binding energy of �646.1 cm�1 for this system.111 Using
the global minimum structure from this work and analogous
computational procedures (see Section S3 of the ESI† for details),
we find that B97M-rV, SCAN, and RPBE reproduce the water–CO
dimer binding energy with�4%, 8%, and 29% errors, respectively
(Table 3). For reference, higher-level oB97X-V computations
yield a 3% error, only marginally better than the B97M-rV result.
Both RPBE and SCAN overbind the water–CO dimer. Taken in
conjunction with the binding energies for the water dimer in the
preceding paragraph, and the M–CO systems, these data indicate
that B97M-rV is the most balanced of the functionals considered
for these molecular properties, achieving moderate to high
fidelity in reproducing benchmark binding energies for all of
the relevant molecular systems.

Fig. 12 Benchmark data for metal monocarbonyls (MCOs, M = Cu, Ag,
Au, Pt) computed using the Q-Chem package.56 Results from DFT com-
putations are compared to reference CCSD(T) values for (a) complex
binding energies, (b) harmonic frequencies, (c) harmonic frequency shifts
relative to isolated CO, and (d) M–C bond lengths. Harmonic frequencies
for isolated CO are indicated by the circles in plot (b). Shapes and colors for
data points correspond to the M and the method of computation,
respectively, as indicated in the legend. See text for computational details.

Table 3 Calculated binding energies for the water–CO dimer, computed
using geometries from a previous benchmark study of this system.111

Energies are reported in units of cm�1 and percent errors are relative to
the value of �646.1 cm�1 reported previously111

Species Method Binding energy Percent error (%)

H2O–CO oB97X-V �627.5 2.9
B97M-rV �674.1 �4.3
RPBE �456.0 29.4
SCAN �592.6 8.3

Fig. 13 Qualitatively ranked efficacy for each functional for each property
assessed herein. Ranking quantitative and is the absolute value for the error
reported in Fig. 7 and 10. The ranking bar on the right hand side of the
figure, ranging from 0–100% error, shows that ‘‘cool’’ colors are low error
while ‘‘warm colors’’ are high error.
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molecular monocarbonyls (Section 3.3) qualify these trends,
indicating that none of these functionals yield high quality CO
frequency shifts with consistency. Additionally, these latter
results suggest that any agreement in absolute CO frequencies
obtained by these functionals is fortuitous, and due to incon-
sistencies in their treatment of gas-phase CO.

The aim of this study was to investigate the accuracy of DFT
functionals for their ability to determine properties at the
metal–adsorbate interface in order to highlight strengths,
shortcomings, and make recommendations for computational
methodologies to be utilized in more complete solid–liquid
interface models. With this in mind, RPBE remains a reliable
GGA functional (with comparable accuracy but a lower cost
than the meta-GGA functionals) for characterizing the bulk
metal or surface properties of metals for which it was designed.
However, an indicator for problems ahead is the failure of
RPBE to describe the solid–liquid interface, as is manifest in
something as basic as the water dimer for which it performs
poorly. Similarly, SCAN also performed poorly for the water
dimerization energy.

Generally, RTPSS and B97M-rV performed the best for the
water dimerization energy, while both having strengths and
weaknesses at capturing the metal–adsorbate interaction. For
interactions with the surface, RTPSS performed well for
strongly binding metals where B97M-rV suffered from the
overbinding problem. However, for the weaker binding metals,
RTPSS predicted no adsorption and B97M-rV was able to
capture the appropriate site preference for CO on Au and Ag.
Due to this, we recommend both RTPSS and B97M-rV due to
their abilities to treat molecular interactions accurately. For
systems where strong metal–adsorbate interactions are
expected, RTPSS is a good choice. For systems ruled by weaker
metal–adsorbate interactions, B97M-rV is a good choice. It is
also evident that there remains considerable scope for improve-
ment in the performance of functionals; it is an interesting
open question how much more can be accomplished at the
meta-GGA level.

Conflicts of interest

MHG is a part-owner of Q-Chem Inc.

Acknowledgements

We thank the U.S. Department of Energy, Office of Science,
Office of Advanced Scientific Computing Research, Scientific
Discovery through Advanced Computing (SciDAC) program for
support. This research used resources of the National Energy
Research Scientific Computing Center, a DOE Office of Science
User Facility supported by the Office of Science of the U.S.
Department of Energy under Contract No. DE-AC02-05CH11231.
This research also used computing resources at the Molecular
Graphics and Computation Facility operated by the College of
Chemistry at the University of California, Berkeley, grant No. NIH
S10OD023532. C. N. L. acknowledges Alejandro J. Garza for his

4. Conclusions

We have presented a benchmark study of bulk and interfacial 
properties for five metal surfaces with four DFT functionals 
whose results are ranked quantitatively in Fig. 13. The ranking 
is based on errors reported in Fig. 7 and 10. ‘‘Cool’’ colors are 
low error percent and ‘‘warm’’’’ colors are high error percent, as 
shown in the error bar color code on the right of Fig. 13. These 
analyses stand as a framework upon which an electrochemical 
model can be built and potential energy descriptors for CO 
reduction could be identified. Our explicit conclusions for each 
investigated property assessed herein are as follows:

Bulk metal and bare surface properties

When the absolute average errors are presented for all 
properties taken together, RTPSS consistently performed the 
best for the metal properties assessed herein.

Binding energetics

For the weakly binding surfaces, Ag and Au, we find that SCAN 
and B97M-rV adequately represent the magnitude of the experi-
mental binding energy for the atop site. B97M-rV performed very 
well compared to CCSD(T) benchmarks for molecular metal 
carbonyl systems. For intermediate binding energy motifs repre-
sented by the water dimer, B97M-rV is as accurate as the CCSD(T) 
benchmark while SCAN manifests small amounts of overbinding, 
and RPBE and RTPSS reproduce the water–water binding energy 
quite poorly. For the strongly binding interactions represented by 
the CO adsorbate on Cu and Pt surfaces, we find that SCAN and 
B97M-rV excessively overbinds, indicating that the overbinding 
problem has not been overcome with this new meta-GGA func-
tional. We find that RPBE and RTPSS do not overbind, as expected 
since they were explicitly corrected for overbinding. We caution 
that the surface binding energy calculations are under static condi-
tions and at 0 K. Thermal effects can influence energetic 
stability and calculated properties, and will be assessed in a 
separate forthcoming study.

Site-preference for binding and vibrational frequencies

All functionals inaccurately predicted a multi-coordinated site 
as the preferred binding site for CO on Pt(111) and Cu(111). 
Encouragingly, the correct site is predicted by B97M-rV on 
Ag(111) and Au(111). We recommend that the energy difference 
between the multi-coordinated site and the atop site be utilized 
as an energy range, outside which, no energetic preference 
predictions should be made. This is especially relevant to the 
development of microkinetic models for CO2 reduction, which 
take DFT energies as inputs. We also emphasize that this 
energetic preference error for semi-local DFT is due to incorrect 
estimation of the HOMO–LUMO gap for CO and alignment of 
these levels with the energy band of the metal. Compared to the 
experimental frequency shifts, RPBE, B97M-rV and SCAN out-
perform RTPSS on the limited experimental data set for CO 
bound on metal surfaces. We note that anharmonic effects on 
vibrational frequency shifts may affect the comparison of 
harmonic calculations with experimental values. The results for
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51 P. E. Blöchl, Phys. Rev. B: Condens. Matter Mater. Phys.,
1994, 50, 17953–17979.

52 M. Methfessel and A. T. Paxton, Phys. Rev. B: Condens.
Matter Mater. Phys., 1989, 40, 3616–3621.

53 G. McElhiney, H. Papp and J. Pritchard, Surf. Sci., 1976, 54,
617–634.

54 D. P. Engelhart, R. J. Wagner, A. Meling, A. M. Wodtke and
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